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Chapter 0. Introduction.

0.1. Abstract.

In this report we examine the encoding problem for the two access binary adder channel. In this Chapter we state the problem and mention the most important known results. In Chapter 1 we deduce lower and upper bounds for $|C_2|$ where $C_1$ is fixed and $(C_1, C_2)$ is uniquely decodable. In Chapters 2, 3, 4 and 5 explicit constructions for uniquely decodable codepairs are given. Results are given in Chapter 6. For a summary we refer to Chapter 7.

0.2. The problem.

Consider the following communication system:

Two users wish to send one-way information over the channel. Their messages $M_1, M_2$ are encoded in sequences $b_1$ resp. $b_2$ of zeros and ones, which enter the channel simultaneously. (We assume that $b_1$ and $b_2$ have the same length.) These sequences are transformed by the channel in one sequence $b$ of zeros, ones and twos, which is the real sum of $b_1$ and $b_2$, possibly disturbed by noise. (Below we give a more detailed description of the channel.) From the output sequence $b$ the first decoder makes estimates $\hat{b}_1$ resp. $\hat{b}_2$ of the original zero-one sequences $b_1$ resp. $b_2$. These estimates should of course be decoded again to obtain estimates $\hat{M}_1$ and $\hat{M}_2$ of the original messages. (Remark: in the literature
it is customary to take decoders 0,1,2 together as one decoder.)

The first important question is in what way the output sequence $b$ is determined by the input sequences $b_1$ and $b_2$. We assume that the channel is in full bit synchronisation, which means that two input bits $b_1$ and $b_2$ enter the channel at the same time. Now suppose both $b_1$ and $b_2$ may be disturbed by an error after which the resulting symbols are simply added. Then, denoting real addition by $+$ and mod 2 addition by $\oplus$, we have

$$b = (b_1 \oplus e_1) + (b_2 \oplus e_2), \quad b_1, b_2, e_1, e_2 \in \{0,1\},$$

$$P(e_i=1) = 1 - P(e_i=0) = p_i, \quad 0 \leq p_i \leq \frac{1}{2}, \quad i=1,2.$$  

This model becomes symmetric by choosing $p_1 = p_2 = p$, $0 \leq p \leq \frac{1}{2}$. We say that $p$ is the probability of making "one error". Now the channel is described by the following:

<table>
<thead>
<tr>
<th>$b$</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1$</td>
<td>$b_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>$(1-p)^2$</td>
<td>$2p(1-p)$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>$p(1-p)$</td>
<td>$(1-p)^2 + p^2$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>$p(1-p)$</td>
<td>$(1-p)^2 + p^2$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>$p^2$</td>
<td>$2p(1-p)$</td>
</tr>
</tbody>
</table>

| 0   |          | $(1-p)^2$ |
| 2p(1-p) |
| $p^2$ |
| $p(1-p)$ |

| 0   |          | $(1-p)^2$ |
| $2p(1-p)$ |
| $p^2 + (1-p)^2$ |
| $p(1-p)$ |

| 0   |          | $(1-p)^2$ |
| $2p(1-p)$ |
| $p^2 + (1-p)^2$ |
| $p(1-p)$ |

| 0   |          | $(1-p)^2$ |
| $2p(1-p)$ |
| $p^2$ |

| 0   |          | $(1-p)^2$ |
| $2p(1-p)$ |
| $p^2 + (1-p)^2$ |

Above we see the transition probabilities between input and output symbols. For instance, $P(b=2|b_1=b_2=0) = p^2$. 


Now our problem is to find encoding strategies for encoders 1, 2 such that the average probability of \((\hat{b}_1, \hat{b}_2)\) being equal to \((b_1, b_2)\) is as large as possible. (Here we assume that all possible pairs \((m_1, m_2)\) of messages are equally likely.) It will be clear to the reader that for any encoding strategy we should have in mind a decoding strategy for decoder 0. However, we will not deal with the problem how to realise this in practice.

0.3. Restrictions to the problem.

From now on we restrict ourselves to the case that the channel is deterministic or noiseless — that is, \(p=0\). This simplifies our model to:

\[
\begin{array}{ccc}
\text{b}_1 & \text{0} & \text{1} \\
\text{0} & 0 & 1 \\
\text{1} & 1 & 2
\end{array}
\]

This model is easily described by \( b = b_1 + b_2 \).

Moreover, we shall only use block codes for encoders 1, 2. So any encoding strategy consists of a codepair \((C_1, C_2)\) where \(C_i \subseteq \mathbb{F}_2^n\), \(C_2 \subseteq \mathbb{F}_2^n\) for some \(n \in \mathbb{N}\). For each block transmission encoder \(i\) receives one out of \(|C_i|\) different messages, selects the corresponding codeword in \(C_i\) and sends this into the channel. \((i=1, 2)\). We assume that we have block synchronisation — that is, the block transmissions for both encoders are at the same time. So a pair of codewords \(c_1 \in C_1\), \(c_2 \in C_2\) leaves the channel as a block \(c_1 + c_2 \in \{0, 1, 2\}^n\).
Finally, we will not accept ambiguity at all. So we require that for any 
\( \forall \mathbf{v} \in \{ \mathbf{c}_1 + \mathbf{c}_2 \mid \mathbf{c}_1 \in C_1 \land \mathbf{c}_2 \in C_2 \} \) there is a unique pair \((\mathbf{c}_1, \mathbf{c}_2) \in C_1 \times C_2\) such that 
\( \mathbf{v} = \mathbf{c}_1 + \mathbf{c}_2 \).

Now we can clarify our point of view with respect to decoder 0. It is clear 
that if the codepair \((C_1, C_2)\) has the above property it will always be possible 
(though possibly very laborious) to find the unique pair \((\mathbf{c}_1, \mathbf{c}_2)\) which adds 
up to the given outputvector. This guarantees communication without ambiguity.

0.4 Some definitions and some known results.

As in §0.2, we shall denote real addition by + and \text{mod} 2 addition by \(\oplus\).

For any \(n \in \mathbb{N}\), \(C \subseteq \mathbb{F}_2^n\), \(D \subseteq \mathbb{F}_2^n\) we call \((C, D)\) a codepair. We say that the codepair 
\((C, D)\) is uniquely decodable if

\[ \forall \mathbf{c}, \mathbf{c}' \in C \quad \forall \mathbf{d}, \mathbf{d}' \in D \quad \left[ \mathbf{c} + \mathbf{d} = \mathbf{c}' + \mathbf{d}' \implies (\mathbf{c} = \mathbf{c}' \land \mathbf{d} = \mathbf{d}') \right] \]

For any codepair \((C, D)\) of length \(n\) let

\[ R_1 := \frac{1}{n} 2 \log |C| \quad R_2 := \frac{1}{n} 2 \log |D| . \]

\((R_1, R_2)\) is called the ratepair belonging to \((C, D)\). A decoding strategy for 
\((C, D)\) is a mapping

\[ \phi : \{ \mathbf{c} + \mathbf{d} \mid \mathbf{c} \in C \land \mathbf{d} \in D\} \rightarrow C \times D . \]

Let the corresponding error probability be given by

\[ P_e(C, D, \phi) := \frac{1}{|C| \cdot |D|} |\{ (\mathbf{c}, \mathbf{d}) \in C \times D \mid \phi(\mathbf{c} + \mathbf{d}) \neq (\mathbf{c}, \mathbf{d}) \}| . \]

We call a ratepair \(\varepsilon\)-achievable if it belongs to a codepair \((C, D)\) for which 
a decoding strategy \(\phi\) exists such that \(P_e(C, D, \phi) \leq \varepsilon\).
Now consider the set \( \{ (R_1, R_2) \mid \forall \varepsilon > 0 : (R_1, R_2) \text{ is } \varepsilon\text{-achievable.} \} \). The closure of the convex hull of this set is called the capacity region for the noiseless two-access binary adder channel. Roughly speaking, the capacity region is the set of ratepairs \((R_1, R_2)\) for which it is possible to send information with arbitrarily small error probability from source \(i\) to sink \(i\) with information rate \(R_i\), for \(i = 1, 2\) simultaneously. It has been proved in [1] that the capacity region for our noiseless channel is given by

(5) \[ 0 \leq R_1 \leq 1, \ 0 \leq R_2 \leq 1, \ R_1 + R_2 \leq 1 \frac{1}{2}. \]

This region is depicted in fig. 4. ..
Note that the capacity region does not need to be equal to the set of ratepairs belonging to uniquely decodable codepairs, since this is the set \( V_{ud} := \{(R_1, R_2) | (R_1, R_2) \text{ is } 0\text{-achievable.} \}. \) Of course \( V_{ud} \) is a subset of the capacity region. However, it has not been exactly determined yet. The best known lower bound up to now is given by:

**0.4.1. Theorem.** (Wei, Kasami, Lin, Yamamura, [5].) Let \( 0 \leq R_1 \leq \frac{1}{4} \). There is a uniquely decodable codepair \((C, D)\) with ratepair \((R_1, R_2)\) such that \( C \) is a linear code and

\[
R_2 \geq \begin{cases} 
1 - o(1) & \text{if } 0 \leq R_1 < \frac{1}{4} \\
\frac{1}{2}(-1 + H(2R_1)) - o(1) & \text{if } \frac{1}{4} \leq R_1 < \frac{1}{3} \\
\frac{1}{2} \log 6 - R_1 - o(1) & \text{if } \frac{1}{3} \leq R_1 \leq \frac{1}{2}
\end{cases}
\]

Here, \( H(x) = -x \log_2 x - (1-x) \log_2 (1-x) \), \( 0 < x < 1 \), and \( o(1) \) is vanishingly small if the block length \( n \) tends to infinity.

This gives us the bold line segment from \((0,1)\) to \(A\) in fig.4. By interchanging the role of \( C \) and \( D \) we obtain the line segment from \(A'\) to \((1,0)\).

Now we introduce the notion of timesharing. Suppose we have u.d. codepairs \((C, D)\) and \((C', D')\) of length \( n \) resp. \( n' \) with ratepairs \((R_1, R_2)\) resp. \((R_1', R_2')\). Let \( m \) and \( m' \) be nonnegative integers and \( M = m + m' \). Now for every \( M \) block transmissions the first \( m \) pairs of input words are taken from \((C, D)\) and the last \( m' \) pairs are taken from \((C', D')\). This technique yields communication without ambiguity, while the new information rates are given by

\[
R_i = \frac{m.n.R_i + m'.n'.R'_i}{m.n + m'.n'} , \quad i = 1, 2 .
\]
Hence the point \((R_1, R_2)\) is on the line segment from \((R_1', R_2')\) to \((R_1, R_2)\). So, for any point \(P\) on this line segment, we can construct a uniquely decodable codepair with a ratepair arbitrarily close to \(P\) by a suitable choice of \(m\) and \(m'\).

Since we may apply timesharing of the codes reaching the points \(A\) resp. \(A'\), (0.4.1) and the above imply that there exists a uniquely decodable codepair for each point on the bold line in fig. 4. (and hence for each point in the shaded area.) Another interesting result is given by:

**0.4.2. Theorem.** (Kasami and Lin, [3].) Let \(C\) be a \([n, k]\) systematic code of rate \(R_1 = k/n\). Then the maximum rate \(R_2\) of any code \(D\) of length \(n\) such that \((C, D)\) be uniquely decodable satisfies

\[
R_2 \leq \begin{cases} 
1 & \text{if } 0 \leq R_1 < 1/3 \\
R_1 + (1-R_1)H(R_1/(1-R_1)) + o(1) & \text{if } 1/3 \leq R_1 < 2/5 \\
(1-R_1)^2 \log 3 & \text{if } 2/5 \leq R_1 \leq 1 
\end{cases}
\]

Here \(H(x)\) and \(o(1)\) are as in (0.4.1).

The upper bound obtained from the above Theorem is given by the dotted line in fig. 4.

**0.4.3. Remarks.** (i) The reader may have the idea that (0.4.1) and (0.4.2) are contradictory. However, this is not the case. We note that the line segment \(A\) \(A'\) \(-(1,0)\) is obtained from (0.4.1) by interchanging the role of \(C\) and \(D\) and by the use of timesharing, which implies that we may no longer conclude that these points are obtainable by uniquely decodable codepairs \((C, D)\) where \(C\) is a linear code.

(ii) As a matter of fact it follows from (0.4.1) and (0.4.2) that the maximum
rate $R_2^{\text{max}}$ such that a uniquely decodable codepair $(C, D)$ exists where $C$ is a linear code of rate $R_1 = k/n$, $\frac{1}{2} \leq R_1 < 1$, is given by $R_2^{\text{max}} = (1-R_1)^2 \log 3$, which is the dotted line segment $A-(1,0)$ in fig.4. Indeed, these points are obtainable by timesharing the codepair $(C, D)$ reaching the point $A$ and the codepair $(C' = \mathbb{F}_2^n, D' = \{0\})$ reaching the point $(1,0)$. (Note that the concatenation of two linear codes is again linear, which guarantees that we obtain a linear code $C$ by timesharing the codes $C$ and $C'$.)

(iii) We can of course recover the symmetry between $R_1$ and $R_2$ in (0.4.2) by considering uniquely decodable codepairs "for which one of the two codes is systematic". In order to obtain a convex area one has to consider uniquely decodable codepairs obtained by timesharing two codepairs each of which contains at least one systematic code.

(iv) Note that (0.4.1) only states the existence of certain codepairs. The proof is not provided with explicit construction methods. The same holds for (5).

(v) The point $A = (\frac{1}{2}, \frac{1}{2}^2 \log 3)$ is obtained by the uniquely decodable codepair $(C = \{00, 11\}, D = \{00, 01, 10\})$ of length 2. (Note that $C$ is linear.) Interchanging of $C$ and $D$ gives us the point $A'$. Hence, using timesharing, we can reach any point on the line segment $A-A'$ by a uniquely decodable code which is explicitly known.
Chapter I. Conditions on (C,D) for being uniquely decodable. Upper and lower bounds on |D| for fixed C such that (C,D) is uniquely decodable.

1.1. Abstract.

In this Chapter we will derive conditions on codepairs (C,D) which are equivalent to the condition that (C,D) is u.d. (From now on we shall use u.d. as an abbreviation of "uniquely decodable"). The necessity of these conditions has been shown by van Tilborg ([4]). The conditions enable us to have a closer look at the graph-theoretic approach to the encoding problem proposed by Wei, Kasami, Lin and Yamamura in [5]. This approach consists of the association of a certain graph $G_C$ on $2^n$ points to any code $C \subseteq \mathbb{F}_2^n$, with the property that any coclique in $G_C$ corresponds in a unique way to a code $D$ (of the same size) such that $(C,D)$ is u.d.

Results of van Tilborg ([4]) are equivalent to the observation that certain cliques exist in $G_C$. From this van Tilborg derived an upper bound on |D| such that $(C,D)$ be u.d. in terms of the Krawtchouk expansion of the annihilator polynomial of $C$. (For definitions see [7].)

Using a well-known graph-theoretic result due to Turán we find a lower bound on the maximum size of $D$ such that $(C,D)$ be uniquely decodable in terms of the distance enumerator of $C$. Subsequently, an increase of this lower bound is obtained by a closer examination of the number of edges in $G_C$.

1.2. Conditions.

1.2.1. Lemma. Let $n \in \mathbb{N}$, $c,c',d,d' \in \mathbb{F}_2^n$. Then we have

(9) $c + d = c' + d' \Leftrightarrow \exists u \in \mathbb{F}_2^n \left[ (\forall i: u_i = 1 \Rightarrow c_i = c'_i) \land d' = c \oplus u \land d = c' \oplus u \right]$
Proof. (i) Let \( y \) satisfy the right hand side conditions. We have

\[
\begin{align*}
  c_i + d_i &= c_i + (c'_i \circ u_i) \\
  c'_i + d'_i &= c'_i + (c_i \circ u_i)
\end{align*}
\]

If \( u_i = 1 \) these are equal since \( c_i = c'_i \) in this case. If \( u_i = 0 \) these are equal since \( c'_i \circ u_i = c'_i \), \( c_i \circ u_i = c_i \) in this case.

(ii) Let \( c + d = c' + d' \). W.l.o.g. we have

\[
\begin{align*}
  c &= 0---0,0---0,0---0,1---1,1---1,1---1 \\
  d &= 0---0,1---1,1---1,0---0,0---0,1---1 \\
  (10) \quad c + d &= 0---0,1---1,1---1,1---1,1---1,2---2 \\
  c' &= 0---0,0---0,1---1,0---0,1---1,1---1 \\
  d' &= 0---0,1---1,0---0,1---1,0---0,1---1
\end{align*}
\]

Now let \( u := c \circ d' \). From the above it is clear that \( u = c' \circ d \), and moreover

\[
u_i = \begin{cases} 1 & \text{if } c_i \circ d_i = 1 \text{ and } c_i = c'_i \\ 0 & \text{otherwise.} \end{cases}
\]

From these we have \( u_i = 1 \Rightarrow c_i = c'_i \) and \( d' = u \circ c \), \( d = u \circ c' \).

The following result is similar.

1.2.2. Lemma. Let \( n \in \mathbb{N} \), \( c, c', d, d' \in \mathbb{F}_2^n \). Then we have

\[
(11) \quad c + d = c' + d' \iff \exists u \in \mathbb{F}_2^n \left[ (\forall i: u_i=0 \Rightarrow c_i = c'_i) \land d = c \circ u \land d' = c' \circ u \right]
\]

Proof. (i) Let \( u \) satisfy the right hand side conditions. We have

\[
\begin{align*}
  c_i + d_i &= c_i + (c_i \circ u_i) \\
  c'_i + d'_i &= c'_i + (c_i \circ u_i)
\end{align*}
\]
If \( u_i = 0 \) these are \( 2c_i \) resp. \( 2c_i' \). Hence they are equal since \( c_i = c_i' \) in this case. If \( u_i = 1 \) it is clear that both are equal to one.

(ii) Let \( c + d = c' + d' \). Again we have (10) w.l.o.g. Hence for \( u := c \otimes d \) we have \( u = c' \otimes d' \) and moreover

\[
\begin{align*}
    u_i &= \begin{cases} 
        1 & \text{if } c_i + d_i = 1 \\
        0 & \text{otherwise}.
    \end{cases}
\end{align*}
\]

From these it follows that \( d = u \circ c \), \( d' = u \circ c' \). Furthermore

\[
    u_i = 0 \Rightarrow c_i + d_i \in \{0,2\}.
\]

We say that \( v \) covers \( u \). From now on we shall denote the all-one vector \((1,1,\ldots,1)\) by \( \mathbf{1} \). From Lemmas (1.2.1), (1.2.2) we easily obtain the following theorem:

1.2.4. Theorem. Let \( n \in \mathbb{N} \), \( C \subseteq \mathbb{F}_2^n \), \( D \subseteq \mathbb{F}_2^n \). Then the following three propositions are equivalent:

(i) \( (C, D) \) is uniquely decodable.
(ii) \( \forall \ v, v' \in C \) \( \exists e \in C \) \( \forall u \in C \) \( \exists u' \in C \) \( [ \text{at most one of } v \oplus u, v' \oplus u \text{ is in } D ] \)

(iii) \( \forall \ v, v' \in C \) \( \exists e \in C \) \( \forall u \in C \) \( \exists u' \in C \) \( [ \text{at most one of } v \oplus u, v' \oplus u \text{ is in } D ] \)

Proof. (i)\( \Rightarrow \) (ii). Note that \( u \oplus c \oplus c' \oplus 1 \) is equivalent to \( u_i = 1 \Rightarrow c_i = c'_i \) and that \( (C, D) \) is not u.d. iff the LHS of (1.2.1) is satisfied for some \( c, c' \in C, d, d' \in D, \)
\( e \in C \). Apply Lemma (1.2.1).

(i)\( \Rightarrow \) (iii). \( c \oplus c' \in u \) is equivalent to \( u_i = 0 \Rightarrow c_i = c'_i \). Apply Lemma (1.2.2).

1.3. Introduction of a graph \( G = (V, E) \).

In this section we will associate a graph to the code \( C \) such that any coclique in the graph corresponds in a unique way to a code \( D \) of the same size with the property that \( (C, D) \) is uniquely decodable. First we give a brief introduction to graphs.

A graph \( G = (V, E) \) consists of a set \( V \) of vertices and a set \( E \subset \mathcal{P}_2(V) \) of edges. Here \( \mathcal{P}_2(V) \) denotes the set of all subsets of \( V \) containing two elements. We say that \( v_1, v_2 \in V \) are connected by an edge if \( \{v_1, v_2\} \in E \).

A clique in \( G \) is a subset \( A \subset V \) such that \( \mathcal{P}_2(A) \subset E \), that is, any two vertices in \( A \) are connected by an edge. A coclique in \( G \) is a subset \( B \subset V \) such that \( \mathcal{P}_2(B) \cap E = \emptyset \), that is, any two vertices in \( B \) are not connected by an edge. A well-known result in graph theory is

1.3.1. Theorem. (Turán, [6]) Let \( G = (V, E) \) be a graph. Let \( M_G \) be the maximum number such that there is a coclique in \( G \) of size \( M_G \). Then

\[
M_G \geq \frac{|V|^2}{|V| + 2|E|}
\]
Now we introduce our graph $G_C$.

1.3.2. Definition. Let $n \in \mathbb{N}$, $C \subseteq \mathbb{F}_2^n$. The graph $G_C = (V_C, E_C)$ is defined by

\[ V_C := \mathbb{F}_2^n \]

\[ E_C := \bigcup_{c \in C} \bigcup_{c' \in \mathbb{C}\{c\}} \{ \{c \oplus u, c' \oplus u\} \} \]

1.3.3. Remark. Note that each edge is added to $E_C$ at least twice in (1.3.2), since the pairs $(c, c')$ and $(c', c)$ contribute exactly the same set of edges.

1.3.4. Example. Take $n=2$, $C = \{01,10,11\}$. We get:

<table>
<thead>
<tr>
<th>$c$</th>
<th>$c'$</th>
<th>$c \oplus c' \oplus 1$</th>
<th>$u$</th>
<th>edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>10</td>
<td>00</td>
<td>00</td>
<td>{01,10}</td>
</tr>
<tr>
<td>11</td>
<td>01</td>
<td>00</td>
<td>01</td>
<td>{00,10}</td>
</tr>
<tr>
<td>10</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>{10,10}</td>
</tr>
<tr>
<td>11</td>
<td>01</td>
<td>00</td>
<td>01</td>
<td>{00,00}</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>00</td>
<td>00</td>
<td>{11,10}</td>
</tr>
<tr>
<td>10</td>
<td>01</td>
<td>00</td>
<td>01</td>
<td>{10,00}</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>00</td>
<td>00</td>
<td>{01,00}</td>
</tr>
</tbody>
</table>

fig. 5. Picture of $G_C$

Now if we compare the definition of our graph $G_C$ with Theorem (1.2.4) we see that two vertices of the graph, say $d, d' \in \mathbb{F}_2^n = V_C$, are connected by an edge iff the occurrence of both $d$ and $d'$ in a code $D \in \mathbb{F}_2^n$ would imply that $(C,D)$ is not uniquely decodable. Hence if we choose a code $D$ corresponding to a coclique in
G_c, we have a u.d. codepair (C,D). We state this as follows:

1.3.5. Theorem. Let n \in \mathbb{N}, C = \mathbb{F}_2^n, G_c as in (1.3.2). Let D = \mathbb{F}_2^n be any code. Then (C,D) is uniquely decodable if and only if D is a coclique in G_c.

Proof. (cf. (1.3.4).) (i) Suppose D is not a coclique in G_c. Obviously we have a pair \{d,d'\} \subseteq D such that \{(d,d')\} \in E_c. According to the definition of E_c, there are vectors c,c' \in C, c \neq c', u \in \mathbb{F}_2^n satisfying

(*) \quad u \subseteq c \oplus c' \oplus 1

(**) \quad w.l.o.g. \quad d = c \oplus u, \quad d' = c' \oplus u.

Hence (1.2.4 (ii)) is violated and it follows from Theorem (1.2.4) that (C,D) is not uniquely decodable.

(ii) Suppose D is a coclique in G_c. According to the definition of E_c, it is clear that (1.2.4 (ii)) holds. Now Theorem (1.2.4) implies that (C,D) is u.d. \square

1.3.6. Remark. There is a strong relationship between the above and van Tilborg's results in [4]. We shall give a rough explanation of this claim. Let n \in \mathbb{N}, C = \mathbb{F}_2^n. For any \(y, w \in \mathbb{F}_2^n\) such that \(w \subseteq y\) define

\[ C(y, w) := \{ c \in C \mid v_i : v_i = 1 \Rightarrow c_i = w_i \} \]

C(y, w) consists of all words in C which agree with a fixed vector w on those coordinates for which \(v_i = 1\).

Now ([4], Lemma 6) is more or less equivalent to the proposition that for any \(y \in \mathbb{F}_2^n, w \subseteq y, u \subseteq y\) the set
is a clique in $G_C$. Similarly, ([4], Lemma 7) is more or less equivalent to the proposition that

$$ \{ c \oplus u' \mid c \in C(v, w) \} $$

is a clique in $G_C$ for any $v \in \mathbb{F}_2^n$, $w \subseteq v$, $u' \oplus l \subseteq v$. Note that, writing $u' = u \oplus l$ in (17), we get the same set of cliques in both cases! (The fact that in [4] Lemmas 6, 7 not at all look the same is a consequence of the fact that $c + d = c' + d' \leftrightarrow c + (d' \oplus l) = c' + (d \oplus l)$, which is easy to check. (cf. (2.3.1).)

A consequence of the above is that it is sufficient to consider all cliques obtained from (16), (17) with $w_H(u) \leq \lfloor \frac{n}{2} \rfloor$, $w_H(u') \leq \lfloor \frac{n}{2} \rfloor$, where $w_H$ denotes Hamming weight.

In the following we will not make use of the above. However, we mention that the observations in [4] lead to the following theorem:

1.3.7. Theorem. (van Tilborg, [4].) Let $n \in \mathbb{N}$, $c \in \mathbb{F}_2^n$. Let $a_1, 0 \leq i \leq r$, be the Krawtchouk coefficients of the annihilator polynomial $a(x)$ of a code $C$. (See Sloane & Mc. Williams, [7].) Then, for any $D \in \mathbb{F}_2^n$ such that $(C, D)$ is u.d. we have

$$ |D| \leq \sum_{k=0}^{n} \binom{n}{k} \max \{0, a_k\} \cdot \binom{n}{k} \cdot 2 \min \{k, n-k\} $$

Moreover, a method for constructing $D$ is proposed in [4]. In the above terminology this method leans upon the idea that, in order to pick the maximum number of vertices with no two in the same clique (i.e., a coclique), one should avoid vertices occurring in more than one clique. This method turns out to be quite successful.
1.4. Calculation of $|E_C|$. Lower bounds on $|D|$.

Now we turn back to our graph $G_C$. In order to enable ourselves to apply Theorem (1.3.1) we should count the number of edges in the graph. The following theorem gives an upperbound.

1.4.1. Theorem. Let $n \in \mathbb{N}$, $C \subseteq \mathbb{F}_2^n$, $G_C = (V_C, E_C)$ as in (1.3.2). Then

\begin{equation}
|E_C| \leq 2^{n-1} |\mathcal{C}| \sum_{i=1}^{n} A_i 2^{-i}, \text{where}
\end{equation}

\begin{equation}
A_i := \frac{1}{|\mathcal{C}|} \sum \left\{ (c, c') \in C^2 \mid d_H(c, c') = i \right\}
\end{equation}

Here $d_H$ denotes Hamming distance and $(A_i)$ is the distance distribution of $C$.

Proof. From the definition of $E_C$ and (1.3.3) we have (note that the number of vectors $u \in C \otimes c \otimes c' \otimes 1$ is $2^{n-d_H(c, c')}$) that

\begin{equation}
|E_C| \leq \frac{1}{|\mathcal{C}|} \sum_{c \in C} \sum_{c' \in C \setminus \{c\}} 2^{n-d_H(c, c')} = \frac{1}{|\mathcal{C}|} \sum_{i=1}^{n} \sum_{(c, c') \in C^2} d_H(c, c') = i \sum_{i=1}^{n} A_i 2^{-i} = 2^{n-1} \sum_{i=1}^{n} A_i 2^{-i}.
\end{equation}

1.4.2. Example. Take $n$ and $C$ as in (1.3.4). Note that $A_1 = \frac{4}{3}$, $A_2 = \frac{2}{3}$. So (1.4.1) implies that $|E_C| \leq 2.3 \left( \frac{4}{3} + \frac{2}{3} \right) = 5$. Note that, in this example, (1.4.1) gives the exact value. This follows from the fact that each edge is counted exactly twice as we can verify in table 3.

Now application of Theorems (1.3.1), (1.3.5) and (1.4.1) leads to the following theorem.
1.4.3. **Theorem.** Let $n \in \mathbb{N}$, $C \subseteq \mathbb{F}_2^n$. Let $A_i$ ($i=0,\ldots,n$) be the distance enumerator of $C$. (cf. (20).) Then there is a code $D \subseteq \mathbb{F}_2^n$ such that $(C,D)$ is u.d. and

$$|D| \geq \frac{2^n}{1 + \sum_{i=1}^{n} A_i 2^{-i}}.$$  

**Proof.** Apply (1.3.1), (1.3.5) and (1.4.1).  

1.4.4. **Corollary.** Let $C$ be a binary code of length $n$ with minimum distance at least $d$. Then there is a code $D \subseteq \mathbb{F}_2^n$ such that $(C,D)$ is u.d. and

$$|D| \geq \frac{2^n}{1 + 2^{-d} \cdot |C| \cdot (|C|-1)}.$$  

**Proof.** It is well-known that for any code $C : \sum_{i=1}^{n} A_i = |C|-1$. Note that the definition of $d$ implies that $A_1 = A_2 = \ldots = A_{d-1} = 0$. So

$$\sum_{i=1}^{n} A_i 2^{-i} = \sum_{i=d}^{n} A_i 2^{-i} \leq 2^{-d} \sum_{i=d}^{n} A_i = 2^{-d} (|C|-1),$$

which, together with (1.4.3), proves the statement.  

1.4.5. **Remark.** Note that (1.4.3), (1.4.4) only state the existence of a code $D$ of specified size. The proof of (1.3.1) is not provided with an explicit construction method for a coclique which is big enough. Consequently, (1.4.3), (1.4.4) are nonconstructive.  

We will illustrate (1.4.3) and (1.4.4) with some examples. First we state a result which can easily be obtained from (1.4.4) and the following well-known theorem:
1.4.6. Theorem. (Gilbert-Varshamov lower bound, [7]) Suppose $0 \leq \delta < \frac{1}{2}$. Then there exists an infinite sequence of $[n,k,d]$ binary linear codes with $d/n \geq \delta$ and rate $R = k/n$ satisfying $R \geq 1 - H(d/n)$, for all $n$. (Here $H(x)$ is as in (0.4.1).)

1.4.7. Theorem. Let $H(x) := -x^2 \log x - (1-x)^2 \log (1-x)$. Define $\varepsilon$ by $0 \leq \varepsilon < \frac{1}{2}$, $1 - H(2\varepsilon) = \varepsilon$. (so $0 = 0.1412...$) Let $0 \leq R_1 \leq 1$ s.t. $1 - 2R_1 - H^+(1 - R_1) \geq 0$. (So, $0 \leq R_1 \leq 0.54744...$. Here $0 \leq H^+(x) \leq \frac{1}{2}$.) Then for arbitrarily large $n$ there is a uniquely decodable codepair $(C,D)$, where $C$ is a linear code of rate $R_1 - o(1)$ such that

$$R_2 \geq \begin{cases} 1 - o(1) & \text{if } 0 \leq R_1 \leq \varepsilon \\ 1 - 2R_1 + H^+(1 - R_1) - o(1) & \text{if } \varepsilon < R_1 \end{cases}$$

Here $o(1)$ is vanishingly small if $n$ tends to infinity.

Proof. First note that the existence of an $[n,k,d]$ linear code implies the existence of $[n,\ell,d]$ linear codes for all $\ell \leq k$. Now let $0 \leq R_1 \leq \varepsilon$. This implies $1 - H(2R_1) \geq R_1$. From (1.4.6) we can find a linear code $C'$ of minimum distance $\left\lceil 2nR_1 \right\rceil$ of dimension $k \geq n(1 - H(2R_1)) \geq nR_1$. Now the above observation implies that there is a linear code $C$ of the same minimum distance with rate $R_1 - o(1)$. Application of (1.4.4) leads to the conclusion that there is a code $D$ s.t. $(C,D)$ is u.d. and

$$|D| \geq \frac{2^n}{1 + 2^{-2nR_1}(2nR_1)^2} = 2^{n-1},$$

which implies $R_2 \geq 1 - \frac{1}{n}$. 

Next, let $\varepsilon < R_1$. Define $\delta := H^+(1 - R_1)$ and find a linear code $C$ of length $n$, minimum distance $\lceil \delta n \rceil$ and dimension $\lceil n(1 - H(\delta)) \rceil = n(R_1 - o(1))$. The existence
of $C$ is guaranteed by (1.4.6) and its rate is $R_1 - o(1)$. Application of (1.4.4) leads to the conclusion that there is a code $D$ such that $(C,D)$ is u.d.
and

\begin{equation}
|D| \geq \frac{2^n}{1 + 2^{-\delta n} \cdot (2R_1)^2} \tag{26}
\end{equation}

\begin{equation}
\geq \frac{2^n}{2.2n(2R_1-\delta)} = 2^n[1-2R_1+H^+(1-R_1)]^{-1},
\end{equation}

which implies that $R_2 \geq 1 - 2R_1 + H^+(1-R_1) - o(1)$. Note that (26) follows from $2R_1 \geq \delta$, which is a consequence from the fact that $R_1 > \xi$.

1.4.8. Remarks. (i) Note that (1.4.7) is not only non-constructive w.r.t. $D$ but also w.r.t. $C$.

(ii) Moreover (1.4.7) is much weaker than (0.4.1) as we can see in fig. 6.

1.4.9. Examples on (1.4.3) and (1.4.4). (i) For the code from (1.3.4) we have $d = 1$ in (1.4.4). This leads to $|D| \geq \lceil 4/(1+1.3.2) \rceil = 1$, while (1.4.3) states that $|D| \geq \lceil 4/(1+3.(1.4/3 + 1.2)) \rceil = \lceil 8/7 \rceil = 2$. This illustrates that (1.4.4) is weaker than (1.4.3). Note that (1.4.3) is sharp in this case.

(ii) $n = 5$, $C = \{0,3,12,30,27,21\}$. Here $C$ is given in binary notation, which means that we denote any vector $\mathbf{c} = (c_1,c_2,\ldots,c_n)$ by the number $\sum_{i=1}^{n} c_i 2^{n-i}$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{fig.6.}
\end{figure}
(From now on we shall use this notation for codes with relatively big \( n \).) We have \( A_0 = 1 \), \( A_1 = A_5 = 0 \), \( A_2 = A_3 = A_4 = 10/6 \). (1.4.4) gives \( |D| \geq 4 \); (1.4.3) gives \( |D| \geq 6 \); (1.3.7) gives \( |D| \leq 17 \). It can be shown that the maximum size of \( D \) such that \((C,D)\) be u.d. is 15. For example, take \( D = \{6,7,9,10,13,14,15,16,18,21,22,24,25,26,29\} \). Note that the rate pair belonging to \((C,D)\) is \((0.51699,0.78138)\) which is above the lower bound obtained from (0.4.1) since \( R_1 + R_2 = 1.29837 > \frac{1}{2} \log 6 \).

(iii) \( n = 5 \), \( C = \{0,3,12,31,26,21\} \). Here we have \( A_0 = 1 \), \( A_1 = 0 \), \( A_2 = 8/6 \), \( A_3 = 16/6 \), \( A_4 = 4/6 \), \( A_5 = 2/6 \). (1.4.4) gives \( |D| \geq 4 \); (1.4.3) gives \( |D| \geq 7 \) and (1.3.7) gives \( |D| \leq 17 \). In [4] it is shown that the maximum size of \( D \) such that \((C,D)\) be u.d. is 15, and all codes \( D \) which achieve this bound are given. The same rate pair as in (ii) is obtained.

(iv) In the following table parameters \([n,k,d]\) are listed for which the existence of BCH (and hence linear) codes is known. We have \( R_1 = k/n \). Application of (1.4.4) gives the lower bound on \( R_2 \). Note that in this case the linear code \( C \) of the pair \((C,D)\) is explicitly known, which is not the case in (0.4.1)!

<table>
<thead>
<tr>
<th>( n )</th>
<th>( k )</th>
<th>( d )</th>
<th>( R_1 )</th>
<th>( R_2 \geq )</th>
<th>( R_1 + R_2 \geq )</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>6</td>
<td>15</td>
<td>0.19355</td>
<td>0.99460</td>
<td>1.18815</td>
</tr>
<tr>
<td>32</td>
<td>6</td>
<td>16</td>
<td>0.18750</td>
<td>0.99731</td>
<td>1.18481</td>
</tr>
<tr>
<td>63</td>
<td>10</td>
<td>27</td>
<td>0.15873</td>
<td>0.99982</td>
<td>1.15855</td>
</tr>
<tr>
<td>64</td>
<td>10</td>
<td>28</td>
<td>0.15625</td>
<td>0.99991</td>
<td>1.15616</td>
</tr>
<tr>
<td>127</td>
<td>22</td>
<td>47</td>
<td>0.17323</td>
<td>0.99866</td>
<td>1.17189</td>
</tr>
<tr>
<td>128</td>
<td>22</td>
<td>48</td>
<td>0.17188</td>
<td>0.99931</td>
<td>1.17119</td>
</tr>
<tr>
<td>127</td>
<td>15</td>
<td>55</td>
<td>0.11811</td>
<td>1-4.10^{-10}</td>
<td>1.11811</td>
</tr>
<tr>
<td>128</td>
<td>15</td>
<td>56</td>
<td>0.11719</td>
<td>1-2.10^{-10}</td>
<td>1.11719</td>
</tr>
<tr>
<td>255</td>
<td>37</td>
<td>91</td>
<td>0.14510</td>
<td>1-5.10^{-8}</td>
<td>1.14510</td>
</tr>
<tr>
<td>256</td>
<td>37</td>
<td>92</td>
<td>0.14453</td>
<td>1-2\frac{1}{2}.10^{-8}</td>
<td>1.14453</td>
</tr>
</tbody>
</table>

Table 4.
1.5. A closer look at $|E_C|$ increases the bound.

As observed in (1.3.3), in the definition of $E_C$ each edge is added to $E_C$ at least twice. In this section we shall have an investigation of the exact number of times any edge is added. The following lemma shows under which circumstances any edge may be added more than twice.

1.5.1. Lemma. Let $n \in \mathbb{N}$, $C \subseteq \mathbb{F}_2^n$. Let $c_1, c_1', c_2, c_2' \in C$. For $c, c' \in C$ define

\[
E(c, c') := \bigcup_{u \in c \oplus c'} \left\{ \{ u \oplus c, u \oplus c' \} \right\} .
\]

(This is the set of edges contributed to $E_C$ by the pair $(c, c') \in C^2$.) Then we have

(i) Either $E(c_1, c_1')$ and $E(c_2, c_2')$ are disjoint or they coincide.

(ii) $E(c_1, c_1') = E(c_2, c_2') \iff \{ c_2', c_2 \} \in E(c_1, c_1')$.

Proof. First note that both sides in (ii) are false if $E(c_1, c_1') \cap E(c_2, c_2') = \emptyset$ since $\{ c_2', c_2 \} \in E(c_1, c_1')$.

Now assume $E(c_1, c_1') \cap E(c_2, c_2') \neq \emptyset$. (II)

Note that $U_1 := \{ u \in \mathbb{F}_2^n \mid u \subseteq c_1 \oplus c_1' \}$ is a subspace in $\mathbb{F}_2^n$. By assumption, we have $u_1 \in U_1$, $u_2 \in U_2$ such that $\{ c_1 \oplus u_1, c_1' \oplus u_1 \} = \{ c_2 \oplus u_2, c_2' \oplus u_2 \}$ \hspace{1cm} (*)

Adding the two vectors in each of these sets we obtain $c_1 \oplus c_1' = c_2 \oplus c_2'$. Hence from the definition of $U_1$ we have $U_1 = U_2$ \hspace{1cm} (**) .

So, in particular, $u_1 \oplus u_2 \in U_1$. Hence, adding $u_2$ to the vectors on both sides in (*) we find that $\{ c_2, c_2' \} = \{ c_1 \oplus (u_1 \oplus u_2), c_1' \oplus (u_1 \oplus u_2) \} \in E(c_1, c_1')$. This proves the RHS of (ii). Now we show that assumption (II) also implies the LHS of (ii).

Note that this proves (i)! Indeed, take any edge $\{ c_2 \oplus v, c_2' \oplus v \} \in E(c_2, c_2')$. Here
we \( U_2 \). Using the RHS of (ii) we find a \( u \in U_1 \) such that \( \{c_2 \otimes v, c_2' \otimes v\} = \{c_1 \otimes u, (c_1' \otimes u) \otimes v\}\). Hence this edge is in \( E(c_1, c_1') \) since we conclude from (***) that \( u \otimes v \in U_1 \). This shows that \( E(c_2, c_2') \subset E(c_1, c_1') \). Interchanging the role of \((c_1, c_1')\) and \((c_2, c_2')\) we find that the LHS of (ii) is satisfied.

Now we conclude (ii) from the fact that either both sides are false (case(I)) or both are true (case(II)).

\[ \square \]

1.5.2. Example. Let \( n = 5 \), \( C = \{c_1, c_1', c_2, c_2'\} \) as below. We have \( c_2 = c_1 \otimes w \), \( c_2' = c_1' \otimes w \), \( w \in U_1 \) (that is, \( w \subset c_1 \otimes c_1' \)). Note that we do not consider all edges in \( E_C \).

<table>
<thead>
<tr>
<th>( u )</th>
<th>edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_1 )</td>
<td>0 1 1 0 1</td>
</tr>
<tr>
<td>( c_1' )</td>
<td>1 0 0 1 0</td>
</tr>
<tr>
<td>( w )</td>
<td>0 0 0 1 0</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>0 1 1 1 1</td>
</tr>
<tr>
<td>( c_2' )</td>
<td>1 0 0 1 1</td>
</tr>
</tbody>
</table>

Table 5.

1.5.3. Remark. Note that \( \{c, c'\} \in E(c, c') \) implies (according to (1.5.1(ii))) that \( E(c, c') = E(c', c) \) as mentioned in (1.3.3).

Now we state the main result of this section.

1.5.4. Theorem. Let \( n \in \mathbb{N} \), \( C \subset \mathbb{F}_2^n \), \( G_C = (V_C, E_C) \) as in (1.3.2). For \( c, c' \in C \) define (cf. (27) and §1.3.)
That is, the number of edges in $E(\xi, \xi')$ being a $2$-subset of $\mathcal{C}$. Then

$$|E_C| = \frac{1}{2} \sum_{\xi \in \mathcal{C}} \sum_{\xi' \in \mathcal{C} \setminus \{\xi\}} \frac{2^{n-d_H(\xi, \xi')}}{N_C(\xi, \xi')} .$$

Proof. It is clear that $2N_C(\xi, \xi')$ equals the number of ordered pairs $(\xi_2, \xi'_2)$ such that $\{\xi_2, \xi'_2\} \in E(\xi, \xi')$. According to (1.5.1) this implies that any edge in $E(\xi, \xi')$ is added to $E_C$ exactly $2N_C(\xi, \xi')$ times in (1.3.2). So, dividing by this number, we count each edge exactly once in (29).

The following lemma may be useful for calculating the numbers $N_C(\xi, \xi')$ in practice.

1.5.5. Lemma. Let $n \in \mathbb{N}$, $C = \mathbb{F}_2^n$, $N_C(\xi, \xi')$ as in (28) for $\xi, \xi' \in \mathcal{C}$. Then we have

$$N_C(\xi, \xi') = \left| \{ y \in \mathbb{F}_2^n \mid c \circ y \in \mathcal{C} \land \xi' \circ y \in \mathcal{C} \} \right|$$

$$\left| \{ y \in \mathbb{F}_2^n \mid c \circ y \in \mathcal{C} \land \xi' \circ y \in \mathcal{C} \} \right| .$$

Proof. The first equation is immediate from (28) and (27). Now define $u = c \circ c' \circ c$. (and hence $y = u \circ c \circ c'$). We have $\{ c \circ u, c' \circ u \} = \{ c \circ v, c' \circ v \}$. Hence if one of these is a subset of $\mathcal{C}$ so is the other. Moreover we have $c \circ c' \circ u \circ v \in \mathcal{C} \land c \circ c' \circ u \in \mathcal{C} \land c \circ c' \circ v \in \mathcal{C} \land c \circ c' \circ u \in \mathcal{C}$.)

Indeed, suppose $c \circ c' \circ u \circ v$, then for any coordinate $i$ such that $v_i \neq 1$ we cannot have $c_i = c'_i$ and $u_i = 0$. Hence $v_i = 1$ implies $c_i = c'_i$. Conversely, assuming $y \in c \circ c' \circ u \circ v$, we have that $c_i = c'_i$ implies $v_i = 0$, which yields $u_i = 1$. This proves $\ast$.

So there is a unique correspondence between the vectors $y$ and the vectors $y$ in (30), which proves the second equation.
As a consequence of Theorem (1.5.4) we have:

1.5.6. Theorem. Let \( n \in \mathbb{N} \), \( C \subseteq \mathbb{F}_2^n \). For \( \xi, \xi' \in C \) let \( N_C(\xi, \xi') \) be as in (28). Then there is a code \( D \subseteq \mathbb{F}_2^n \) such that \((C, D)\) is uniquely decodable and

\[
|D| \geq \frac{2^n}{1 + \sum_{(\xi, \xi') \in C^2 | \xi \neq \xi'} 2^{-d_H(\xi, \xi')/N_C(\xi, \xi')}}.
\]

Proof. Application of (1.3.1), (1.3.5) and (1.5.4).

1.5.7. Examples. (i) In (1.3.4) we have \( N_C(\xi, \xi') = 1 \) for all \( \xi \neq \xi' \). So in this case (1.4.1) and (1.4.3) give the same results as (1.5.4) resp. (1.5.6).

(ii) Let \( C = \{ \xi_1, \xi_1', \xi_2, \xi_2' \} \) as in (1.5.2). We have, as one can easily verify:

<table>
<thead>
<tr>
<th>( \xi )</th>
<th>( \xi' )</th>
<th>( d_H(\xi, \xi') = d_H(\xi', \xi) )</th>
<th>( N_C(\xi, \xi') = N_C(\xi', \xi) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi_1 )</td>
<td>( \xi_1' )</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>( \xi_2 )</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>( \xi_2' )</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( \xi_1' )</td>
<td>( \xi_2 )</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>( \xi_1' )</td>
<td>( \xi_2' )</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>( \xi_2 )</td>
<td>( \xi_2' )</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Now (1.4.1) and (1.4.3) state that \( |E_C| \leq 44 \), \( |D| \geq 9 \), but from (1.5.4) and (1.5.6) we obtain \( |E_C| = 24 \), \( |D| \geq 13 \).

1.5.8. Remark. In order to apply (1.5.6) we should be able to calculate the num-
bers \( N_C(c, c') \). Unless \( C \) is a very structured code this seems to be very
difficult. However, since for any \( c, c' \in C \) we have \( N_C(c, c') \geq 1 \), we might use
(1.5.6) already if we only know some of the numbers \( N_C(c, c') \). The case of in-
terest is of course that we know these numbers for pairs \( (c, c') \) with relatively
small Hamming distance, since these give the greatest terms in (31).

Of course we can enumerate the numbers \( N_C(c, c') \) for any code \( C \) using the com-
puter. However, this will only be possible in practice if \( |C| \) is relatively small,
since there are \( \binom{|C|}{2} \) numbers to be calculated.

In the following section we show that, if \( C \) is a linear code, the calculation of
\( N_C(c, c') \) is less laborious.

1.6. For linear codes the bound is more easily to be calculated.

In this section we make use of the fact that, if \( C \) is a linear code, for any
\( c \in C \), \( v \in F_2^n \):

\[
(32) \quad c \oplus v \in C \quad \Rightarrow \quad v \in C .
\]

The main consequence of this is the following:

1.6.1. Lemma. Let \( n \in \mathbb{N} \), \( C = F_2^n \) a linear code. For \( c, c' \in C \) let \( N_C(c, c') \) be as in
(28). Define

\[
(33) \quad L_C(c) := \{ v \in C \mid v \subseteq c \oplus 1 \} .
\]

Then for \( c, c' \in C \), \( c \neq c' \) we have \( N_C(c, c') = L_C(c \oplus c') \).

Proof. This follows immediate from Lemma (1.5.5) and (32).
1.6.2. Remark. Note that the set on the RHS in (33) is a linear subcode of \( C \) (determined by \( \xi \)) since it consists of all codewords \( \gamma \in C \) satisfying the extra (possibly dependent) parity checks \( v_i = 0 \) for all \( i \) such that \( c_i \neq c'_i \). So \( L_C(\xi) \) is a power of 2. According to the second equation in (30) it is clear that we also have the equality \( L_C(\xi) = |\{ \gamma \in C \mid \xi \subseteq \gamma \} | \).

Now for linear codes (1.5.4) takes the form

1.6.3. Theorem. Let \( n \in \mathbb{N} \), \( C \subseteq \mathbb{F}_2^n \) a linear code, \( G_C = (V_C, E_C) \) as in (1.3.2). For \( \xi \in C \) define \( L_C(\xi) \) as in (33). Then

\[
|E_C| = \frac{|C| \sum_{\xi \in C \setminus \{0\}} 2^n - W_H(\xi)}{L_C(\xi)}.
\]

Proof. Note that, from (1.6.1) and (32):

\[
\sum_{\xi \in C} \sum_{\xi' \in C \setminus \{\xi\}} \frac{2^n - d_H(\xi, \xi')}{N_C(\xi, \xi')} = \sum_{\xi \in C} \sum_{\xi' \in C \setminus \{\xi\}} \frac{2^n - W_H(\xi \oplus \xi')}{L_C(\xi \oplus \xi')} = |C| \sum_{\gamma \in C \setminus \{0\}} \frac{2^n - W_H(\gamma)}{L_C(\gamma)} \quad \text{and apply (1.5.4).} \]

From the above we obtain:

1.6.4. Theorem. Let \( n \in \mathbb{N} \), \( k \in \mathbb{N} \), \( C \subseteq \mathbb{F}_2^n \) a linear code of dimension \( k \). Let for \( \xi \in C \) \( L_C(\xi) \) be as in (33). Then there is a code \( D \subseteq \mathbb{F}_2^n \) such that \((C,D)\) is u.d. and

\[
|D| \geq \frac{2^n}{1 + 2^k \sum_{\xi \in C \setminus \{0\}} 2^{-W_H(\xi) / L_C(\xi)}}.
\]
Proof. Application of (1.3.1), (1.3.5) and (1.6.3).

1.6.5. Remark. Note that, in order to apply (1.6.4), we only need to calculate \(|C|-1\) different numbers.

1.6.6. Examples. (i) (cf. [7].) Let \(n=24\), \(C = G_{24}\), that is, the well-known binary Golay code. Here \(k=12\). In the following table the several parameters of interest are listed.

<table>
<thead>
<tr>
<th># C</th>
<th>(w_H(c))</th>
<th>(w_H(u))</th>
<th>#<em>{u \in C</em>{24}} (g \subseteq u)</th>
<th>(L_C(g)) (cf. (1.6.2).)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_8 = 759)</td>
<td>8</td>
<td>8</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>30 (*)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>24</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(A_{12} = 2576)</td>
<td>12</td>
<td>12</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>24</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(A_{16} = 759)</td>
<td>16</td>
<td>16</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(A_{24} = 1)</td>
<td>24</td>
<td>24</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Krawtchouk expansion of the annihilator polynomial:

\[ \alpha(x) = P_0(x) + P_1(x) + P_2(x) + P_3(x) + \frac{1}{6} P_4(x) \]

We have \(R_1 = \frac{1}{4}\). Moreover we obtain

from (1.3.7): \(R_2 \leq 0.6450\), \(|D| \leq 45.681\),

from (1.4.1), (1.4.3): \(R_2 \geq 0.4229\), \(|D| \geq 1.137\), \(|E_C| \leq 123.878.246.400\),

from (1.6.3), (1.6.4): \(R_2 \geq 0.5531\), \(|D| \geq 9.915\), \(|E_C| = 14.186.973.184\).
We remark that (*) is obtained from the following:
(a) The words of weight 16 are the complements of those of weight 8, and
(b) the words of weight 8 form a S(5,8,24) of which all intersection numbers
are known.

(ii) Consider the codes from (1.4.9(iv)) again. The ones of odd length are
cyclic, which enables us to obtain an increase of the bound for \( R_2 \) by using
(1.6.4). Assume the code length \( n \) is a prime. Then it follows that the period of
each codeword is \( n \) or one, the latter only being possible for the words 0 and 1.
Hence if \( 2^k \equiv 2 \mod n \) we know that \( \{0,1\} \subseteq C \), from which it follows that

\[
L_C(\xi) \geq 2 \quad \text{if} \quad \xi \neq 1 , \quad \text{and} \\
A_i = A_{n-i} \quad \text{if} \quad 0 \leq i \leq n .
\]

Since \( d \leq i \leq n-d \Rightarrow 2^i + 2^{n-i} \leq 2^d + 2^{n-d} \) we obtain from (1.6.3):

\[
|E_0| = \frac{1}{|C|} \sum_{\xi \in C \setminus \{0\}} \frac{2^{n-w_H(\xi)}}{L_C(\xi)} \leq 2^{k-1} \left( \frac{2^k-2(2^{n-d}+2^d)+2^{n-n}}{2} \right) = \\
= 2^{k-1} \left( (2^{k-1}-1)(2^{n-d}-1+2^{d-1})+1 \right) .
\]

Now application of (1.3.1) and (1.3.5) gives the following lower bounds on \( R_2 \):

\[
\begin{array}{cccccc}
n & k & d & R_1 & R_2 \geq & R_1+R_2 \geq \\
31 & 6 & 15 & 0.19355 & 0.99793 & 1.19148 \\
127 & 22 & 47 & 0.17323 & 0.99965 & 1.17288 \\
\end{array}
\]

(The other codes from table 4 do not satisfy the conditions mentioned above.)

Note that for the code of length 31 both the weight enumerator and the numbers
\( L_C(\xi) \) are determined by the above, namely \( A_0 = A_{31} = 1 \), \( A_{15} = A_{16} = 31 \).
L_C(c) = 2 if \( w_H(c) \in \{15,16\} \) and \( L_C(1) = 1 \).

1.6.7. Remark. All lower bounds on \(|D|\) given in this chapter depend on (1.3.1). In fact, Turán's Theorem is some stronger. It states:

Let \( G = (V,E) \) be a graph. Denote the number of vertices by \( v \) and the number of edges by \( e \). Then the maximum number of vertices occurring in any coclique of \( G \) is at least \( M_G \), where

\[
M_G = \min \{ m \in \mathbb{N} \mid e \geq \left\lfloor \frac{v}{m} \right\rfloor v - \left\lfloor \frac{v}{m+1} \right\rfloor m \}.
\]

Now all results from this Chapter may be restated according to the above. However, the lower bounds on \(|D|\) obtained in this way cannot easily be given as simple explicit expressions. As far as the examples given in this chapter are concerned, the only case for which the increase of the bound is of interest is the code of length 31 from the preceding example. Using the results from (1.6.6(ii)) a further increase of \( 10^{-3} \) is obtained for the lower bound on \( R_2 \). This gives us the parameters \( n=31, k=6, d=15, R_1=0.19355, R_2 \geq 0.99893 \) and \( R_1 + R_2 \geq 1.19248 \).
Chapter 2. Explicit constructions.

2.1. Abstract.

In this Chapter we will give an explicit construction method for uniquely decodable codepairs for our channel. It will be shown by examples that this method enables us to reach new ratepairs. Here "new" should be understood in the sense that the ratepair belonging to the constructed codepair is outside the convex hull of the set of all ratepairs belonging to codepairs known before.

Section 2.2. gives an explanation of the idea. In section 2.3. we present a simplified version of our construction, which can be obtained from the general result by a certain choice of the parameters. In section 2.4. the general result is presented.

2.2. A brief introduction.

This section gives a description of the idea which is developed more general and more precisely in the following sections. The reader should realize that, for later use, the terminology in the rest of this Chapter is slightly different from the following.

If one is looking for u.d. codepairs one finds that it is much easier to construct "almost u.d." codepairs. That is, the condition for being u.d. is violated only in a few specified cases. To be more precise, suppose that we have a codepair \( (C,D) \) (not u.d.) such that we can split \( C \) and \( D \) in two parts, say \( C = C^{(0)} \cup C^{(1)} \), \( D = D^{(0)} \cup D^{(1)} \) with the property that
For instance, split $C = \{00, 11\}$ into $C(0) = \{00\}$ and $C(1) = \{11\}$, and $D = \mathbb{F}_2$ into $D(0) = \{00\}$ and $D(1) = \{01, 10, 11\}$.

Now suppose we send one extra bit for each block transmission in the following way. Each word from $C$ is followed by a zero and each word from $D(i)$ is followed by the symbol $i$ ($i=0, 1$). So in fact we use the codepair $(\tilde{C}, \tilde{D}) = (\tilde{C}, \tilde{D}(0) \cup \tilde{D}(1))$ where $\tilde{C} = \{ c | c \in C \}$ and $\tilde{D}(i) = \{ d | d \in D(i) \}$ ($i=0, 1$). We claim that the codepair $(\tilde{C}, \tilde{D})$ is uniquely decodable. Indeed, suppose two different pairs $(c, d)$ and $(c', d')$ produce the same output vector $c+d$. It follows from (37) that the new added symbols produce a $0$ at the receiving end for one of these pairs and a $1$ for the other.

However, the above strategy of labeling the codewords is not successful, since we have introduced an increase of the block length which results in a decrease of the rates.

In order to avoid this deficiency we must actually use the extra length for more information. That is, we must define sets of labels, say $U(i)$ and $V(i)$, $i=0, 1$, such that each word from $C(i)$ may be followed by any word from $U(i)$ ($i=0, 1$) and similar for $D(i), V(i)$. Here $U(i)$ and $V(i)$ are subsets of $\mathbb{F}_2^m$ for some $m \in \mathbb{N}$. (The strategy described above corresponds to the choice $m=1, U(0)=U(1)=\{0\}$, $V(0) = \{0\}, V(1) = \{1\}$.) So we wish to construct a u.d. codepair $(C, D)$ where

$$C := \bigcup_{i=0, 1} \{ c | c \in C(i) \land u \in U(i) \}$$

(38)

$$D := \bigcup_{i=0, 1} \{ d | d \in D(i) \land v \in V(i) \}.$$
How do we have to choose \( U(i) \) and \( V(i) \) such that the trick still works? In the first place \((U(k), V(\ell))\) must be u.d. for \( k, \ell \in \{0,1\} \). Indeed, suppose we can find \( k \) and \( \ell \) such that \((U(k), V(\ell))\) is not u.d.. Fix any \( c \in C(k) \), \( d \in D(\ell) \) and define \( C' := \{ c \mid u \in U(k) \} \subset C \), \( D' := \{ d \mid v \in V(\ell) \} \subset D \). Now \((C', D')\) is not u.d. and hence the same holds for \((C, D)\).

Next, we must be sure that we can "identify" any pair \((c, d) \in (C(0) \times D(1)) \cup (C(1) \times D(0))\) by looking at the sum \( u + v \) of the corresponding pair of labels \((u, v)\). So \( U(i) \) and \( V(i) \) must have the property that

\[
\forall u \in U(0) \forall u' \in U(1) \forall v \in V(1) \forall v' \in V(0) \left[ u + v = u' + v' \right].
\]

Indeed, if (39) were not the case, we could find \((c, d) \in C(0) \times D(1), (c', d') \in C(1) \times D(0)\) and \((u, v) \in U(0) \times V(1), (u', v') \in U(1) \times V(0)\) such that \( c + d = c' + d' \).

**2.2.1. Example.** Choose \( U(0) = \{000, 011, 110\} \), \( U(1) = \{001, 010, 111\} \), \( V(0) = \{000, 010\} \) and \( V(1) = \{101\} \). Note that \((U(k), V(\ell))\) is u.d. for \( k, \ell \in \{0,1\} \) and that (39) is satisfied. However, this choice does not give interesting results.

For reasons of convenience we give the following definition (cf. (39)):

**2.2.2. Definition.** Let \( C, C', D, D' \) be binary codes of length \( n \). We say that \((C, D)\) is orthogonal to \((C', D')\), denoted by \((C, D) \perp (C', D')\), if

\[
\forall c \in C \forall c' \in C' \forall d \in D \forall d' \in D' \left[ c + d \neq c' + d' \right].
\]

**2.3. A simple construction.**

In the preceding section we have given a vague description of our construction. However, the general result looks entirely different. In this section we first
present a special case which may enable the reader to get some insight in the heart of the matter. In the terminology of §2.2, the construction presented here makes use of a special choice for the \( U^{(i)} \), namely \( U^{(1)} = \{ y \oplus 1 \mid y \in U^{(0)} \} \).

The following simple lemma shows that this is a reasonable choice.

2.3.1. Lemma. Let \( C \) and \( D \) be binary codes of length \( n \). Then \( (C,D) \) is uniquely decodable iff \( (C \oplus 1, D) \) is uniquely decodable. Here \( C \oplus 1 = \{ c \oplus 1 \mid c \in C \} \).

Proof. Note that \( c \oplus 1 = 1 - c \) for any \( c \in F_2^n \). So for \( c, c' \in C, d, d' \in D \) we have \( c + d = c' + d' \Leftrightarrow 1 - c + d = 1 - c' + d' \Leftrightarrow (c' \oplus 1) + d = (c \oplus 1) + d' \). Hence if the condition on \( (C,D) \) for being u.d. is violated so is the condition on \( (C \oplus 1, D) \) and conversely. \( \square \)

Now we can describe the construction as follows. (Note again that the terminology is different from §2.2.)

2.3.2. Theorem. Let \( n, m \in \mathbb{N} \). Let there be codes \( U, V, W \in F_2^m \) with the following properties:

\[(41) \quad (i) \quad (U,V) \text{ and } (U,W) \text{ are uniquely decodable.} \]
\[(ii) \quad (U \oplus 1, W) \perp (U, V). \]

Furthermore, let there be a binary code pair \( (C, D \cup F) \) of length \( n \) such that there is a partition \( C = C^{(0)} \cup C^{(1)} \) with the following properties:

\[(42) \quad (i) \quad (C, D) \text{ and } (C, F) \text{ are uniquely decodable.} \]
\[(ii) \quad (C^{(i)}, D \cup F) \text{ is uniquely decodable for } i=0,1. \]
\[(iii) \quad (C^{(0)} \cup F) \perp (C^{(1)}, D). \]
\[(iv) \quad D \cap F = \emptyset. \]
Then the codepair \((C,D)\) is uniquely decodable, where

\[
C := (C^{(0)}|U\cup U) \cup (C^{(1)}|U) \quad \text{and} \quad D := (D|W) \cup (F|V).
\]

Here, for any pair of codes \(C_1 \in \mathbb{F}_2^n\), \(C_2 \in \mathbb{F}_2^n\), \(C_1|C_2\) denotes the set

\[\{c_1|c_2 \mid c_1 \in C_1 \land c_2 \in C_2\}\].

Proof. (see also 2.3.3(ii).) Suppose \(c = c_1|c_2 \in C\), \(c' = c_1'|c_2' \in C\), \(d = d_1|d_2 \in D\) and \(d' = d_1'|d_2' \in D\), such that \(c + d = c' + d'\).

So, in particular, \(c_i + d_i = c'_i + d'_i\) for \(i=1,2\) (*).

Since \(c_1|c_1' \in C\) and \(d_1,d_1' \in U\cup F\) the conditions (42)(i),(ii),(iii) state that we have

either (a) \(c_1 = c_1'\), \(d_1 = d_1'\)

or (b) w.l.o.g. \(c_1 \in C^{(0)}\), \(c_1' \in C^{(1)}\), \(d_1 \in D\), \(d_1' \in F\).

Now assume that (b) is the case. From the construction of \(C\) and \(D\) it then follows that \(c_2 \in U\cup 1, c_2' \in U, d_2 \in W\) and \(d'_2 \in V\). This contradicts (*) and (41)(ii).

Hence we have (a). But now both \((c_2,d_2)\) and \((c'_2,d'_2)\) are chosen from one of the codepairs \((U,V), (U,W), (U\cup 1,V)\) and \((U\cup 1,W)\). These are all u.d. from (41)(i) and Lemma 2.3.1. So, using (*), we conclude that \(c_2 = c'_2\), \(d_2 = d'_2\) and hence \(c = c'\), \(d = d'\).

\[
2.3.3. \text{Remarks. (i) The codepair } (C,D) \text{ has length } n+m \text{ and}
\]

\[
\]

Hence, if \((C,F)\) and \((U,V)\) have ratepairs \((R_1,R_2)\) resp. \((R_1',R_2')\), then the ratepair
\[(R_1, R_2) \text{ of } (C, D) \text{ satisfies}
\]
\[
R_1 = \frac{nR_1 + mR'_1}{n + m}, \quad R_2 > \frac{nR_2 + mR'_2}{n + m}.
\]

So this point is above the timesharing line between \((R_1, R_2)\) and \((R'_1, R'_2)\). (Note that the roles of \((V, F)\) and \((W, D)\) are similar.)

(ii) We may illustrate the situation with a picture. In fig. 7, we see all codes depicted in \(\mathbb{F}_2^{n+m} \times \mathbb{F}_2^{n+m}\). Note that, if \(c = c_1 | c_2\), \(c' = c'_1 | c'_2 \in C\), \(d = d_1 | d_2\), \(d' = d'_1 | d'_2 \in D\)

we can have \(c_1 + d_1 = c'_1 + d'_1\) only if \((c, d)\) is in one of the decorated squares and \((c', d')\) is in the other. However, if this is the case, \(c_2 + d_2 = c'_2 + d'_2\).

2.3.4. Examples. (i) Let \(m = 3\), \(n = 2\). \(U = \{001, 011, 101\}\), \(V = \{000, 001, 110, 111\}\), \(W = \{000, 110\}\); \(C = \{00, 11\}\), \(D = \{11\}\), \(F = \{00, 01, 10\}\), \(C^{(0)} = \{00\}\), \(C^{(1)} = \{11\}\).

It is not difficult to check that (41) and (42) are satisfied. Now (2.3.2) states that \((C, D)\) is u.d. where \(C = \{00110, 00100, 00010, 11001, 11011, 11101\}\) and

\[
D = \{11000, 11110, 00000, 00001, 00110, 00111, 01000, 01001, 01110, 01111, 10000, 10001, 10110, 10111\}.
\]

(ii) \(m = 5\), \(n = 2\). \(C = C^{(0)} \cup C^{(1)}\), \(D\) and \(F\) are chosen as in (i).
Let, in binary notation (cf. (1.4.9) (ii))
\[ U = \{0, 3, 12, 21, 27, 30\}, \ V = \{6, 7, 9, 10, 13, 14, 15, 16, 18, 21, 22, 24, 25, 26, 29\}, \ W = \{22\} . \]
Again, (41) and (42) are satisfied. Now (2.3.2) states the existence of a u.d.
codepair \((C, D)\) of length 7 with \(|C| = 12\), \(|D| = 46\). This yields the ratepair
\[ R_1 = 0.51214, \ R_2 = 0.78908 \quad \text{and} \quad R_1 + R_2 = 1.30122. \]
Note that we have started with the ratepairs of \((C, F)\) resp. \((U, V)\) for which \(R_1 + R_2 = 1.29248\) resp. \(R_1' + R_2' = 1.29837\).

### 2.4. A more general construction method.

In this section, the idea of splitting the codes \(C\) and \(D\) (where \((C, D)\) is not
u.d.) as described in §2.2. is extended to the case that we may split \(C\) and \(D\)
in more parts. As we shall see from the examples this enables us to obtain even
better results than in the preceding section. We describe the construction as
follows, where \(C\) and \(D\) do not have a similar role as in §2.2.

#### 2.4.1. Theorem
Let \(n, m \in \mathbb{N}\). Let there be binary codes \(U^{(i)}, V^{(i)} \ (i = 0, 1, 2)\), \(W^{(i)} \ (i = 0, 1)\) of length \(m\) with the following properties:

1. All codepairs \((U^{(i)}, V^{(j)})\) \((i, j = 0, 1, 2)\) and \((U^{(i)}, W^{(j)})\) \((i = 0, 1, 2\)
and \(j = 0, 1)\) are uniquely decodable.
2. \((U^{(i)}, V^{(j)}) \perp (U^{(j)}, W^{(i)})\) for \(\{i, j\} = \{0, 1\}\).
3. \((U^{(0)}, W^{(1)}) \perp (U^{(1)}, W^{(0)})\).

Furthermore, let there be given a binary codepair \((B, C, D, E, F)\) of length \(n\) such
that there are partitions \(C = C^{(0)} U C^{(1)}\), \(D = D^{(0)} U D^{(1)}\), \(F = F^{(0)} U F^{(1)}\) with the
following properties:
(i) \((BuC,EuF)\) is uniquely decodable.

(ii) \((BuC(i),DuEuF)\) is uniquely decodable for \(i=0,1\).

(iii) \((BuC,D^{(i)}uEuF^{(i)})\) is uniquely decodable for \(i=0,1\).

(iv) \((C^{(0)},D^{(0)}) \perp (C^{(1)},D^{(1)})\).

(v) \((C^{(i)},D^{(j)}) \perp (C^{(j)},F^{(j)})\) for \(\{i,j\} = \{0,1\}\).

(vi) \(BnC = \emptyset, DnE = \emptyset, DnF = \emptyset, EnF = \emptyset\).

Then the codepair \((C,D)\) of length \(n+m\) is uniquely decodable, where

\[
C := (C^{(0)} | U^{(0)}) \cup (C^{(1)} | U^{(1)}) \cup (B | U^{(2)})
\]

and

\[
D := (F^{(0)} | V^{(0)}) \cup (F^{(1)} | V^{(1)}) \cup (E | V^{(2)}) \cup (D^{(0)} | W^{(0)}) \cup (D^{(1)} | W^{(1)}).
\]

Proof. Let \(c = c_1 | c_2\) and \(c' = c'_1 | c'_2\) be in \(C\), and \(d = d_1 | d_2, d' = d'_1 | d'_2\) be in \(D\). Assume \(c + d = c' + d'\). It follows that

\[
c_1 + d_1 = c'_1 + d'_1, c_2 + d_2 = c'_2 + d'_2
\]

First we show that

\[
(c_1 = c'_1 \land d_1 = d'_1) \Rightarrow (c = c' \land d = d')
\]

For, suppose the LHS in (***) holds. From (47)(vi) it then follows that we have either \(c_1, c'_1 \in B\) or \(c_1, c'_1 \in C^{(i)}\) for some \(i \in \{0,1\}\). Similarly we have either \(d_1, d'_1 \in E\) or \(d_1, d'_1 \in D^{(i)}\) or \(d_1, d'_1 \in F^{(i)}\) for some \(i \in \{0,1\}\).

But now it follows from the construction of \(C\) and \(D\) that \(c_2, c'_2 \in U^{(i)}\) for some \(i \in \{0,1,2\}\), and either \(d_2, d'_2 \in V^{(i)}\) for some \(i \in \{0,1,2\}\) or \(d_2, d'_2 \in W^{(i)}\) for some \(i \in \{0,1\}\). From this, (**) and (46)(i) it is clear that \(c_2 = c'_2, d_2 = d'_2\). This proves (***)

Now consider the following cases:

(a) \(c_1, c'_1 \in BuC^{(i)}\) for \(i=0\) or \(i=1\).
Since \( d_1, d'_1 \in D \cup E \cup F \) we see from (*) and (47)(ii) that \( c_1 = c'_1 \) and \( d_1 = d'_1 \). Now (**) implies that \( c = c' \) and \( d = d' \).

(b) \( d_1, d'_1 \in E \cup F \).

Since \( c_1, c'_1 \in B \cup C \) we see from (*) and (47)(i) that \( c_1 = c'_1 \) and \( d_1 = d'_1 \). So, again from (**), it follows that \( c = c' \) and \( d = d' \).

(c) \( d_1, d'_1 \in D^{(1)} \cup E \cup F^{(i)} \) for \( i = 0 \) or \( i = 1 \).

As in (b), using (47)(iii), we find that \( c = c' \) and \( d = d' \).

We note that (a) implies that we are done unless \( c_1 \in C(i) \) and \( c'_1 \in C(j) \) for \( \{i, j\} = \{0, 1\} \). So from now on we assume (w.l.o.g.) that \( c_1 \in C(0) \), \( c'_1 \in C(1) \).

It follows from (48) that \( c_2 \in U(0) \) and \( c'_2 \in U(1) \).

Note that (47)(iv) implies that we cannot have \( d_1 \in D(0) \), \( d'_1 \in D(1) \). Similarly (47)(v) implies that we cannot have \( d_1 \in D(0) \), \( d'_1 \in F(1) \) or \( d_1 \in F(0) \), \( d'_1 \in D(1) \).

Hence, according to (b) and (c), the only cases remaining to check are:

(d) \( d_1 \in D(1) \), \( d'_1 \in D(0) \). From (48) we have \( d_2 \in W(1) \), \( d'_2 \in W(0) \), which is impossible by (46)(iii) and (*) .

(e) \( d_1 \in D(1) \), \( d'_1 \in F(0) \). Again from (48) we have \( d_2 \in W(1) \), \( d'_2 \in V(0) \). This is impossible by (46)(ii) and (*) .

(f) \( d_1 \in F(1) \), \( d'_1 \in D(0) \). (48) implies that \( d_2 \in V(1) \), \( d'_2 \in W(0) \). This is impossible by (46)(ii) and (*) .

Hence, since the above covers all cases, \( (C, D) \) is u.d.

2.4.2. Remarks. (Examples will be given in (2.4.4).)

(i) We have made a codepair \( (C, D) \) of length \( n+m \) with

\[
|C| = |C(0)| \cdot |U(0)| + |C(1)| \cdot |U(1)| + |B| \cdot |U(2)|
\]
This may, as in (2.3.3.(i)), enable us to reach ratepairs lying above the time-sharing line between the ratepairs of the best codes with which we start the construction.

(ii) Again the idea may be clarified by a picture. In fig. 8, all codes are depicted in $\mathbb{F}_2^{n+m} \times \mathbb{F}_2^{n+m}$. Note that, if $c=c_1|c_2$, $c'=c'_1|c'_2 \in C$, $d=d_1|d_2$, $d'=d'_1|d'_2$ in $\mathcal{D}$, we can have $c_1+d_1 = c'_1+d'_1$ only if:
- either \((c, d)\) is in one of the squares marked with \(*\*\*\*\*\) and \((c', d')\) is in the other, or
- \((c, d)\) is in one of the squares marked with \(\ldots\ldots\) and \((c', d')\) is in the other, or
- \((c, d)\) is in one of the decorated squares between which there is an arrow and \((c', d')\) is in the other.

However, in all of these cases we have \(c_2^2 + d_2^2 \neq c_1^2 + d_1^2\).

(iii) Note that (2.3.2) is actually a special case of (2.4.1). Indeed, (2.3.2) follows from (2.4.1) by substitution of: \((\text{LHS} = (2.4.1), \text{RHS} = (2.3.2))\).

\[
U(0) = U \cup \emptyset, U(1) = U, U(2) = \emptyset; V(i) = V, i = 0, 1, 2; W(0) = \emptyset, W(1) = W.
\]

\(B = \emptyset; C(i) = C(i), i = 0, 1; D(0) = \emptyset; D(1) = D; E = \emptyset; F(0) = F, F(1) = \emptyset.\)

Of course many other specializations of (2.4.1) are possible. Also, many other generalizations of (2.3.2) are possible.

(iv) One should use (2.4.1) as follows.

In order to find a collection of codes \(B, C, D, E, F\) satisfying (47), start with any u.d. codepair \((P, Q)\). Add as many new vectors to \(Q\) as possible to obtain a pair \((P, R)\), \(|R| \geq |Q|\) . (Remark. Here we arrive at step 1 in the table below which gives an example of the following.)

<table>
<thead>
<tr>
<th>step</th>
<th>(B)</th>
<th>(C(0))</th>
<th>(C(1))</th>
<th>(E)</th>
<th>(F(0))</th>
<th>(F(1))</th>
<th>(D(0))</th>
<th>(D(1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(P)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
<td>(R)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>2</td>
<td>({5, 10})</td>
<td>({12})</td>
<td>({0})</td>
<td>(R \setminus {3})</td>
<td>(\emptyset)</td>
<td>({3})</td>
<td>({15})</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>3</td>
<td>({5, 10})</td>
<td>({12})</td>
<td>({0})</td>
<td>(R \setminus {3, 2})</td>
<td>(\emptyset)</td>
<td>({3, 2})</td>
<td>({15, 14})</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>4</td>
<td>(\emptyset)</td>
<td>({12, 5})</td>
<td>({0, 10})</td>
<td>({6, 9, 12})</td>
<td>(\emptyset)</td>
<td>({3, 2, 8, 11})</td>
<td>({15, 14, 13})</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>5</td>
<td>(\emptyset)</td>
<td>({12, 5})</td>
<td>({0, 10})</td>
<td>({6, 9})</td>
<td>({12})</td>
<td>({3, 2, 8, 11})</td>
<td>({15, 14, 13})</td>
<td>({0})</td>
</tr>
</tbody>
</table>

\(P = \{0, 5, 10, 12\} \quad , \quad R = \{2, 3, 6, 8, 9, 11, 12\}\) (binary notation; \(n = 4\)) table 8.
Now for all \(d \notin R\) the pair \((P, Ru \{d\})\) is not u.d.. However, there may be some \(d \in \mathbb{F}_2^R \setminus R\) such that, with the definition \(D^{(0)} = \{d\} \) and \(b^{(1)} = \emptyset\) our codes satisfy (47) after a suitable choice of the partitions \(P = B \cup C^{(0)} \cup C^{(1)}\), \(R = E \cup F^{(0)} \cup F^{(1)}\). Proceeding in this way, we add as many vectors to \(D^{(0)}\) as possible, adapting the above partitions if necessary.

Next there might be some \(d \in \mathbb{F}_2^R \setminus R \setminus D^{(0)}\) such that with the definition \(D^{(1)} = \{d\}\) (47) still holds after, if necessary, adapting of our partitions. Again, add as many new vectors to \(D^{(1)}\) as possible.

We note that the construction of a collection of codes \(u^{(i)}, v^{(i)}, w^{(i)}\) satisfying (46) is much more difficult. One should start with any u.d. codepair \((U^{(2)}, V^{(2)})\). Next find \(U^{(0)}, U^{(1)}\) such that \((u^{(i)}, v^{(2)})\) is u.d. for \(i = 0, 1\). In general these can be chosen as subsets of \(U\) resp. \(U \oplus 1\) (cf. (2.3.1)). Now for \(v^{(i)} (i = 0, 1)\) one can choose subsets of \(V^{(2)}\). If all these codes are defined reasonable one can find nonempty \(W^{(i)}\) such that (46) is satisfied. (In general, \(W^{(0)}\) and \(W^{(1)}\) will be relatively small codes.)

The following lemma may be usefull. (Remark. the lemma remains true if we replace \(1\) by any vector \(u\). However, this is not the case in (2.3.1). So one will not need this generalization in practice.)

2.4.3. Lemma. Let \(C_1, C_2, D_1, D_2\) be binary codes of length \(n\). Then \((C_1, D_1) \perp (C_2, D_2)\) iff \((C_1 \oplus 1, D_1 \oplus 1) \perp (C_2 \oplus 1, D_2 \oplus 1)\).

Proof. It suffices to prove the "if" part since application of this to the codes on the RHS implies the "only if" part. Now suppose \((C_1 \oplus 1, D_1 \oplus 1) \perp (C_2 \oplus 1, D_2 \oplus 1)\) and assume \(c_1 \in C_1\), \(c_2 \in C_2\), \(d_1 \in D_1\), \(d_2 \in D_2\).

Since \((c_1 \oplus 1) + (d_1 \oplus 1) \neq (c_2 \oplus 1) + (d_2 \oplus 1)\) and \((c_1 \oplus 1) + (d_1 \oplus 1) = 2 - c_1 - d_1\) for \(i = 1, 2\) we have \(c_1 \oplus d_1 \neq c_2 \oplus d_2\). \(\square\)
2.4.4. Examples. (i) Let $n=2$, $m=5$. Choose (in binary notation)

$B = \emptyset$; $C(0) = \{0\}$, $C(1) = \{3\}$; $D(0) = \emptyset$, $D(1) = \{3\}$; $E = \{1,2\}$;
$F(0) = \{0\}$, $F(1) = \emptyset$.

$U(0) = \{1,4,10,19,28,31\}$, $U(1) = U(0) \cup 1 = \{0,3,12,21,27,30\}$, $U(2) = \emptyset$;

$V(0) = \{6,7,9,10,13,14,15,16,18,21,22,24,25,26\}$, $V(1) = \emptyset$, $V(2) = V(0) \cup \{29\}$;
$W(0) = \emptyset$, $W(1) = \{13,22,25\}$.

Now Theorem (2.4.1) gives the construction of a u.d. codepair of length 7, where $|C| = 12$ and $|D| = 47$. This yields the codepair $R_1 = 0.51214$, $R_2 = 0.79351$ and $R_1 + R_2 = 1.30565$.

Note that essentially we have used the same codepairs as in (2.3.4(ii)).

(ii) Let $n=m=5$. Choose $B = \emptyset$; $C(0) = \{0,3,12\}$, $C(1) = \{21,27,30\}$;

$D(0) = \emptyset$, $D(1) = \{23,26,29\}$; $E = \{6,7,9,10,13,15,16,18,21,22,24,25\}$;
$F(0) = \{2,5,8\}$; $F(1) = \emptyset$. Take $U(i)$, $V(i)$ and $W(i)$ as above.

Here we obtain a u.d. codepair $(C,D)$ of length 10 with $|C| = 36$, $|D| = 231$.

This gives us the ratepair $R_1 = 0.51699$, $R_2 = 0.78517$. $R_1 + R_2 = 1.30217$.

(iii) Let $n=4$, $m=5$. Take $B, C, D, E, F$ as in step 5 of table 8. Take $U(i)$, $V(i)$ and $W(i)$ as in (ii) above, except for $V(1) := V(0) \cup 1$, $W(0) := W(1) \cup 1$.

We get a codepair of length 9 with $|C| = 24$, $|D| = 112$. The ratepair obtained in this way is not interesting. However, we see that (since we may as well take $U(2) := U(0)$) codes $U(i), V(i), W(i)$ exist satisfying (46) such that none of them is empty.
Chapter 3. Another construction method.

3.1. Abstract.

In this Chapter we describe a construction method which yields families of u.d. codepairs for our channel. In Chapter 6 it will be shown that this method enables us to reach ratepairs outside the convex hull of the set of all ratepairs belonging to codepairs known up to now. In particular, the ratepairs obtained in this way lie above the lower bound obtained from (0.4.1) in the range $0.4 \leq R_1 \leq 0.9$. The method described in this Chapter is a generalization of van Tilborg's work in [8].

Section 3.2. gives an explanation of the idea. In section 3.3. we define the "basic codes" $C, D$ and $E$ needed for our construction. Moreover we prove the first important result. Section 3.4. gives the general construction method for a u.d. codepair $(C, D)$. This method shall be worked out for a special case in Chapter 4.

3.2. A brief introduction.

Below we explain the idea behind the construction given in this Chapter. The reader should realize that the general method is much more complicated. As a consequence the terminology in the rest of this Chapter is slightly different from the following.

We turn back to our "almost u.d." codepair mentioned in §2.2. That is, we can split $C = C^{(0)} \cup C^{(1)}$ and $D = D^{(0)} \cup D^{(1)}$ such that we have

\[ (37) \quad \forall c, c' \in C, c \neq c', \forall d, d' \in D \quad [c + d = c' + d' \Rightarrow (\text{either } (c, d) \in C^{(0)} \times D^{(1)} \land (c', d') \in C^{(1)} \times D^{(0)} \text{ or } (c', d') \in C^{(0)} \times D^{(1)} \land (c, d) \in C^{(1)} \times D^{(0)})] \]
Now let us fix any output vector \( h = c + d \) where \( c \in C \), \( d \in D \). It is clear from (37) that \( h \) we can determine which of the following is the case:

\[
\begin{align*}
(a) & \quad c \in C^{(0)} \land d \in D^{(0)} \\
(b) & \quad c \in C^{(0)} \land d \in D^{(1)} \lor c \in C^{(1)} \land d \in D^{(0)} \\
(c) & \quad c \in C^{(1)} \land d \in D^{(1)}
\end{align*}
\]

It is clear that we need some side-information if (b) is the case. In Chapter 2 we have seen that this side-information can be added by concatenation of the words from \( C(i) \) resp. \( D(i) \) with the words from carefully chosen codes \( U(i) \) resp. \( V(i) \). As mentioned in (2.4.2(iv)) it is hard to find such codes \( U(i), V(i) \).

The method presented in this chapter uses the properties of the pair \((C,D)\) in an entirely different way. That is, the side-information is added differently. However, we shall need one more restriction. We require that for each codeword \( d \) in \( D^{(i)} \) there is exactly one \( d' \in D^{(1-i)} \) such that \( c_1, c' \in C \) exist satisfying \( c + d = c' + d' \). In other words, we assume that there is a bijective mapping \( \phi : D^{(0)} \rightarrow D^{(1)} \) such that

\[
\forall d \in D^{(0)} \forall d' \in D^{(1)} \left[ \left( \exists c, c' \in C : c + d = c' + d' \right) \Rightarrow d' = \phi(d) \right]
\]

For example choose \( C^{(0)} = \{000,010,100\} \), \( C^{(1)} = \{001,011,101\} \); \( D^{(0)} = \{000,110\} \) and \( D^{(1)} = \{001,111\} \). Here \( \phi(000) = 001 \) and \( \phi(110) = 111 \).

Now fix \( s \in \mathbb{N} \) and \( d \in (D^{(0)})^s \). We wish to find out for what vectors \( d' \in D^s \) there exist \( c, c' \in C^s \) such that \( c + d = c' + d' \). Let us partition \( d = (d_1, \ldots, d_s) \) s.t. \( d_i \in D^{(0)} \) for \( i = 1, 2, \ldots, s \). Partition \( c, c', d' \) in a similar way. It is clear that \( c + d = c' + d' \) implies that \( c_1 + d_1 = c'_1 + d'_1 \) for all \( i \). So (51) and
(37) imply that \( d'_1 \in \{d_1, \phi(d_1)\} \) for each \( i \).

Hence \( d'_1 \) must be in the set \( A(d) := \{ e = (e_1, \ldots, e_s) \in D^s \mid \forall i: e_i \in \{d_1, \phi(d_1)\}\} \).

This set consists of all \( 2^s \) vectors obtained from \( d \) by replacing \( d_i \) by \( \phi(d_i) \) for some of the indices \( i \in \{1, 2, \ldots, s\} \).

In a similar way as above one can show that for all \( d, d' \in D^s \) we have

\[
3 \implies (d + d' = c' + d') \iff \exists y \in (D(0))_s^s \left[ d \in A(y) \land d' \in A(y) \right].
\]

Hence for any \( D \subset D^s \) we have that \( (C^s, D) \) is u.d. if and only if \( |D \cap A(y)| \leq 1 \) for all \( y \in (D(0))_s^s \) (\( * \)).

However, the ratepairs belonging to such codepairs are equal (or even worse) to the ratepair belonging to the u.d. codepair \((C, D(0))\). So we have not found anything interesting yet.

Now we turn back to (50). Let \( c \in C(k), \ d \in D(\ell) \). Then we have

\[
k + \ell = \begin{cases} 
0 & \text{in case (50a): } k = 0, \ \ell = 0 \\
1 & \text{in case (50b): } k = 0, \ \ell = 1 \text{ or } k = 1, \ \ell = 0 \\
2 & \text{in case (50c): } k = 1, \ \ell = 1
\end{cases}
\]

So (since we can determine from \( h = c + d \) which of these is the case) the upper indices behave just like the bits in our channel! Now the idea is, to choose the respective rows of upper indices from a u.d. codepair. That is, choose a u.d. codepair \((P, Q)\) of length \( s \) and define \((C, D)\) as follows. \( C \) consists of all words \( c = (c_1, \ldots, c_s) \in C^s \) for which the binary vector \((p_1, \ldots, p_s)\) of upper indices s.t. \( c_i \in C(p_i) \) (\( i = 1, \ldots, s \)) agrees with some codeword in \( P \cdot D \) is defined in a similar way using \( Q \). More precisely, for any \( c \in C^s, \ d \in D^s \) define \( p = \xi(c) \) and \( q = \xi(d) \) of length \( s \) by
\[ p_i = 0 \text{ if } c_i \in C^{(0)}, \quad p_i = 1 \text{ if } c_i \in C^{(1)}, \]
\[ q_i = 0 \text{ if } d_i \in D^{(0)}, \quad q_i = 1 \text{ if } d_i \in D^{(1)}. \]

Now define the codepair \((C, D)\) by
\[ C := \{ c \in C^S \mid \zeta(c) \in P \}, \]
\[ D := \{ d \in D^S \mid \zeta(d) \in Q \}. \]

We claim that \((C, D)\) is u.d. Indeed, suppose \(c + d = c' + d'\) for \(c, c' \in C, d, d' \in D\). From (50) and (53) we have \(\zeta(c) + \zeta(d) = \zeta(c') + \zeta(d')\). Hence it follows from the construction of \((C, D)\) that \(\zeta(d) = \zeta(d')\). But (52) implies that \(d\) and \(d'\) are in the same set \(A(y)\) for some \(y \in (D^{(0)})^S\). Since for each \(q \in Q\) there is exactly one \(d \in A(y)\) s.t. \(\zeta(d) = q\) it is clear that \(d = d'\). So indeed \((C, D)\) is u.d..

We note that the choice \(P = \mathbb{F}^S_2, Q = \{0\}\) gives us a codepair \((C^S, D)\) as in (*). The ratepair equals that of \((C, D^{(0)})\). Since \((P, Q)\) is a "bad" codepair we may expect that other choices give better results.

3.3 A concept for basic codes. Some observations.

As mentioned before, the construction presented in this Chapter is much more complicated than the idea described above. The main difference is that there is one more code involved (namely \(E\)). The concept for the codes \(C, D\) and \(E\) needed for our method is given below. In the rest of this Chapter we shall assume that \(C, D\) and \(E\) satisfy all properties mentioned in (56).

Assume we have a binary codepair \((C, D \cup E)\) of length \(n\) such that there are partitions \(C = C^{(0)} \cup C^{(1)}, \quad D = D^{(0)} \cup D^{(1)}\) with the following properties:
(i) \((C,D^{(i)} \cup E)\) is uniquely decodable for \(i = 0,1\).

(ii) \((C^{(i)},D \cup E)\) is uniquely decodable for \(i = 0,1\).

(iii) \((C^{(0)},D^{(0)}) \perp (C^{(1)},D^{(1)})\).

(iv) There is a bijective mapping \(\phi: D^{(0)} \rightarrow D^{(1)}\) such that

\[ \forall d \in D^{(0)} \forall d' \in D^{(1)} \left[ \left( \exists c,c' \in C: c + d = c' + d' \right) \Rightarrow d' = \phi(d) \right] . \]

(v) \(D \cap E = \emptyset, C^{(0)} \neq \emptyset, C^{(1)} \neq \emptyset, D^{(0)} \neq \emptyset\).

3.3.1. Examples. (i) Choose \(C^{(0)} = D^{(0)} = \{0\}, C^{(1)} = D^{(1)} = \{1\}\), \(E = \mathbb{F}_2^\mathbb{N} \setminus \{0,1\}\). Here \(\phi(0) = 1\).

(ii) Choose \(n = 4\), \(C^{(0)} = \{0000,0011\}, C^{(1)} = \{1100,1111\}, D^{(0)} = \{0000,0001,0010\}, D^{(1)} = \{1100,1101,1110\}\), \(E = \{0100,0101,0110,1000,1001,1010\}\). Here \(\phi(0000) = 1100\), \(\phi(0001) = 1101\), \(\phi(0010) = 1110\).

To clarify the idea all codes are depicted in \(\mathbb{F}_2^x \times \mathbb{F}_2^x\) in fig.9. Note that if \(c,c' \in C, d,d' \in D \cup E\) we can only have \(c + d = c' + d'\) if \((c,d)\) is in one of the decorated rectangles and \((c',d')\) is in the other. Moreover, either \(d' = \phi(d)\) or \(d = \phi(d')\).

Now for any \(s \in \mathbb{N}, C \subseteq C^s\) we may choose \(D := (D^{(0)} \cup E)^s\) to obtain a u.d. codepair \((C,D)\) ((56)(i)). However, lots of other choices for \(D\) give a u.d. codepair, as we will see in (3.3.4). First we need the following definition.

3.3.2. Definition. Let \(C,D\) and \(E\) be as in (56). For any \(y = (y_1,\ldots,y_s) \in (D^{(0)} \cup E)^s\)
we define

\[ W(\mathcal{Y}) := \{ i \in \{1,2,\ldots,s\} \mid \mathcal{Y}_i \in \mathcal{E} \} \text{, and} \]

\[ A(\mathcal{Y}) := \{ \mathcal{d} = (d_1, \ldots, d_s) \in (\mathcal{D} \cup \mathcal{E})^s \mid \forall i \in W(\mathcal{Y}) : d_i = \mathcal{Y}_i \wedge \forall i \in W(\mathcal{Y}) : d_i \in \{ \mathcal{Y}_i, \phi(\mathcal{Y}_i) \} \} .\]

The following lemma is the analogue of (52).

3.3.3. Lemma. Let \( C, D \) and \( E \) be as in (56). Let \( s \in \mathbb{N}, C \subset C^s \). Fix \( \mathcal{d}, \mathcal{d}' \in (\mathcal{D} \cup \mathcal{E})^s \). Then the existence of \( \mathcal{c}, \mathcal{c}' \in \mathcal{C} \) such that \( \mathcal{c} + \mathcal{d} = \mathcal{c}' + \mathcal{d}' \) implies the existence of a vector \( \mathcal{y} \in (\mathcal{D}^0 \cup \mathcal{E})^s \) such that \( \mathcal{d} \in A(\mathcal{y}) \wedge \mathcal{d}' \in A(\mathcal{y}) \).

Proof. Assume that \( \mathcal{c}, \mathcal{c}' \in \mathcal{C} \), \( \mathcal{d}, \mathcal{d}' \in (\mathcal{D} \cup \mathcal{E})^s \) and \( \mathcal{c} + \mathcal{d} = \mathcal{c}' + \mathcal{d}' \). Partition \( \mathcal{c} = (c_1, \ldots, c_s) \) and partition \( \mathcal{c}', \mathcal{d}, \mathcal{d}' \) in a similar way. It is clear that, for \( i=1,2,\ldots,s : c_i + d_i = c_i' + d_i' \) \((*)\).

Now consider the following cases:

(a) \( c_i, c_i' \in C^{(j)} \) for \( j = 0 \) or \( j = 1 \). It follows from \((*)\) and (56)(ii) that we have \( c_i = c_i' \) and \( d_i = d_i' \).

(b) \( c_i \in C^{(0)} \) and \( c_i' \in C^{(1)} \). It follows from \((*)\) and (56)(i),(iii) that we have \( d_i \in D^{(1)} \) and \( d_i' \in D^{(0)} \). Now (56)(iv) implies that \( d_i = \phi(d_i') \).

(c) \( c_i \in C^{(1)} \) and \( c_i' \in C^{(0)} \). As in (ii) we find \( d_i \in D^{(0)} \), \( d_i' \in D^{(1)} \) and \( d_i = \phi(d_i') \).

The above covers all cases. Now define \( \mathcal{y} := (\mathcal{y}_1, \ldots, \mathcal{y}_s) \) where

\[ \mathcal{y}_i := \begin{cases} d_i & \text{if (a) is the case and } d_i \in D^{(0)}, \text{or (c) is the case,} \\ d_i' & \text{if (a) is the case and } d_i \in D^{(1)}, \text{or (b) is the case.} \end{cases} \]

Now we have \( \mathcal{y} \in (D^{(0)} \cup \mathcal{E})^s \) and \( \{ d, d' \} \in A(\mathcal{y}) \). \( \square \)
3.3.4. Corollary. Let $C, D$ and $E$ be as in (56). Let $C \subseteq C^s$ and $D \subseteq (D \cup E)^s$ such that $\forall \gamma \in (D(0) \cup E)^s \ [ |D \cap A(\gamma)| \leq 1 \]$. Then the codepair $(C, D)$ is u.d.

Note that none of the ratepairs obtained from (3.3.4) "exceeds" that of $(C = C^s, D = (D(0) \cup E)^s)$. (3.3.4) is the analogue of (*) in §3.2.

3.4. Definition of $C$. How to construct $D$.

In this section we introduce the code $C$. The definition does not make use of a code $P$ which is one of a u.d. codepair $(P, Q)$ (as in §3.2.), but of an arbitrary (binary) code $Z$ of length $s$. This difference is strongly related to the fact that a code $E$ is used here which does not occur in §3.2. However, in essence the method is similar to that in §3.2. That is, we choose $C \subseteq C^s$ with such a structure that codes $D \subseteq (D \cup E)^s$ exist such that $(C, D)$ is u.d. and $|D|$ is relatively large. Since $(C, D(0) \cup E)^s$ is u.d. it depends on the product $\frac{|C|}{|C|^s} \cdot \frac{|D|}{|D(0) \cup E|^s}$ whether a "new" ratepair is obtained or not.

Below we give the definition of $C$. Afterwards conditions on $D$ will be derived such that $(C, D)$ is u.d.. Results concerning the size of $D$ are presented.

3.4.1. Definition. Let $C, D$ and $E$ be as in (56). Let $Z$ be any binary code of length $s$. We define the code $C$ as follows:

$$(58) \quad C := \{ \underline{c} = (c_1, \ldots, c_s) \in C^s \mid \exists \underline{z} \in Z \forall i : c_i \in C(z_i) \}.$$  

3.4.2. Remark. The size of $C$ is easily to compute using the weight enumerator $W_Z(x, y)$ of the code $Z$, which is defined by

$$(59) \quad a_i := | \{ \underline{z} \in Z \mid w_H(z) = i \} | , (i = 0, 1, \ldots, s) ; \quad W_Z(x, y) := \sum_{i=0}^{s} a_i x^{s-i} y^i.$$
(Here \( w_H \) denotes Hamming weight.) We have

\begin{equation}
|C| = W_Z(|c^{(0)}|, |c^{(1)}|).
\end{equation}

The following lemma shows which pairs \((d, d') \subset (D \cup E)^8\) may not be included in \(D\).

**3.4.3 Lemma.** Let \(C, D \) and \(E \) be as in (56). Let \(C \) be as in (3.4.1). Fix \(y \in (D^{(0)} \cup E)^8\).

Then for any \(d, d' \in A(y)\) the proposition that there are \(c, c' \in C\) such that \(c + d = c' + d'\) is equivalent to

\begin{equation}
\exists z, z' \in Z \left[ \begin{array}{l}
(z, z') = (0, 1) \text{ if } (d, d') \in D^{(1)} \times D^{(0)} \\
(z, z') = (1, 0) \text{ if } (d, d') \in D^{(0)} \times D^{(1)} \\
(z = z' \text{ if } d = d') \end{array} \right].
\end{equation}

(Note that \(d, d' \in A(y)\) implies that for each \(i\) one of the three cases in (61) must hold.)

**Proof.** First assume there are \(c, c' \in C\) such that \(c + d = c' + d'\). For any \(i\) with \(d = d_i\) we must have \(c = c_i\). Since \(C^{(0)} \cap C^{(1)} = \emptyset\) it follows that \(c_i, c_i' \in C^{(j)}\) for \(j = 0\) or \(j = 1\).

For any \(i\) with \(d_i \in D^{(0)}\), \(d_i' \in D^{(1)}\) we must have \(c_i \in C^{(1)}\), \(c_i' \in C^{(0)}\) from (56)(ii), (iii). Similarly if \(d_i \in D^{(1)}\), \(d_i' \in D^{(0)}\) we have \(c_i \in C^{(0)}\), \(c_i' \in C^{(1)}\).

The existence of \(z, z' \in Z\) with the desired properties now follows from the definition of \(C\).

Next, assume such \(z, z' \in Z\) exist. If \(z = z_i\) choose any \(c_i = c_i' \in C^{(z_i)}\) to obtain \(c_i + d_i = c_i' + d_i'\).

If \((z_i, z_i') = (0, 1)\) we have \(d_i \in D^{(1)}\) and \(d_i' \in D^{(0)}\). Since \(d, d' \in A(y)\) we see from (57) that \(d_i = \Phi(d_i')\). It follows from (56)(iv) that there are \(c, c' \in C\).
such that $c + d_i = c'_i + d'_i$. Moreover (56)(ii),(iii) imply that $c \in C(0)$, $c' \in C(1)$. Define $c_1 := c$ and $c'_1 := c'$. Similarly, if $(z_1, z'_1) = (1,0)$ we can find $c_i \in C(1)$, $c'_i \in C(0)$ such that $c_i + d_i = c'_i + d'_i$. Now define $c := (c_1, \ldots, c_s)$ and $c' := (c'_1, \ldots, c'_s)$. It is clear that $c, c' \in C$ and $c + d = c' + d'$.

3.4.4. Example. Let $C(0) = D(0) = \{00\}$, $C(1) = D(1) = \{11\}$, $E = \{01, 10\}$.

Here $\phi(00) = 11$. (This is (3.3.1(i)) for $n = 2$.)

Let $s = 4$; $Z = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}$, $C = \begin{bmatrix} 11 & 00 & 11 & 00 \\ 00 & 11 & 00 & 11 \\ 11 & 11 & 11 & 11 \\ 00 & 00 & 00 & 00 \end{bmatrix}$ (Note that $C$ is isomorphic to the concatenation of $\{0000, 1111\}$ with itself.)

Now let us consider the following vectors in $(D(0) \cup E)^4$ :

$$
A(\chi) = \begin{bmatrix}
\chi & 01 & 00 & 01 & 00 \\
\chi' & 01 & 10 & 00 & 00 \\
d & 01 & 00 & 01 & 11 \\
e & 01 & 11 & 01 & 00
\end{bmatrix}
$$

Now for any two vectors in $A(\chi)$ the existence of $z, z' \in Z$ as in (61) implies $z_1 = z'_1$, $z_3 = z'_3$. Then the choice of $Z$ implies that either $z = z'$ or $z_2 = z'_2$, $z_4 = z'_4$. Hence any subset of $A(\chi)$ in which $\chi$ and $d$ do not both occur can be added to $D$.

For any two vectors in $A(\chi')$ the existence of $z, z' \in Z$ as in (61) implies $z = z'$. Hence all vectors $\chi', d', e', f'$ can be added to $D$.

Now let $C$ be defined as in (3.4.1). Then the maximum size of $D \subset (D \cup E)^8$ such that $(C, D)$ is u.d. depends heavily on the structure of $Z$. In general it is not
easy to see how "efficient" the choice of $\mathcal{D}$ is, given $\mathcal{C}$. However, in some restricted sense we can say something about this. We need some definitions.

3.4.5. Definitions. (a) Let $\mathcal{C}, \mathcal{D}$ and $\mathcal{E}$ be binary codes of length $n$ such that $(\mathcal{C}, \mathcal{D})$ is uniquely decodable. We call the codepair $(\mathcal{C}, \mathcal{D})$ "optimal with respect to $\mathcal{E}$" if

(i) $\mathcal{D} \subseteq \mathcal{E}$

(ii) For all $\mathcal{F} \subseteq \mathcal{E}$ such that $(\mathcal{C}, \mathcal{F})$ is u.d. we have $|\mathcal{F}| \leq |\mathcal{D}|$.

If a codepair $(\mathcal{C}, \mathcal{D})$ is optimal with respect to $\mathcal{E}$ we say that it is optimal.

(b) Let $\mathcal{C}, \mathcal{D}$ and $\mathcal{E}$ be as in (56). Let $\mathcal{Z}$ be a binary code of length $s$. For any $\mathcal{Y} \in (\mathcal{D}(0) \cup \mathcal{E})^s$ let

\[ M_\mathcal{Z}(\mathcal{Y}) := \text{The maximum number of vectors in } \mathcal{A}(\mathcal{Y}) \text{ such that for any pair } d, d' \text{ of them no vectors } z, z' \text{ exist as in (61)}. \]

3.4.6. Remark. Note that the notion of being optimal depends on the choice of the code $\mathcal{C}$. A "bad" choice of $\mathcal{C}$ may result in a bad codepair which, however, is optimal.

Now we are able to state the main result of this section.

3.4.7. Theorem. Let $\mathcal{C}, \mathcal{D}$ and $\mathcal{E}$ be as in (56). Let $s, \mathcal{Z}$ and $\mathcal{C}$ be as in (3.4.1). Then there is a code $\mathcal{D}$ of length $N := sn$ and size

\[ |\mathcal{D}| = \sum_{\mathcal{Y} \in (\mathcal{D}(0) \cup \mathcal{E})^s} M_\mathcal{Z}(\mathcal{Y}), \]

such that $(\mathcal{C}, \mathcal{D})$ is u.d. and optimal with respect to $(\mathcal{D} \cup \mathcal{E})^s$. 

Proof. The existence of $D$ follows from Lemmas (3.3.3) and (3.4.3) and the definition of $M_Z(\gamma)$. Now assume we have a code $F \subset (D \cup E)^S$ such that $(C,F)$ is u.d.. For any $\xi \in F$ we can find one vector $\gamma \in (D(0) \cup E)^S$ such that $\xi \in A(\gamma)$. Since the definition of $M_Z(\gamma)$ and (3.4.3) imply that, for each $\gamma$, $|F \cap A(\gamma)| \leq M_Z(\gamma)$ it is immediately clear that $|F| \leq \sum_{\gamma \in (D(0) \cup E)^S} M_Z(\gamma) = |D|$. \hfill \Box

3.4.8. Remarks. (i) If $D \cup E = \mathbb{F}_2^n$ (like in (3.3.1(i)) it follows that $(C,D)$ is optimal.

(ii) A closer investigation of $M_Z(\gamma)$ is given in (3.4.10).

(iii) Note that all proofs are "componentwise". Hence it is not difficult to generalize this section to the case that we have codepairs $(C_i,D_i \cup E_i)$ for $i = 1,2,\ldots,s$, for each $i$ satisfying (56). This gives us the following Theorem.

3.4.9. Theorem. Let $s \in \mathbb{N}$, $n_i$, $C_i$, $D_i$ and $E_i$ as in (56) for $i = 1,2,\ldots,s$. Let $Z$ be a binary code of length $s$. Define

\begin{equation}
C := \{ \mathbf{c} = (c_1,\ldots,c_s) \in \prod_{i=1}^s C_i \mid \exists \gamma \in Z \forall i : c_i \in C_i(\gamma_i) \}.
\end{equation}

For each $\gamma = (\gamma_1,\ldots,\gamma_s) \in \prod_{i=1}^s (D_i(0) \cup E_i)$ let $M_Z(\gamma)$ be as in (63), where

\begin{equation}
A(\gamma) := \{ \mathbf{d} = (d_1,\ldots,d_s) \in \prod_{i=1}^s (D_i \cup E_i) \mid \forall i : y_i \in E_i \Rightarrow d_i = y_i \}
\end{equation}

Then there is a code $D$ of length $N := \prod_{i=1}^s n_i$ of size

\begin{equation}
|D| = \sum_{\gamma \in \prod_{i=1}^s (D_i(0) \cup E_i)} M_Z(\gamma),
\end{equation}

such that $(C,D)$ is uniquely decodable and optimal w.r.t. $\prod_{i=1}^s (D_i \cup E_i)$. 

\begin{equation}
S \prod_{i=1}^s (D_i \cup E_i)
\end{equation}
The proof is left to the reader.

In order to apply Theorems (3.4.7) and (3.4.9) we should be able to enumerate the numbers $M_Z(y)$. The following lemma gives an explicit expression. However, calculation of $M_Z(y)$ according to this expression will be very hard in practice. So the lemma shows us the difficulty of finding these numbers.

3.4.10. Lemma. Let $C,D$ and $E$ be as in (56). Let $s \in \mathbb{N}$, $Z$ a binary code of length $s$. Fix $y \in (D^{(0)} \cup E)^s$. Let $W(y)$ and $M_Z(y)$ be as in (3.3.2) resp. (3.4.5). Define $y(y) := (v_1, \ldots, v_s)$ by $v_i := 0$ if $y_i \in D^{(0)}$, $v_i := 1$ if $y_i \in E$. For each $y \subseteq y(y)$ (cf. (12)) let $Z_y := \{ z \in Z \mid v_i \in W(y) : z_i = u_i \}$, and let $Z(y,y)$ be the code obtained from $Z_y$ by deleting all coordinates occurring in $W(y)$.

Then

$$M_Z(y) = \max \{ |Q| \mid (Z(y,y), Q) \text{ is u.d. for all } u \subseteq y(y) \}.$$  

**Proof.** We assume w.l.o.g. that $W(y) = \{ s-|W(y)|+1, s-|W(y)|+2, \ldots, s \}$.

Suppose that $\tilde{Q}$ reaches the maximum in (68). For any $q \in \tilde{Q}$ define $d = \theta(q)$ by:

- $d \in A(y)$ and $d_i \in D(q_i)$ for $i = 1, 2, \ldots, s-|W(y)|$.
- Now let $d = \theta(q)$, $d' = \theta(q')$ for $q, q' \in \tilde{Q}$ and assume that $z, z' \in Z$ exist as in (61).

Obviously there is some $u \subseteq y(y)$ such that $z_i = z'_i = u_i$ for $i \in W(y)$. So we have

$$(z_1, \ldots, z_{s-|W(y)|}) \in Z(y,y) \text{ and } (z'_1, \ldots, z'_{s-|W(y)|}) \in Z(y,y).$$

Now for each $i \leq s-|W(y)|$ one of the following holds:

\begin{align*}
(i) & \quad q_i = q_i' \land d_i = d_i' \land z_i = z_i' \\
(ii) & \quad (q_i, q_i') = (0,1) \land (d_i, d_i') \in D^{(0)} \times D^{(1)} \land (z_i, z_i') = (1,0) \\
(iii) & \quad (q_i, q_i') = (1,0) \land (d_i, d_i') \in D^{(1)} \times D^{(0)} \land (z_i, z_i') = (0,1)
\end{align*}  

(69)
So for \( i \leq s - |W(\gamma)| \) we have \( q_i + z_i = q_i' + z_i' \), contradicting the fact that 
\( (Z(\gamma, u), \tilde{\gamma}) \) is uniquely decodable. Hence \( \{ \theta(q) \mid q \in \tilde{\gamma} \} \) is a set of \( |\tilde{\gamma}| \) vectors in \( A(\gamma) \) such that for no pair of them \( z, z' \) exist like in (61). This proves that \( M_Z(\gamma) \) is greater or equal to the RHS of (68).

Next, assume we can find a set \( V \) of vectors in \( A(\gamma) \) such that for no pair of them \( z, z' \in Z \) exist as in (61), such that \( |V| \) exceeds the RHS of (68). For any \( d \in V \) define \( q = \zeta(d) \) by: \( q_i = 0 \) if \( d_i \in D(0) \) and \( q_i = 1 \) if \( d_i \in D(1) \) (cf. §3.2.). Remark: \( q \) is a vector of length \( s - |W(\gamma)| \).

Obviously there is at least one vector \( u \in V(\gamma) \) s.t. \( (Z(\gamma, u), \{ \zeta(d) \mid d \in V \}) \) is not uniquely decodable. So we can find \( \tilde{z}, \tilde{z}' \in Z(\gamma, u) \) and \( d, d' \in V \) such that \( \tilde{z} + \zeta(d) = \tilde{z}' + \zeta(d') \) (\( \ast \)).

Now define \( z, z' \) of length \( s \) by: \( (z_i, z'_i) := (\tilde{z}_i, \tilde{z}'_i) \) if \( i \leq s - |W(\gamma)| \) and \( (z_i, z'_i) := (u_i, u'_i) \) if \( i > s - |W(\gamma)| \). Obviously we have \( z, z' \in Z \). Moreover, for \( i > s - |W(\gamma)| \) we have \( d_i = d'_i \) and \( z_i = z'_i \). From (\( \ast \)) it is clear that for each \( i \leq s - |W(\gamma)| \) one of (69) must hold. Hence \( z, z' \) satisfy (61) and \( M_Z(\gamma) < |V| \).

3.4.11. Remarks. (i) It is clear from (3.4.10) that \( M_Z(\gamma) \) depends only on \( Z \) and \( W(\gamma) \).

(ii) Theoretically, \( M_Z(\gamma) \) can be found using the superposition of the graphs \( G_Z(\gamma, u) \) for all \( u \in V(\gamma) \). (cf. Chapter 1.)

3.4.12. Example. Let all codes be as in (3.4.4). Then we have, as one can verify using (3.4.10): \( M_Z(\gamma) = 9 \) if \( W(\gamma) = \emptyset \); \( 6 \) if \( |W(\gamma)| = 1 \); \( 4 \) if \( W(\gamma) \in \{ \{1,2\}, \{2,3\}, \{3,4\}, \{1,4\}\} \); \( 3 \) if \( W(\gamma) \in \{ \{1,3\}, \{2,4\}\} \); \( 2 \) if \( |W(\gamma)| = 3 \) and \( M_Z(\gamma) = 1 \) if \( |W(\gamma)| = 4 \).
Now (3.4.7) states that the maximum size of $D$ such that $(C,D)$ is u.d. equals 225. (Note that there are, in this example, $|E|^W = 2^W$ vectors $y \in (D^{(0)} \cup E)^s = \{00,01,10\}^4$ such that $|W(y)| = W$.) The same result is obtained in [8] using a different approach.
Chapter 4. Evaluation of $M_Z(\gamma)$ for certain choices of $Z$.

4.1. Abstract.

In this Chapter we give a detailed description of the codes obtained from (3.4.7) in the case that $Z$ is a code which contains all words whose Hamming weights are divisible by some natural number $w$. We shall use the codes $C, D$ and $E$ as defined in (56). In section 4.2, we show that, for our special choice of $Z$, the conditions derived in (3.4.3) can be "translated" into a form which is more manageable. In section 4.3, the value of $M_Z(\gamma)$ is calculated by straightforward observations using the conditions from §4.2. In section 4.4, explicit expressions for $|C|$ and $|D|$ are given according to (3.4.7).

4.2. Definition of $Z$. A new version of the conditions from (3.4.3).

In this Chapter we shall make use of the following definitions:

4.2.1. Definitions. Let $n, C, D, E$ and $\phi$ be as in (56). For $\gamma \in (D^{(0)} \cup E)^S$ let $W(\gamma)$ and $A(\gamma)$ be as in (3.3.2) and $M_Z(\gamma)$ as in (3.4.5)(b).

Let $s = q \cdot w + r$, where $q, w, r \in \mathbb{N}, 0 \leq r < w$; define $N := sn$. For any $d = (d_1, \ldots, d_S) \in (D \cup E)^S$ let

$$w^*(d) := \left| \{ i \in \{1, \ldots, s\} \mid d_i \in D^{(1)} \} \right| \mod w.$$

As in (3.4.1) we define the code $C$ by

$$C := \{ \xi = (\xi_1, \ldots, \xi_s) \in C^S \mid \exists z \in Z : \forall z : \xi_i \in C(z_i) \},$$

where $Z$ shall be chosen as in (4.2.2).
For any \( \bar{y} \in (D^{(0)} \cup E)^s \) and \( \bar{d}, \bar{d}' \in A(y) \) define

\[
(71) \quad a_{ij}(d, d') := \left| \{ k \in \{1, \ldots, s\} \mid d_k \in D^{(i)} \wedge d'_k \in D^{(j)} \} \right| , (i, j = 0, 1).
\]

Moreover, if \( w^*(\bar{d}) = w^*(\bar{d}') \) define \( a(d, d') \), \( \beta(d, d') \), \( \gamma(d, d') \) by

\[
(72) \quad a(d, d').w + \gamma(d, d') := a_{10}(d, d') \quad 0 \leq \gamma(d, d') < w.
\]

(This definition is legitimate, since \( w^*(\bar{d}) = w^*(\bar{d}') \).)

Moreover the code \( Z \), which is introduced in (3.4.1), shall in the following be defined by:

**4.2.2. Definition.** Define the binary code \( Z \) of length \( s \) by

\[
(73) \quad Z := \{ z \in \mathbb{F}_2^s \mid w_H(z) = 0 \mod w \}.
\]

Below we derive another form of the conditions from (3.4.3). The reader should realize that we do not intend to enumerate the numbers \( M_Z(y) \) according to (68) for this would be very complicated. As a first result we have the lemma below.

**4.2.3. Lemma.** Let all definitions be as in (4.2.1), \( Z \) as in (4.2.2). Fix \( \bar{y} \in (D^{(0)} \cup E)^s \) and let \( \bar{d}, \bar{d}' \in A(y) \). Then the existence of \( \bar{z}, \bar{z}' \in Z \) as in (61) implies \( w^*(d) = w^*(d') \).

**Proof.** Since only the two vectors \( \bar{d} \) and \( \bar{d}' \) are involved we shall abbreviate \( a_{ij}(d, d') \) to \( a_{ij} \) in this proof \( (i, j = 0, 1) \). Assume that for \( d \) and \( d' \) there are vectors \( \bar{z}, \bar{z}' \in Z \) as in (61). Define \( x := \{ k \mid z_k = z'_k = 1 \} \). It is clear that
\[ w_h(z) = a_{01} + x \equiv 0 \mod w \quad \text{and} \quad w_h(z') = a_{10} + x \equiv 0 \mod w . \]

Hence \( a_{10} - a_{01} \equiv 0 \mod w \). Furthermore

\[ w*(d) = a_{10} + a_{11} \mod w \quad \text{and} \quad w*(d') = a_{01} + a_{11} \mod w , \]

which implies \( w*(d) - w*(d') = a_{10} - a_{01} \equiv 0 \mod w \). \( \square \)

Now the following lemma gives us the new form of the conditions from (3.4.3).

4.2.4. Lemma. Let all definitions be as in (4.2.1), \( Z \) as in (4.2.2). Fix \( \gamma \in \binom{D(0) \cup E}{S} \) and \( d,d' \in A(\gamma) \) such that \( w*(d) = w*(d') \). Then the existence of \( z,z' \in Z \) as in (61) is equivalent to:

\begin{align*}
\text{Either } & \gamma(d,d') = 0, \text{or } \alpha(d,d') + \beta(d,d') < q - 1 , \\
\text{or } & \alpha(d,d') + \beta(d,d') = q - 1 \quad \text{and} \quad \gamma(d,d') \leq r .
\end{align*}

Proof. As in the proof of (4.2.3) we shall delete the postscript \((d,d')\) belonging to \( a_{ij} \), \( \alpha, \beta \), and \( \gamma \).

First assume \( z,z' \in Z \) exist with the desired properties. Define \( x := \{ k \mid z_k = z'_k = 1 \} \) as in the proof of (4.2.3). Since \( w_h(z) = a_{01} + x \equiv 0 \mod w \) it is clear that \( x \geq 0 \) if \( \gamma = 0 \), and \( x \geq w - \gamma \) if \( \gamma \neq 0 \).

Hence \( s = qw + r \geq a_{10} + a_{01} + x \) gives us either \( x = 0 \), which implies \( \gamma = 0 \) (note that \( a_{10} + a_{01} \leq s \) from their definition), or \( w(\alpha + \beta + 1) + \gamma \leq qw + r \). The latter implies \( \alpha + \beta \leq q - 1 \) and, in addition, \( \gamma \leq r \) if \( \alpha + \beta = q - 1 \).

Next, assume (74) is satisfied. Define \( x \) by: \( x := 0 \) if \( \gamma = 0 \) and \( x := w - \gamma \) if \( \gamma \neq 0 \). We see from the above that (74) implies \( a_{01} + a_{10} + x \leq s \). Now assume w.l.o.g. that \( d_i = d'_i \) for \( i = 1,2,\ldots,s \). Define \( z,z' \in Z \) as follows:
\[(z_i, z'_i) = \begin{cases} (1,1) & \text{if } 1 \leq i \leq x \\ (0,0) & \text{if } x \leq i \leq s - a_{01} - a_{10} \\ (0,1) & \text{if } d_i \in D(1) \land d'_i \in D(0) \\ (1,0) & \text{if } d_i \in D(0) \land d'_i \in D(1) \end{cases} \]

Since \(x \leq s - a_{01} - a_{10}\) it is clear that \(z\) and \(z'\) are well-defined. Furthermore they satisfy (61) if \(z, z' \in Z\). We have

\[w_H(z) = a_{01} + x = \begin{cases} 8w + \gamma + w - \gamma \equiv 0 \pmod{w} & \text{if } \gamma \neq 0 \\ 8w + \gamma \equiv 0 \pmod{w} & \text{if } \gamma = 0 \end{cases} \]

This implies that \(z \in Z\). Similarly \(z' \in Z\).

In the following section we shall evaluate \(M_z(\gamma)\) by use of the above Lemmas. We shall first give an example.

4.2.5. Example. For \(w = 2\), van Tilborg showed ([8]) that

\[M_z(\gamma) = \begin{cases} 1 & \text{if } |W(\gamma)| = s \\ 2 & \text{if } 0 < |W(\gamma)| < s , \text{or } |W(\gamma)| = 0 \text{ and } r = 1 \\ 3 & \text{if } |W(\gamma)| = 0 \text{ and } r = 0 \end{cases} \]

4.3. Evaluation of \(M_z(\gamma)\).

In this section we shall have a close investigation of the conditions (74) and the resulting choice of \(A(\gamma) \cap D\) for each \(\gamma \in (D(0) \cup E)^s\). We remark that (4.2.3), (4.2.4) and the definition of \(M_z(\gamma)\) imply that, for \(\gamma \in (D(0) \cup E)^s\) and \(Z\) as in (4.2.2):

\[(75) \quad M_z(\gamma) = \text{The maximum number of vectors in } A(\gamma) \text{ such that for each pair } d, d' \text{ of them one of the following holds:} \]
(a) \( w^*(d) \neq w^*(d') \), or
(b) \( \alpha(d,d') + \beta(d,d') = q-1 \) and \( \gamma(d,d') > r \), or
(c) \( \alpha(d,d') + \beta(d,d') = q \) and \( \gamma(d,d') \neq 0 \).

It shall be convenient to make use of the following definition:

**4.3.1 Definition.** Let \( \gamma \in (D(0) \cup E)^S \), \( d, d' \in A(\gamma) \). We call the pair \( \{d, d'\} \) inadmissible if none of the above three cases (75)(a),(b),(c) is satisfied for \( d \) and \( d' \). (Note that the roles of \( d \) and \( d' \) in (75) are similar. Moreover \( (C,\{d, d'\}) \) is uniquely decodable iff \( \{d, d'\} \) is not inadmissible.)

The following lemma is a first observation concerning inadmissible pairs.

**4.3.2 Lemma.** Let all definitions be as in (4.2.1) where \( q \geq 2 \) and define
\[
\delta := \max \{ r, w - r \}. \quad \text{Fix} \quad \gamma \in (D(0) \cup E)^S. \quad \text{Then}
\]
(i) For any triple \( \{e, e', e''\} \in A(\gamma) \) such that \( w^*(e) = w^*(e') = w^*(e'') \) there is an inadmissible pair \( \{d, d'\} = \{e, e', e''\} \).
(ii) If \( |W(\gamma)| > \delta - 2 \) we have that any pair \( \{d, d'\} \in A(\gamma) \) such that \( w^*(d) = w^*(d') \) is inadmissible.

Before proving the Lemma we first state the following:

**4.3.3 Corollary.** Let all definitions be as in (4.2.1) where \( q \geq 2 \). Let \( Z \) be as in (4.2.2) and \( \delta := \max \{ r, w - r \}. \quad \text{Then for each} \quad \gamma \in (D(0) \cup E)^S \quad \text{we have}
\]
(76)
(i) \( M_Z(\gamma) \leq 2w \), and
(ii) If \( |W(\gamma)| > \delta - 2 : M_Z(\gamma) = \min \{ w, s - |W(\gamma)| + 1 \} \).

**Proof of Lemma (4.3.2).** We shall prove (ii) first. So, assume that \( |W(\gamma)| > \delta - 2 \).
and fix $d, d' \in A(y)$ such that $w^*(d) = w^*(d')$.

Since $|\{ k \mid d_k = d'_k \}| \leq s - |W(y)| < qw + r - \delta + 2$, we have

$$\begin{align*}
(77) \quad & (a) \quad a_{01}(d, d') + a_{10}(d, d') < (q - 1)w + 2r + 2, \quad \text{and} \\
& (b) \quad a_{01}(d, d') + a_{10}(d, d') < qw + 2.
\end{align*}$$

Note that the left hand sides in (a) and (b) equal

$$[a(d, d') + \beta(d, d')]_w + 2\gamma(d, d').$$

Now from (a) we see that $\alpha(d, d') + \beta(d, d') = q - 1$ implies $\gamma(d, d') \leq r$.

Similarly, from (b), we have that $\alpha(d, d') + \beta(d, d') = q$ implies $\gamma(d, d') = 0$.

So $\{d, d'\}$ is an inadmissible pair.

Next, in order to prove (i), note that we are done unless $|W(y)| \leq \delta - 2$. So assume that this is the case and fix $\{e, e', e''\} \subseteq A(y)$ such that $w^*(e) = w^*(e') = w^*(e'')$. Again from the above we are done unless for each pair $\{d, d'\} \subseteq \{e, e', e''\}$ either (77)(a) or (77)(b) is violated.

We define $b_{ijk} := |\{ \ell \mid e_{\ell} \in D(i) \land e'_{\ell} \in D(j) \land e''_{\ell} \in D(k) \}|$. Then we have

$$\begin{align*}
a_{01}(e, e') &= b_{010} + b_{011} ; \quad a_{10}(e, e') = b_{100} + b_{101}, \\
a_{01}(e, e'') &= b_{001} + b_{011} ; \quad a_{10}(e, e'') = b_{100} + b_{110}, \\
a_{01}(e', e'') &= b_{001} + b_{110} ; \quad a_{10}(e', e'') = b_{010} + b_{110}.
\end{align*}$$

It follows that with the definition

$$t := \sum_{(d, d') \in \{(e, e'), (e, e''), (e', e'')\}} [a_{01}(d, d') + a_{10}(d, d')]$$

we have $t = 2 \sum_{(i, j, k) \neq \{(000), (111)\}} b_{ijk} \leq 2s (*)$.

We will show that for none of the choices of $\{d, d'\} \subseteq \{e, e', e''\}$ (77)(b) is
violated. Consider the following cases:

(I) All of the choices violate (b). It follows that \( t \geq 3qw + 6 \).

(II) Exactly two of the choices violate (b). From the remark on the preceding page we find that the third choice violates (a). So \( t \geq (3q-1)w + 2r + 6 \).

(III) Exactly one of the choices violates (b) and the other two violate (a).

Now we have \( t \geq (3q-2)w + 4r + 6 \).

Combining these with (*) we find \( qw + 6 \leq 2r \) in case (I); \( (q-1)w + 6 \leq 0 \) in case (II) and \( (q-2)w + 2r + 6 \leq 0 \) in case (III). It is clear that none of these hold if \( q \geq 2 \). So the only remaining possibility is:

(IV) All choices of \( \{d,d'\} \subset \{e,e',e''\} \) violate (77)(a), but not (77)(b).

(IV) implies that \( t \geq (3q-3)w + 6r + 6 \) which leads to \( 4r + 6 \leq (3-q)w \). Hence we are done if \( q > 2 \). From now on assume that \( q = 2 \).

The last part of assumption (IV) implies (like in the proof of (ii)) that for each pair \( \{d,d'\} \subset \{e,e',e''\} \) such that \( \alpha(d,d') + \beta(d,d') = q = 2 \) we have \( \gamma(d,d') = 0 \).

Hence (according to (4.3.1)) again we are done, unless for each of the choices for \( \{d,d'\} \) we have \( \alpha(d,d') + \beta(d,d') = 1 \) and \( \gamma(d,d') > r \) (**) .

Hence, assuming (**) and relabeling \( e,e',e'' \) if necessary, we have \( \alpha(e,e') = 1 \), \( \beta(e,e') = 0 \). But now \( \beta(e,e'') \neq 1 \) or else \( s = 2w + r \geq b_{100} + b_{101} + b_{001} + b_{011} = a_{10}(e,e') + a_{01}(e,e'') > 2w + 2r \) which is impossible. Similarly, \( \alpha(e',e'') = 1 \) or else \( s = 2w + r \geq b_{100} + b_{101} + b_{001} + b_{011} = a_{10}(e,e') + a_{10}(e',e'') > 2w + 2r \). But now we have \( \beta(e',e'') = \alpha(e,e'') = 1 \) which implies that \( s = 2w + r \geq b_{100} + b_{110} + b_{001} + b_{101} = a_{10}(e,e'') + a_{01}(e',e'') > 2w + 2r \). Hence (**) is false which proves (i). □

Now for \( q \geq 2 \) we see from the preceding Lemma how we can find \( M_2(y) \) for \( y \in (D(0) \cup E)^s \), \( |W(y)| \leq \delta - 2 \). We only need to examine the maximum number of
values of $w^*$ such that two vectors $d,d'$ can be added to $D \cap A(\gamma)$ satisfying $w^*(d) = w^*(d') = w^*$. This number being $M$, we have $M_2(\gamma) = 2M + (w - M) = w + M$. (Note $|W(\gamma)| \leq 6 - 2$ implies that for each $w^* \in \{0,1,...,w-1\}$ there are vectors $d$ in $A(\gamma)$ such that $w^*(d) = w^*$.) The lemma below shows that for certain values of $w^*$ only one vector may be added to $D$. We first need the following definition.

4.3.4. Definition. Let all definitions be as in (4.2.1), where $q \geq 2$. Define $\delta := \max \{r, w - r\}$ and fix $\gamma \in (D(0) \cup E)^s$ such that $|W(\gamma)| \leq 6 - 2$. We define the sets $V_1(\gamma)$, $V_2(\gamma)$, $B_1(\gamma)$ and $B_2(\gamma)$ by

$$V_1(\gamma) := \begin{cases} \emptyset & \text{if } 2r < w \text{ and } |W(\gamma)| \geq r - 1 \\ \{1,2,...,r-1-|W(\gamma)|\} & \text{otherwise} \end{cases}$$

(78)

$$V_2(\gamma) := \begin{cases} \emptyset & \text{if } 2r \geq w \text{ and } |W(\gamma)| \geq w - r - 1 \\ \{r+1,r+2,...,w-1-|W(\gamma)|\} & \text{otherwise} \end{cases}$$

(79)

$$B_2(\gamma) := V_1(\gamma) \cup V_2(\gamma) \text{ and } B_1(\gamma) := \{0,1,...,w-1\} \setminus B_2(\gamma).$$

Remark: $B_2(\gamma)$ is split for later use in Chapter 5.

4.3.5. Lemma. Let all definitions be as in (4.2.1), where $q \geq 2$. Define $\delta := \max \{r, w - r\}$ and fix $\gamma \in (D(0) \cup E)^s$ such that $|W(\gamma)| \leq 6 - 2$. Let $B_1(\gamma)$ be as in (4.3.4). Then each pair $(d,d') \in A(\gamma)$ such that $w^*(d) = w^*(d') \in B_1(\gamma)$ is inadmissible.

Proof. Fix $(d,d') \in A(\gamma)$ such that $w^*(d) = w^*(d') = \ell$, and assume that $(d,d')$ is not inadmissible. It is clear that the lemma is proved if we can show that $\ell \in B_2(\gamma)$. Define

$$\rho := \begin{cases} 1 & \text{if } 2r \geq w \text{ (i.e. } \delta = r) \\ r+1 & \text{if } 2r < w \text{ (i.e. } \delta = w - r) \end{cases}$$
In this proof we shall abbreviate \( a_{ij}(d,d') \) to \( a_{ij} \) and similar for \( a, \beta, \gamma \).

We note that

(i) \( a_{ij} = s - |W(y)| \), \( a_{ij} \geq 0 \) \((i,j = 0,1)\);

(ii) \( a_{01} + a_{10} = s - \delta + 2 \) (this follows from the proof of (4.3.2(ii)));

(iii) \( \ell = a_{11} - \gamma \mod w \);

(iv) \( a_{01} + a_{10} = 2\gamma \mod w \).

Now (i) and (ii) imply that there is some \( k, 0 \leq k \leq \delta - 2 - |W(y)| \) such that

(v) \( a_{01} + a_{10} = s - \delta + 2 + k = \begin{cases} qw + 2p + k & \text{if } 2r \geq w, \\ (q-1)w + 2p + k & \text{if } 2r < w \end{cases} \), and

(vi) \( 0 \leq a_{11} \leq \delta - 2 - |W(y)| - k \).

Now (iv) and (v) imply \( 2\gamma = a_{01} + a_{10} = 2p + k \mod w \). Hence we have

- case \( w \) is even: \( k \) is even and \( \gamma \in \{\rho + \frac{k}{2}, \rho + \frac{k+w}{2} \mod w\} \),
- case \( w \) is odd: \( \gamma = \rho + \frac{k}{2} \) if \( k \) is even,
  \( \gamma = \rho + \frac{k+w}{2} \mod w \) if \( k \) is odd.

(We note that \( \rho + \frac{k}{2} < w \).)

(A) Suppose \( \gamma = \rho + \frac{k}{2} \). Then from (iii) and (vi) we have that \( w^*(d) = \ell \in U_1(k) \)

where

\[
U_1(k) := \{ \rho + \frac{k}{2} \mod w, \rho + 1 + \frac{k}{2} \mod w, \ldots, \rho + \delta - 2 - |W(y)| - \frac{k}{2} \mod w \}.
\]

Note that \( k \geq 0 \Rightarrow U_1(k) \subset U_1(0) \). Hence if \( \gamma = \rho + \frac{k}{2} \) for some \( k \) we have

(B) From now on we shall assume that \( \gamma = \rho + \frac{k+w}{2} \mod w \) for some \( k \). So again from (iii) and (vi) we find that \( w^*(d) = \ell \in U_2(k) \), where

\[
\begin{align*}
\ell &= \begin{cases} 1,2,\ldots,r-1-|W(y)| & \text{if } 2r \geq w, \\
r+1,r+2,\ldots,w-1-|W(y)| & \text{if } 2r < w.
\end{cases}
\end{align*}
\]

We denote \( \ell \in U_2(k) \) as \( \ell \).

(80) \( w^*(d) = \ell \in U_2(k) \)
Since $w(\alpha + \beta) = a_{01} + a_{10} - 2\gamma \mod w$, we find from (v)

\begin{align*}
\text{case } 2r \geq w: & \quad \alpha + \beta = q - 1 \quad \text{(Note that in this case always } \rho + \frac{k + w}{2} < w) \\
\text{case } 2r < w: & \quad \alpha + \beta = q - 2 \quad \text{unless } \rho + \frac{k + w}{2} \geq w, \text{in which case} \\
& \quad \alpha + \beta = q. \text{Here } \rho + \frac{k + w}{2} = w \text{ corresponds to } \gamma = 0.
\end{align*}

Since $d$ and $d'$ satisfy (75)(b) or (75)(c) we have

\begin{align*}
\text{case } 2r \geq w: & \quad \gamma = \rho + \frac{k + w}{2} > r \quad \text{i.e. } k \geq 2r - w; \\
\text{case } 2r < w: & \quad \rho + \frac{k + w}{2} > w \quad \text{i.e. } k \geq w - 2r.
\end{align*}

This shows that the condition $0 \leq k \leq \delta - 2 - |W(\gamma)| \mod w$ should be replaced by:

(vii) $2\delta - w \leq k \leq \delta - 2 - |W(\gamma)| \mod w$ \text{(Note that the lower bound has suitable parity.)}

Now note that $k > h \Rightarrow U_2(k) \subset U_2(h)$ \text{(*)} and consider the following cases:

(81)(a) $|W(\gamma)| = w - \delta - 1 = \begin{cases} w - r - 1 & \text{if } 2r \geq w, \\
\quad r - 1 & \text{if } 2r < w. \end{cases}$

Now there does not exist a $k$ satisfying (vii). Hence $w^*(d) = \ell \in \emptyset$.

(81)(b) $|W(\gamma)| < w - \delta - 1$ \text{(vii) and (*) imply}

\[ w^*(d) = \ell \in U_2(2\delta - w) = \begin{cases} \{r + 1, r + 2, \ldots, w - 1 - |W(\gamma)|\} = V_2(\gamma), & \text{if } 2r \geq w \\
\{1, 2, \ldots, r - 1 - |W(\gamma)|\} = V_1(\gamma), & \text{if } 2r < w \end{cases} \]

Now (80) and (81) prove the lemma. \hfill \square

Now fix $\gamma \in (D^{(0)} \cup E)^s$ such that $|W(\gamma)| \leq \delta - 2$. Suppose that for each $\ell \in B_2(\gamma)$ we can actually construct a pair $[d_\ell, d'_\ell] \subset A(\gamma)$ s.t. $w^*(d_\ell) = w^*(d'_\ell) = \ell$ and $(d_\ell, d'_\ell)$ is not inadmissible. Then the number $M_2(\gamma)$ is determined, namely

$M_2(\gamma) = |B_1(\gamma)| + 2|B_2(\gamma)|$. \text{(Note that for } |W(\gamma)| > \delta - 2 \text{ the number is already...}
known, cf. (4.3.3).

In the following lemma we describe the construction of these pairs. The reader should realize that the lemma states much more than we need right now for this construction. The use of this will become clear in Chapter 5.

4.3.6. Lemma. Let all definitions be as in (4.2.1) where \( q \geq 2 \). Define

\[ \delta := \max \{r, w - r\} \quad \text{and fix} \quad \gamma \in (D_0^{(0)} \cup E)^S \quad \text{s.t.} \quad |W(\gamma)| \leq \delta - 2. \]

Let \( B_2(\gamma) = V_1(\gamma) \cup V_2(\gamma) \) be as in (4.3.4) and define the following numbers:

\[
\begin{align*}
&b_{10}(\gamma) := 1; \quad b_{01}(\gamma) := qw + 1; \quad b_{11}(\ell, \gamma) := \ell - 1 \quad \text{for} \quad \ell \in V_1(\gamma); \\
&c_{10}(\gamma) := r + 1; \quad c_{01}(\gamma) := (q - 1)w + r + 1; \quad c_{11}(k, \gamma) := k - r - 1 \quad \text{for} \\
&\quad k \in V_2(\gamma), \quad \text{and} \\
&b_{00}(\ell, \gamma) := s - |W(\gamma)| - b_{11}(\ell, \gamma) - b_{10}(\gamma) - b_{01}(\gamma), \quad \ell \in V_1(\gamma); \\
&c_{00}(k, \gamma) := s - |W(\gamma)| - c_{11}(k, \gamma) - c_{10}(\gamma) - c_{01}(\gamma), \quad k \in V_2(\gamma).
\end{align*}
\]

Then these numbers satisfy the following properties:

(i) For each \( \ell \in V_1(\gamma), k \in V_2(\gamma) \) there exist vectors \( d, d', e, e' \in A(\gamma) \) s.t.

\[
\begin{align*}
&\text{(83)} \quad a_{10}(d,d') = b_{10}(\gamma) \quad ; \quad a_{01}(d,d') = b_{01}(\gamma), \\
&\text{(84)} \quad a_{11}(d,d') = b_{11}(\ell, \gamma) \quad ; \quad a_{00}(d,d') = b_{00}(\ell, \gamma), \\
&\text{(85)} \quad a_{10}(e,e') = c_{10}(\gamma) \quad ; \quad a_{01}(e,e') = c_{01}(\gamma), \\
&\text{(86)} \quad a_{11}(e,e') = c_{11}(k, \gamma) \quad ; \quad a_{00}(e,e') = c_{00}(k, \gamma).
\end{align*}
\]

(ii) For each pair of vectors \( \{d, d'\} \subset A(\gamma) \) satisfying (83) and (84) resp. \( \{e, e'\} \subset A(\gamma) \) satisfying (85) and (86) we have that \( w*(d) = w*(d') = \ell \), \( w*(e) = w*(e') = k \), and neither \( \{d, d'\} \) nor \( \{e, e'\} \) is inadmissible.

(iii) For each choice of \( d, d', e, e' \in A(\gamma) \) such that (83) and (85) are satisfied
we have \( w^*(d) = w^*(d') \in \mathcal{V}_1(y) \) and \( w^*(e) = w^*(e') \in \mathcal{V}_2(y) \). Moreover, in particular, \( w^*(d) \neq w^*(e) \).

(iv) If \( \ell \in \mathcal{V}_1(y) \), \( \ell \neq r-1 - |W(y)| \) then \( b_{00}(\ell, y) > 0 \), and if \( k \in \mathcal{V}_2(y) \), \( k \neq w-1 - |W(y)| \) then \( c_{00}(k, y) > 0 \).

Before proving the lemma we first state a corollary which gathers the results concerning \( M_z(y) \).

4.3.7. Corollary. Let all definitions be as in (4.2.1), where \( q \geq 2 \). Let \( Z \) be as in (4.2.2). Define \( \delta := \max \{ r, w-r \} \) and fix \( y \in \mathcal{B}(0) \cup E \). Then

(i) If \( |W(y)| > \delta - 2 \) : \( M_z(y) = \min \{ w, s - |W(y)| + 1 \} \);

(ii) If \( |W(y)| \leq \delta - 2 \) : \( M_z(y) = \max \{ w + \delta - 1 - |W(y)|, 2(w-1-|W(y)|) \} \).

Proof of the corollary. (i) is noted in (4.3.3)(ii).

(ii) From Lemmas (4.3.5) and (4.3.6) it is clear that for \( |W(y)| \leq \delta - 2 \):

\[
M_z(y) = |B_1(y)| + 2|B_2(y)| = w + |B_2(y)|.
\]

We have

\[
\begin{align*}
\text{case } 2r \geq w : & \quad |W(y)| \geq w-r-1 = w-\delta-1 \Rightarrow |B_2(y)| = r-1-|W(y)| = \delta-1-|W(y)| \\
& \quad |W(y)| < w-\delta-1 \Rightarrow |B_2(y)| = w-2-2|W(y)| \\
\text{case } 2r < w : & \quad |W(y)| \geq r-1 = w-\delta-1 \Rightarrow |B_2(y)| = w-r-1-|W(y)| = \delta-1-|W(y)| \\
& \quad |W(y)| < w-\delta-1 \Rightarrow |B_2(y)| = w-2-2|W(y)|.
\end{align*}
\]

Now the result follows after a straightforward calculation.

Proof of lemma (4.3.6). (cf. (4.3.8).) We note that (i) is equivalent to

(87) \( b_{10}(y) \geq 0 \), \( b_{01}(y) \geq 0 \), \( c_{10}(y) \geq 0 \), \( c_{01}(y) \geq 0 \), and

(88) \( b_{11}(\ell, y) \geq 0 \), \( b_{00}(\ell, y) \geq 0 \), \( c_{11}(k, y) \geq 0 \), \( c_{00}(k, y) \geq 0 \) (all \( \ell, k \)), and
Next note that the first claim in (ii) is equivalent to

\begin{align}
\tag{90}
& b_{10}(\gamma) + b_{11}(\ell, \gamma) + b_{00}(\ell, \gamma) + |W(\gamma)| = s, \quad \ell \in V_1(\gamma) \\
& c_{10}(\gamma) + c_{01}(\gamma) + c_{11}(k, \gamma) + c_{00}(k, \gamma) + |W(\gamma)| = s, \quad k \in V_2(\gamma).
\end{align}

And, according to definition (4.3.1), the second claim in (ii) is equivalent to

\begin{align}
\tag{91}
& \alpha_b + \beta_b = q , \quad \gamma_b \geq 0 \text{ or } \alpha_b + \beta_b = q - 1 , \quad \gamma_b > r , \quad \text{and} \\
& \alpha_c + \beta_c = q , \quad \gamma_c \geq 0 \text{ or } \alpha_c + \beta_c = q - 1 , \quad \gamma_c > r , \quad \text{where} \\
& b_{10}(\gamma) = \alpha_b \cdot w + \gamma_b , \quad b_{01}(\gamma) = \beta_b \cdot w + \gamma_b , \quad 0 \leq \gamma_b < w \quad (\text{cf. (4.2.1)}) , \\
& \alpha_c , \beta_c , \gamma_c \text{ are defined similarly.}
\end{align}

It is clear that (90) and (91) are trivially satisfied, which proves (ii). (Note that \( r + 1 = w \) would imply \( 2r \geq w \), \( |W(\gamma)| \geq w - r - 1 \) and hence \( V_2(\gamma) = \emptyset \), in which case there is nothing to prove for the numbers \( c_{ij} \).

Furthermore (87) and (89) are satisfied. Fixing the numbers \( b_{10}(\gamma) , b_{01}(\gamma) , c_{10}(\gamma) \) and \( c_{01}(\gamma) \) we have that \( \{ b_{11}(\ell, \gamma) \mid \ell \in V_1(\gamma) \} \) respectively \( \{ c_{11}(k, \gamma) \mid k \in V_2(\gamma) \} \) is exactly the set of numbers for which (88) holds. This proves (i). Moreover, in combination with (ii) it proves also the first claim in (iii). The second part of (iii) is clear since \( V_1(\gamma) \cap V_2(\gamma) = \emptyset \).

Finally, (iv) is a simple matter of checking. \( \square \)

4.3.8. Examples. In all examples below we choose \( C, D \) and \( E \) of length \( n \) as follows: \( C(0) = D(0) = \{ 0 \} \), \( C(1) = D(1) = \{ 1 \} \), \( E = \{ x \} \) for some fixed vector \( x \notin \{ 0, 1 \} \). The vectors in the examples are subscripted in such a way
that the subscript equals the corresponding value of $w^*$, for example $w^*(e_3) = 3$.

(i) $q = 2, \ y = 0^{12}$

\[
\begin{align*}
\omega &= 5 \\
|W(y)| &= 0 \\
\beta_0(y) &= 0 \\
\beta_0(1,y) &= 3 \\
\beta_0(2,y) &= 0 \\
\beta_0(3,y) &= 1 \\
\beta_0(4,y) &= 0 \\
\delta &= 3 \\
\nu_1(y) &= \{1\} \\
\nu_2(y) &= \{3, 4\}
\end{align*}
\]

We can construct the following vectors, which may all be added to $\mathcal{D}$:

\[
\begin{align*}
d_1' : 110^{11} & \quad e_3' : 013^{13} 0^{8} & \quad e_4' : 113^{13} 0^{8} \\
\end{align*}
\]

(Of course many other choices are possible.)

(ii) $q = 2, \ x = x^{12}$

\[
\begin{align*}
\omega &= 5 \\
|W(x)| &= 1 \\
\beta_0(x) &= 0 \\
\beta_0(1,x) &= 3 \\
\beta_0(2,x) &= 0 \\
\beta_0(3,x) &= 1 \\
\beta_0(4,x) &= 0 \\
\delta &= 3 \\
\nu_1(x) &= \{1\} \\
\nu_2(x) &= \emptyset
\end{align*}
\]

The following vectors can both be added to $\mathcal{D}$:

\[
\begin{align*}
d_1 : x10^{11} & \quad d_1' : x10^{11} \\
\end{align*}
\]

(iii) $q = 3, \ x = x^{40}$

\[
\begin{align*}
\omega &= 12 \\
|W(x)| &= 2 \\
\beta_0(x) &= 0 \\
\beta_0(1,x) &= 3 \\
\beta_0(2,x) &= 0 \\
\beta_0(3,x) &= 1 \\
\beta_0(4,x) &= 0 \\
\delta &= 6 \\
\nu_1(x) &= \{1, 2, 3\} \\
\nu_2(x) &= \{7, 8, 9\} \\
\nu_3(x) &= 31
\end{align*}
\]

Construct the following vectors:

\[
\begin{align*}
d_1 : x20^{37} & \quad d_2 : x20^{37} & \quad d_3 : x20^{37} \\
d_1' : x20^{37} & \quad d_2' : x20^{37} & \quad d_3' : x20^{37} \\
e_7 : x20^{31} & \quad e_8 : x20^{31} & \quad e_9 : x20^{31} \\
e_7' : x20^{31} & \quad e_8' : x20^{31} & \quad e_9' : x20^{31}
\end{align*}
\]
These can all be added to \( \mathcal{D} \).

Remark: in the preceding examples one can of course, in addition, add one vector to \( \mathcal{D} \) for each value of \( w^* \) occurring in \( E_j(y) \).

4.4. Explicit expressions for \(|C|\) and \(|D|\).

Below we state the main result of this Chapter:

4.4.1. Theorem. Let \( n \in \mathbb{N} \) and let \( C, D \) and \( E \) be binary codes of length \( n \) s.t.

there are partitions \( C = C^{(0)} \cup C^{(1)} \), \( D = D^{(0)} \cup D^{(1)} \) satisfying

(i) \( (C,D^{(i)} \cup E) \) is uniquely decodable for \( i = 0,1 \).

(ii) \( (C^{(i)},D \cup E) \) is uniquely decodable for \( i = 0,1 \).

(iii) \( (C^{(0)},D^{(0)}) \perp (C^{(1)},D^{(1)}) \).

(iv) There is a bijective mapping \( \phi : D^{(0)} \to D^{(1)} \) such that

\[
\forall d \in D^{(0)} \forall d' \in D^{(1)} \left[ ( \exists c, c' \in C : c + d = c' + d' ) \Rightarrow d' = \phi(d) \right].
\]

(v) \( D \cap E = \emptyset \), \( C^{(0)} \neq \emptyset \), \( C^{(1)} \neq \emptyset \), \( D^{(0)} \neq \emptyset \).

Let \( q, w, r \in \mathbb{N} \) s.t. \( 0 \leq r < w \), \( w \geq 2 \), \( q \geq 2 \) and define \( s := qw + r \), \( N := sn \);

(73) \( Z := \{ z \in \mathbb{F}_2^n \mid w_H(z) = 0 \mod w \} \),

(58) \( C := \{ c = (c_1, \ldots, c_s) \in C^n \mid \exists z \in Z \forall i : c_i \in C(z_i) \} \).

Let \( x := |D^{(0)}| / |D^{(0)} \cup E| \), \( y := |C^{(0)}| / |C| \) and \( \delta := \max\{r, w - r\} \).

Then

(i) \( C \) is a code of length \( N \) and size

\[
|C| = \sum_{k=0}^{q} \binom{q}{kw} |C^{(0)}|^{s - kw}.|C^{(1)}|^{kw} = |C|^s \sum_{k=0}^{q} \binom{s}{kw} y^{s - kw}(1-y)^{kw}.
\]
(ii) There is a code $\mathcal{D}$ such that $(C,\mathcal{D})$ is uniquely decodable and optimal w.r.t. $(D \cup E)^s$ of length $N$ and size

$$
|\mathcal{D}| = |D(0) \cup E|^s \cdot \left( w - \sum_{i=0}^{w-2} \binom{s}{i}(w-i-1)x^i(1-x)^{s-i} + \right.
$$

$$
\left. + \sum_{i=0}^{w-2} \binom{s}{i}(w-2i)x^{s-i}(1-x)^i + \right.
$$

$$
\left. + \sum_{i=w-\delta-1}^{\delta-2} \binom{s}{i}(\delta-i)x^{s-i}(1-x)^i \right).
$$

Proof. Relation (92) follows from (60) and the definition of $Z$.

Application of Theorem (3.4.7), Corollary (4.3.7) and a straightforward calculation, using

$$
\sum_{Y \in (D(0) \cup E)^s} M_Z(Y) = |D(0) \cup E|^s \cdot w + \sum_{Y \in (D(0) \cup E)^s} (M_Z(Y) - w)
$$

yields (93). In the second term of (93) we have substituted $i = s - |W(Y)|$ and in the third and fourth terms $i = |W(Y)|$.

4.4.2. Remarks. (i) The Theorem only states the existence of $\mathcal{D}$. However, it should be clear from this Chapter that we have given an explicit construction for $\mathcal{D}$.

(ii) For $q = 1$ the problem of finding $M_Z(Y)$ is different. It is easy to show that in this case no result like (4.3.2(i)) is obtainable in general for any number of vectors $e(1), e(2), \ldots, e(t)$.

A generalization of (4.4.1) according to (3.4.8)(iii) leads to:

4.4.3. Theorem. Let $q, w, r \in \mathbb{N}$ s.t. $0 \leq r < w$, $w \geq 2$, $q \geq 2$ and define
s := qw + r. For i = 1, 2, ..., s let \( n_i \in \mathbb{N} \) and let \( C_i, D_i, E_i \) be codes as in (56).

Let \( N := \sum_{i=1}^{s} n_i \). Define

\[
Z := \{ z \in \mathbb{F}_2^s \mid H(z) = 0 \mod w \} \quad \text{and} \quad C := \{ c = (c_1, \ldots, c_s) \in \mathbb{F}_2^s \mid \exists z \in Z \forall i \in \{1, \ldots, s\} : c_i \in C(z_i) \}.
\]

For i = 1, 2, ..., s let \( x_i := |D_i^{(0)}| / |D_i^{(0)} \cup E_i| \) y_i := |C_i^{(0)}| / |C_i| . Finally let

\( \delta := \max \{ r, w - r \} \). Then we have

(i) \( C \) is a code of length \( N \) and size

\[
\sum_{i=1}^{s} \prod_{k=0}^{q} \prod_{1 \leq i_1 < \cdots < i_k \leq s} (1 - y_i) \sum_{i \in \{i_1, \ldots, i_k \}} x_i (1 - x_i) \sum_{i \in \{i_1, \ldots, i_k \}} y_i (1 - y_i).
\]

(ii) There is a code \( D \) such that \( (C, D) \) is u.d. and optimal w.r.t. \( \sum_{i=1}^{s} (D_i \cup E_i) \) of length \( N \) and size

\[
|D| = \sum_{i=1}^{s} \prod_{k=0}^{w-2} (w-k-1) \sum_{1 \leq i_1 < \cdots < i_k \leq s} (1 - x_i) \sum_{i \in \{i_1, \ldots, i_k \}} x_i (1 - x_i) \sum_{i \in \{i_1, \ldots, i_k \}} y_i (1 - y_i).
\]

Here terms with \( k < 0 \) vanish. The proof is omitted.

Results are presented in Chapter 6.
Chapter 5. The construction yields new basic codes.

5.1. Abstract.

The construction described in Chapters 3 and 4 makes use of the codes C, D and E from (56). In this Chapter we will show that the codepairs (C, D) obtained from the construction can be extended to codepairs (C, F ∪ E) satisfying (56) where C, F and E take the place of C, D and E respectively. (We use F in order to avoid ambiguity.) This enables us to "iterate" the construction. As we will see in Chapter 6 we obtain another improvement of the ratepairs in this way.

Section 5.2. gives an explanation of the idea. In section 5.3. we define the codes C, F and E and observe that four of the properties in (56) are satisfied by these codes. In section 5.4. it is shown that the fifth property is also satisfied if we make a special choice for D. Sections 5.5. and 5.6. give explicit constructions for (C, F ∪ E) and explicit expressions for the sizes of these codes.

5.2. A brief introduction.

In this section we shall explain the idea which leads to the extension of the pair (C, D) to a codepair (C, F ∪ E) satisfying (56). The reader should realize that the following is a simplification of the actual situation.

We turn back again to our "almost u.d." codepair (C = C(0) ∪ C(1), D = D(0) ∪ D(1)) from sections 3.2. and 4.2. So we assume (C, D) to satisfy

\[ \forall \xi, \xi' \in C | \xi \neq \xi', \forall d, d' \in D \left[ \xi + d = \xi' + d' \implies \left( \begin{array}{c} \text{(either } (\xi, d) \in C(0) \times D(1) \lor } \\ \text{(either } (\xi', d') \in C(1) \times D(0) \text{ or } (\xi', d') \in C(0) \times D(1) \lor } \\ \text{(either } (\xi, d) \in C(1) \times D(0) \text{.) } \right) \right], \]
and there is a bijective mapping \( \phi: D^{(0)} \rightarrow D^{(1)} \) such that

\[
\forall d \in D^{(0)} \forall d' \in D^{(1)} \left[ ( \exists \xi, \xi' \in C : \xi + d = \xi' + d' ) \Rightarrow d' = \phi(d) \right]
\]

As in §4.2, we define

\[
V := \{ d = (d_1, \ldots, d_s) \in D^s \mid \exists q \in Q \forall i : d_i \in C^{(q_i)} \}
\]

\[
P := \{ d = (d_1, \ldots, d_s) \in D^s \mid \exists g \in G \forall i : d_i \in D^{(q_i)} \}
\]

where \((P, Q)\) is a u.d. codepair of length \(s\). Note that it is clear from Lemma (2.3.1) that \((P, Q \cdot I)\) is u.d.. Hence with the definition

\[
P' := \{ d = (d_1, \ldots, d_s) \in D^s \mid \exists q \in Q \cdot I \forall i : d_i \in D^{(q_i)} \}
\]

we have found another u.d. codepair \((C, P')\). Now for simplicity we shall assume that \( \forall q \in Q : q_s = 0 \).

So, for any \( d = (d_1, \ldots, d_s) \in D, d' = (d'_1, \ldots, d'_s) \in D' \) we have that \( d_s \in D^{(0)} \) and \( d'_s \in D^{(1)} \). But this and (37) imply that we can only have \( \xi + d_s = \xi' + d'_s \), \( \xi, \xi' \)

in \( C \) if \( \xi \in C^{(1)} \) and \( \xi' \in C^{(0)} \) (\( \ast \)).

So if we define

\[
C^{(i)} := \{ c = (c_1, \ldots, c_s) \in C \mid c_s \in C^{(i)} \}, \quad i = 0, 1
\]

we see that it is proved in (\( \ast \)) that for all \( d \in D, d' \in D' : \)

\[
\forall c \in C \forall \xi' \in C \left[ c + d = c' + d' \Rightarrow c \in C^{(1)} \text{ and } \xi' \in C^{(0)} \right].
\]

Now suppose that \( c + d = c' + d' \), where \( c, c' \in C, \xi \neq \xi' \) and \( d, d' \in D \cup D' \).

Since both \((C, D)\) and \((C, D')\) are u.d. it is clear that we must have \( d \in D \), \( d' \in D' \) or the other way around. Combining this with (99) we obtain that for all \( d, d' \in D \cup D' : \)
\( \forall \xi, \xi' \in \mathcal{C} \mid \xi \neq \xi', [\xi + \xi' = \xi' + \xi' \Rightarrow \text{either } (\xi, \xi') \in \mathcal{C}(0) \times \mathcal{D}' \land (\xi', \xi') \in \mathcal{C}(1) \times \mathcal{D} \lor (\xi', \xi') \in \mathcal{C}(0) \times \mathcal{D}' \land (\xi, \xi) \in \mathcal{C}(1) \times \mathcal{D} ] \)

So with the definitions \( \mathcal{F}(0) := \mathcal{D}, \mathcal{F}(1) := \mathcal{D}', \mathcal{F} := \mathcal{F}(0) \cup \mathcal{F}(1) \) we have that \( (\mathcal{C} = \mathcal{C}(0) \cup \mathcal{C}(1), \mathcal{F} = \mathcal{F}(0) \cup \mathcal{F}(1)) \) is a codepair as in (37) where \( \mathcal{C} \) and \( \mathcal{F} \) take the place of \( \mathcal{C} \) and \( \mathcal{D} \) respectively.

Of course we do not have (51) so far. In order to prove (51) one should make special requirements on the codepair \((\mathcal{P}, \mathcal{Q})\). In the above terminology it would be sufficient to require that for all \( q \in \mathcal{Q} \) there exists exactly one \( q' \in \mathcal{Q} \mid 1 \) such that \( p + q = p' + q' \) for some \( p, p' \in \mathcal{P} \). Indeed, in that case the converse is also true and one can easily derive (51). However, we will not deal with this detail here since in the actual situation as described later in this Chapter the requirements are entirely different.

The idea presented above shall be developed more precisely in the following sections for the codepair \((\mathcal{C}, \mathcal{F})\) from Chapter 3, where we shall make the special choice for \( \mathcal{Z} \) as described in Chapter 4. So there shall be two extra complications, namely the fact that the codes \( \mathcal{E} \) and \( \mathcal{E}' \) are involved and the fact that we wish to prove (51) for the new codepair \((\mathcal{C}, \mathcal{F} \cup \mathcal{E})\).

5.3. Definitions. A first observation.

In this section we define the codepair \((\mathcal{C}, \mathcal{F} \cup \mathcal{E})\) based on the pair \((\mathcal{C}, \mathcal{F})\) (as described in Chapters 3 and 4) and on certain sets \( \mathcal{G}(\mathbf{y}) \subset \mathcal{A}(\mathbf{y}) \cap \mathcal{D} \) which satisfy the properties presented in (5.3.1) below. Next we show that the pair \((\mathcal{C}, \mathcal{F} \cup \mathcal{E})\) satisfies (56)(i)-(iii),(v) but not necessarily (56)(iv). We will first give all definitions.
5.3.1. **Definitions.** In this Chapter we adopt all definitions from (4.2.1) and (4.3.4). Moreover we shall choose \( Z \) as in (4.2.2) and define \( \delta := \max\{ r, w - r \} \). We assume that \( D \subset (D \cup E)^s \) such that \((C, D)\) is u.d.

Define the mapping \( \psi \) on \((D \cup E)^s\) by

\[
\psi((d_1, \ldots, d_s)) := (e_1, \ldots, e_s) \text{ with } e_i = \begin{cases} d_i & \text{if } d_i \in E, \\ \phi(d_i) & \text{if } d_i \in D(0), \\ \phi^+(d_i) & \text{if } d_i \in D(1). \end{cases}
\]

For any \( \psi \in (D \cup E)^s \) we shall denote the set \( \{ \psi(d) \mid d \in V \} \) by \( \psi(V) \).

Now for each \( \mathcal{V} \in (D(0) \cup E)^s \) let \( G(\mathcal{V}) \) be a subset of \( A(\mathcal{V}) \cap D \) with the following properties:

\[(G1) \quad \forall d = (d_1, \ldots, d_s) \in G(\mathcal{V}) : d_s \in D(0),\]

\[(G2) \quad \{ w^*(d) \mid d \in G(\mathcal{V}) \} = \{ w^*(e) \mid e \in \psi(G(\mathcal{V})) \},\]

\[(G3) \quad \text{If } |W(\mathcal{V})| \leq \delta - 2 \text{ and } d, d' \in A(\mathcal{V}) \cap D \text{ such that } w^*(d) = w^*(d') \in E^2(\mathcal{V}) \text{ then either } \{d, d'\} \cap G(\mathcal{V}) = \emptyset \text{ or } \{d, d'\} \subset G(\mathcal{V}).\]

(Remark. Such sets exist since we may choose \( G(\mathcal{V}) = \emptyset \) for each \( \mathcal{V} \). However, we wish to choose \( G(\mathcal{V}) \) as large as possible.)

Now define the codepair \((C, F \cup E)\) as follows:

\[(103) \quad C(i) := \{ \mathcal{C} = (c_1, \ldots, c_s) \in C \mid c_s \in C(i) \}, i = 0, 1,\]

\[F(0) := \bigcup_{\mathcal{V} \in (D(0) \cup E)^s} G(\mathcal{V}) \quad ; \quad F(1) := \bigcup_{\mathcal{V} \in (D(0) \cup E)^s} \psi(G(\mathcal{V})),\]

\[F := F(0) \cup F(1) \text{ and } E := D \setminus F(0). \text{(Note that } F(0) \subset D.)\]

Now we have the following result.
5.3.2. Lemma. With the above definitions the system \((C,F \cup E)\) satisfies the conditions (56)(i),(ii) and (iii). Moreover if there is a \(y \in (b^0 \cup E)^S\) s.t. \(G(y) \neq \emptyset\), (56)(v) holds. The system does not necessarily satisfy (56)(iv).

Remark. \(C,F\) and \(E\) take the place of \(C,D\) and \(E\) respectively.

Proof. We first note the following:

(a) \(d \in A(y) \Rightarrow \psi(d) \in A(y)\).

(b) If \(d,d' \in A(y)\) for some \(y\) : \(w^*(d) = w^*(d') \Leftarrow w^*(\psi(d)) = w^*(\psi(d'))\).

(c) \(a_{10}(d,d') = a_{10}(\psi(d'),\psi(d))\) and \(a_{01}(d,d') = a_{01}(\psi(d'),\psi(d))\).

(d) By \((G1)\), for any \(\xi = (\xi_1, \ldots, \xi_n) \in F(0)\) we have \(\xi \subseteq D(0)\).

From this and the definitions of \(\psi\) and \(F(1)\) it follows that for any \(\xi = (\xi_1, \ldots, \xi_n) \in F(1) : \xi \subseteq D(1)\).

\(C = C(0) \cup C(1)\) is a partition. Hence we see from the definitions that \(C = C(0) \cup C(1)\) is a partition. Similarly, since \(D = D(0) \cup D(1)\) is a partition we see from \((104)(d)\) that \(F = F(0) \cup F(1)\) also is.

Since \((C,D)\) is u.d. we see that \((56)(i)\) holds for \(i = 0\). (*)

Now suppose \(\exists \xi, \xi' \subseteq C \exists \xi, \xi' \subseteq F(1) \cup E [\xi \neq \xi' \wedge \xi + \xi = \xi' + \xi']\). It follows from (*) that \(\{\xi, \xi'\} \neq E\).

Moreover, (3.3.3) implies that \(\xi, \xi' \subseteq A(y)\) for some \(y\), and (4.2.3) implies that \(w^*(\xi) = w^*(\xi')\). Hence w.l.o.g. one of the following holds:

(I) \(\exists y [\xi \subseteq A(y) \cap E \wedge \xi' \subseteq A(y) \cap F(1) \wedge w^*(\xi) = w^*(\xi')]\), or

(II) \(\exists y [\xi, \xi' \subseteq A(y) \cap F(1) \wedge w^*(\xi) = w^*(\xi')]\).

Consider case (I). Obviously \(\xi' \subseteq \psi(G(y))\). So we conclude from \((G2)\) that there is some \(\xi'' \subseteq G(y)\) s.t. \(w^*(\xi') = w^*(\xi'')\). It follows that \(w^*(\xi) = w^*(\xi'')\). Since \(\xi \subseteq D \setminus F(0)\) and \(\xi'' \subseteq G(y) \subseteq F(0)\) we have \(\xi \neq \xi''\) and, from \((G3)\), \(w^*(\xi) \notin B_2(\xi)\).
if |W(γ)| ≤ δ - 2. So (4.3.2(ii)) and (4.3.5) imply that (C, {f, f'}) is not u.d. contradicting (*).

Now consider case (II). Here f, f' ∈ ψ(G(γ)). Hence there are d, d' ∈ G(γ) s.t. f = ψ(d) and f' = ψ(d'). Now (104)(b) implies that w*(d) = w*(d'). Application of (104)(c) and (4.2.4) yields (C, {d, d'}) is u.d. ∗ (C, {f, f'}) is u.d.

Here both sides are correct according to (*).

The above shows (56)(i) for i = 1.

Next consider (56)(ii). Suppose ∃ c, c' ∈ C(i) ∃ f, f' ∈ F ∪ E [c + f = c' + f'] for i = 0 or i = 1.

Since (56)(i) holds for (C, F ∪ E) we have that, w.l.o.g., f ∈ F(0), f' ∈ F(1). So from (104)(d) we find that f_s ≠ f'_s. By assumption we have c_s, c'_s ∈ C(i) and c_s + f_s = c'_s + f'_s. These propositions disagree with the fact that (C(i), D ∪ E) is u.d. ((56)(ii) for (C, D ∪ E)). This proves (56)(ii).

Now consider (56)(iii). Assume ∃ c ∈ C(0) ∃ c' ∈ C(1) ∃ f ∈ F(0) ∃ f' ∈ F(1) [c + f = c' + f'] .

In particular, c_s + f_s = c'_s + f'_s. Here we have c_s ∈ C(0), c'_s ∈ C(1) by assumption and f_s ∈ D(0), f'_s ∈ D(1) from (104)(d). But these propositions disagree with (56)(iii) holding for (C, D ∪ E). This proves (56)(iii).

Finally, we have F(0) ∩ E = ∅; since q ≥ 2 we have C(0) ≠ ∅ and C(1) ≠ ∅. The restriction ∃ γ : G(γ) ≠ ∅ guarantees that F(0) ≠ ∅. Now assume f ∈ F(1) ∩ E.

Find γ in (D(0) ∪ E)^s s.t. f ∈ ψ(G(γ)). By (C2) we can find a vector e ∈ G(γ) s.t. w*(e) = w*(f). Since f ∈ E we have f ≠ e. Hence w*(f) ∈ B_2(γ) or else (C, F(0) ∪ E) would not be u.d. Moreover f ∈ G(γ) from (104)(d). But e ∈ G(γ), f ∈ G(γ), w*(e) = w*(f) ∈ B_2(γ) violate (G3). So F(1) ∩ E = ∅ and the lemma is proved. □
5.3.3. Examples. Below we have \( C = \{0\} \), \( D = \{1\} \), \( E = \{x\} \) of length \( n \) as in (4.3.8).

Again the subscript of the vectors below equals their \( w^* \)-value.

(i) \( q = 3 \) \( y = x^2 0 40 \) (These parameters are the same as in (4.3.8(iii)).)
\[ w = 12 \]
\[ r = 6 \] \( |W(y)| = 2 \) Suppose \( A(y) \cap D = \bigcup_{i=1}^{7} A_i \), where
\[ \delta = 6 \]
\[ s = 42 \]
\[ A_1 = \{d_1, d'_1, d_3, d'_3\} \]
\[ A_2 = \{d_2, d'_2\} \]
\[ A_3 = \{e_7, e'_7, e_9, e'_9\} \]
\[ A_4 = \{e_8, e'_8\} \]
\[ A_5 = \{f_0, f'_4\} \]
\[ A_6 = \{f_5, f'_11\} \]
\[ A_7 = \{f_6, f'_10\} \]

Here \( d_1, d'_1, e_7, e'_7 \) are as in (4.3.8(iii)) and the other vectors are given by:
\[ f_0 : x^2 1 36 0 4 \]
\[ f_5 : x^2 1 5 0 35 \]
\[ f_6 : x^2 1 6 0 34 \]
\[ f_4 : x^2 1 40 \]
\[ f'_11 : x^2 0 29 1 11 \]
\[ f'_10 : x^2 1 10 0 30 \]

Note that (by (G2) and (G3)) \( G(y) \) must be the union of some of the \( A_i \). Of these only \( A_7 \) can be included by (G1). So with this choice we have \( G(y) \subseteq \{\emptyset, \{f'_6, f'_10\}\} \).

(ii) Now suppose that \( A(y) \cap D \) consists of the following vectors: (parameters as above)
\[ d_1 : x^2 1 1 0 37 0 2 \]
\[ d'_1 : x^2 0 1 37 0 2 \]
\[ d'_2 : x^2 0 1 37 1 0 \]
\[ d'_3 : x^2 0 1 37 1 2 \]
\[ e_7 : x^2 1 7 0 31 0 2 \]
\[ e'_7 : x^2 0 7 1 31 0 2 \]
\[ e_8 : x^2 1 7 0 31 1 0 \]
\[ e'_8 : x^2 0 7 1 31 1 0 \]
\[ f_0 : x^2 1 5 0 40 \]
\[ f'_5 : x^2 1 5 0 35 \]
\[ f'_6 : x^2 1 6 0 34 \]
\[ f'_4 : x^2 1 4 0 36 \]
\[ f'_11 : x^2 1 11 0 29 \]
\[ f'_10 : x^2 1 10 0 30 \]

Now we may take \( G(y) = \{d'_2, d'_3, e_8, e'_8, f_0, f'_4, f'_5, f'_6, f'_10, f'_11\} \), while none of the remaining 8 vectors can be included.

(iii) If, in (i), we define \( y' = y^* 40 \) \( x^2 \) we see that \( G(y') = \emptyset \) whatever \( A(y') \cap D \) may be.
5.4. We need more to prove the failing property.

In this section we show that (56)(iv) is satisfied if we make special requirements on the code \(D\). These requirements, which are given in (5.4.4), do not affect the size but only the structure of \(D\). We shall need two more lemmas.

5.4.1. **Lemma.** Let all definitions be as in (5.3.1). Moreover, assume that \((C,D)\) is optimal w.r.t. \((D \cup E)^S\). Then we have for all \(y \in (D^{(0)} \cup E)^S\) s.t. \(|W(y)| \leq \delta - 2\):

(i) If \(k \in B_1(y) \cap \{ w^*(d) \mid d \in G(y) \}\) there is exactly one vector \(d \in \psi(G(y))\) such that \(w^*(d) = k\).

(ii) If \(k \in B_2(y) \cap \{ w^*(d) \mid d \in G(y) \}\) there are exactly two vectors \(d, d' \in \psi(G(y))\) such that \(w^*(d) = w^*(d') = k\).

**Proof.** Fix \(y \in (D^{(0)} \cup E)^S\) such that \(|W(y)| \leq \delta - 2\). Define the mapping \(\chi\) on \(\{0, 1, \ldots, w - 1\}\) by:

\[
\chi(k) := (s - |W(y)| - k) \mod w .
\]

Note that

(a) \(\chi(w^*(d)) = w^*(\psi(d))\) for \(d \in A(y)\)

(b) \(\chi(k) = \chi(\ell) \iff k = \ell\)

Now let \(k \in B_2(y) \cap \{ w^*(d) \mid d \in G(y) \}\). Since \((C,D)\) is optimal w.r.t. \((D \cup E)^S\) there are exactly two vectors \(e, e' \in A(y) \cap D\) s.t. \(w^*(e) = w^*(e') = k\). Moreover, from (G3) we have that \(e, e' \in G(y)\). Now (a) and (b) imply that there are exactly two vectors \(\psi(e), \psi(e') \in \psi(G(y))\) s.t. \(\chi(k) = w^*(\psi(e)) = w^*(\psi(e'))\). Now note that \((C, F^{(1)})\) is u.d. by (5.3.2). Hence it follows from the above that

(c) \(\chi(k) \in B_2(y) \cap \{ w^*(d) \mid d \in \psi(G(y)) \} = B_2(y) \cap \{ w^*(d) \mid d \in G(y)\}\).
But (b) and (c) imply (using a simple counting argument) that also
\[ \chi^+(k) \in B_2(\gamma) \cap \{ w^*(d) \mid d \in G(\gamma) \} . \] Hence we can find exactly two vectors
\[ f, f' \in G(\gamma) \] such that \[ w^*(f) = w^*(f') = \chi^+(k) . \] Now with \( d := \psi(f) , \) and \( d' := \psi(f') \)
we have exactly two vectors \( d, d' \in \psi(G(\gamma)) \) for which \( w^*(d) = w^*(d') = \chi(\chi^+(k)) = k . \) This proves (ii).

In a similar way we may obtain (i). However, this also follows immediately from (G2), the fact that \((C,F(1))\) is u.d., and (4.3.5).

We shall need the following definition.

5.4.2. Definition. For any \( d, d' \in (D \cup E)^s \) let \( V_{ij}(d,d') \) be defined by
\[
V_{ij}(d,d') := \{ k \in \{1,2,\ldots,s\} \mid d_k \in D(i) \wedge d'_k \in D(j) \} , \quad i, j = 0, 1 .
\]

5.4.3. Lemma. Let all definitions be as in (5.3.1) and \( V_{ij}(d,d') \) as above. Fix \( \gamma \in (D^{(0)} \cup E)^s \) and assume that the vectors \( e, e', f, f' \in A(\gamma) \) satisfy

(i) \[ w^*(e) = w^*(e') = w^*(f) = w^*(f') \]

(ii) \((C,\{e,f\})\) is u.d. and \((C,\{e',f'\})\) is u.d.

(iii) \( V_{10}(e,f) = V_{10}(e',f') \) and \( V_{01}(e,f) = V_{01}(e',f') \).

Then \((C,\{e,f\})\) is u.d.

Proof. W.l.o.g. we may assume that \( W(\gamma) = \{ s - |W(\gamma)| + 1, s - |W(\gamma)| + 2, \ldots, s \} \).

For any \( d = (d_1, \ldots, d_s) \in W(\gamma) \) define \( q = \zeta(d) \) of length \( s - |W(\gamma)| \) by:

- \( q_i := 0 \) if \( d_i \in D^{(0)} \), \( q_i := 1 \) if \( d_i \in D^{(1)} \).

Then we have, w.l.o.g.,

\[
\begin{align*}
\zeta(e) &= 0-0-0,1-1-1,1-1-1,1-1-1,0-0-0-0,0-0-0 \quad a_{10} = a_{10}(e,f) \\
\zeta(f) &= 1-1-1,0-0-0,1-1-1,1-1-1,0-0-0-0 \quad a_{01} = a_{01}(e,f) \\
\zeta(e') &= 0-0-0,1-1-1,1-1-1,0-0-0,1-1-0-0 \quad a_{01} \quad a_{10} = a_{10}(e,f) \\
\zeta(f') &= 1-1,0-0-0,1-1-0-0,1-1-1-1,0-0-0 \quad a_{01} \quad a_{10} \quad a \quad b \quad c \quad d
\end{align*}
\]
We shall abbreviate \( n(e,f) \) to \( a \) and similar for \( \beta(e,f) \) and \( \gamma(e,f) \).

It follows from the above that

\[
\begin{align*}
   a_{10}(e,f') &= a_{10}(e,f) + b = \alpha w + \gamma + b, \\
   a_{01}(e,f') &= a_{01}(e,f) + c = \beta w + \gamma + c.
\end{align*}
\]

Since \( \{e,f\} \) is not inadmissible we have either \( a + \beta = q, \gamma \neq 0 \) (*)
or \( a + \beta = q - 1, \gamma > r \) (**). (cf. (4.3.1).)

From the above, if (*) is the case, it is trivial that the vectors \( e \) and \( f' \)
satisfy (75)(c).

Now consider (**). It is clear that \( b + c \leq (qw + r) - (\alpha + \beta)w - 2\gamma \). That is,
\( b + c \leq w + r - 2\gamma < w \).

Since (i) implies \( b = c \mod w \) it follows that \( b = c \leq \frac{w + r}{2} - \gamma \).

Hence we obtain

\[
\begin{align*}
   a_{10}(e,f') &= \alpha w + \gamma', \quad \gamma' = \gamma - \frac{w + r}{2} < w, \\
   a_{01}(e,f') &= \beta w + \gamma',
\end{align*}
\]

So these numbers satisfy (75)(b). Hence \( \{e,f\} \) is not inadmissible.

Below we introduce the notion of a "normalized" codepair \((C,D)\). It shall be
shown afterwards that, with the definitions from (5.3.1), a normalized pair \((C,D)\)
yields a codepair for which all properties in (56) are satisfied. However, though
the requirements below are sufficient for this, the reader should realize that
they are not necessary.

5.4.4 Definition. Let \((C,D)\) be a codepair as described in Theorem (4.4.1). We
call \((C,D)\) normalized if for all \( \gamma \in (D(0) \cup E)^s \) such that \( |W(\gamma)| \leq \delta - 2 \),
\( B_2(\gamma) = V_1(\gamma) \cup V_2(\gamma) \) as in (4.3.4), the following holds for each pair of vectors
\[ d, d' \in A(y) \cap D \quad \text{s.t.} \quad w^*(d) = w^*(d') \in B_2(y) : \]

(i) \[
\{ a_{10}(d, d'), a_{01}(d, d') \} = \{ b_{10}(y), b_{01}(y) \} \quad \text{if} \quad w^*(d) \in V_1(y)
\]
(ii) \[
\{ a_{10}(d, d'), a_{01}(d, d') \} = \{ c_{10}(y), c_{01}(y) \} \quad \text{if} \quad w^*(d) \in V_2(y)
\]

where \( b_{ij}(y), c_{ij}(y) \) are the numbers from (4.3.6), and

(ii) The set \( \{ V_{10}(d, d'), V_{01}(d, d') \} \) is uniquely determined by the value of \( t \) such that \( w^*(d) \in V_t(y) \), \( t \in \{1, 2\} \).

5.4.5. Remark. Note that (i) can easily be satisfied by constructing \( D \) according to (4.3.6). Moreover, (i) implies that we can actually construct \( D \) in such a way that (ii) holds.

5.4.6. Example. Let us examine how we should construct \( A(y) \cap D \) in the example from (5.3.3).

We may for \( f_i \) (\( i \in \{0, 4, 5, 6, 10, 11\} \)) take any vector such that \( w^*(f_i) = i \).

Though for instance \( d_1 : x^2 | 0^2 | 1^{13} | 0^{25} \) and \( d_1' : x^2 | 0^2 | 1^{13} | 1^{25} \) would do in \( A(y) \cap D \) as a pair for which \( w^*(d_1) = w^*(d_1') = 1 \), they cannot be included in \( D \) if \( (C, D) \) is normalized since this choice violates (5.4.4(i)).

Moreover, we cannot include \( d_1, d_1' \) as in (5.3.3(i)) and \( d_2, d_2' \) as in (5.3.3(ii)) simultaneously, for this would violate (5.4.4(ii)).

However, we may for instance make any of the four choices obtained by taking all \( d_i, d_i' \) either as in (5.3.3(i)) or as in (5.3.3(ii)), and all \( e_i, e_i' \) either as in (5.3.3(i)) or as in (5.3.3(ii)).

Now we state the main result of this section.
5.4.7. Theorem. Let all definitions be as in (5.3.1). Let \((C, D)\) be u.d. and optimal w.r.t. \((D \cup E)^a\) and assume that \((C, D)\) is normalized. Moreover let there be a \(y \in (D(0) \cup E)^g\) such that \(G(y) \neq \emptyset\). Then the system \((C, F \cup E)\) satisfies (56).

Proof. From (5.3.2) the only property left to prove is (56)(v). Note that

\[
V_{10}(d, d') = V_{10}(\psi(d'), \psi(d)) \quad \text{and} \quad V_{01}(d, d') = V_{01}(\psi(d'), \psi(d))
\]

(cf. (104)(c)). We shall first show

\[
\forall f \in F(0) \exists \xi \in F(1) \left[ \exists \xi, \xi' \in C : \xi + \xi = \xi' + \xi' \right].
\]

First fix \(\xi \in G(y)\) with \(|W(y)| > \delta - 2\). Assume that \(\xi + \xi = \xi' + \xi'\) for some \(\xi' \in F(1), \xi, \xi' \in C\). From (3.3.3) it is clear that \(\xi' \in \psi(G(y))\). Note that (G2) implies that \(w^*(\xi) = w^*(\xi')\) for some \(\xi \in \psi(G(y))\). Moreover (4.3.2(ii)) and the fact that \((C, F(1))\) is u.d. show that this \(\xi\) is unique. It follows from (4.2.3) that we must have \(\xi' = \xi\). Indeed \(\xi + \xi = \xi + \xi\) for some \(\xi, \xi' \in C\).

Next, assume \(\xi \in G(y)\) with \(|W(y)| \leq \delta - 2\) such that \(w^*(\xi) \in B_1(y)\). Proceeding like above, using (5.4.1(i)) and (4.3.5), we find the unique \(\xi' \in F(1)\) such that \(\xi + \xi = \xi' + \xi'\) for some \(\xi, \xi' \in C\).

Finally let \(\xi \in G(y), |W(y)| \leq \delta - 2, w^*(\xi) \in B_2(y)\). From (G3) we see that we can find some \(\xi \in G(y), \xi \neq \xi\), such that \(w^*(\xi) = w^*(\xi')\). It follows from (5.4.1(ii)) that there are exactly two different vectors \(\xi, \xi' \in \psi(G(y))\) s.t. \(w^*(\xi') = w^*(\xi') = w^*(\xi)\). As above, these are the only candidates for a vector \(d \in F(1)\) s.t. \(\exists \xi, \xi' \in C : \xi + \xi = \xi' + d\).

Now find \(\xi'', \xi'' \in G(y)\) such that \(\xi = \psi(\xi'')\) and \(\xi = \psi(\xi'')\). Since \(\xi, \xi, \xi'', \xi'' \in D\) it follows from (5.4.4(i)) that
either \( \{a_{10}(e, f), a_{01}(e, f)\} = \{b_{10}(y), b_{01}(y)\} \) (a)
or \( \{a_{10}(e, f), a_{01}(e, f)\} = \{c_{10}(y), c_{01}(y)\} \) (b)
and

either \( \{a_{10}(e'', f''), a_{01}(e'', f'')\} = \{b_{10}(y), b_{01}(y)\} \) (c)
or \( \{a_{10}(e'', f''), a_{01}(e'', f'')\} = \{c_{10}(y), c_{01}(y)\} \) (d)

From (106) we have

\[
V_{10}(e'', f'') = V_{10}(e', e') \quad \text{and} \quad V_{01}(e'', f'') = V_{01}(e', e').
\]

Hence (109) holds for \((e', f')\) as well, and since \(w^*(e) = w^*(f) = w^*(e') = w^*(f')\)
we see from (4.3.6(iii)) that in (108), (109) we have either (a) and (c) or (b) and (d).
Hence, again from (4.3.6(iii)) we find that either
\[\{w^*(e), w^*(e'')\} \subseteq V_1(y) \quad \text{or} \quad \{w^*(e), w^*(e'')\} \subseteq V_2(y)\].
So from (5.4.4(ii)) we have
\[
\{V_{10}(e, f), V_{01}(e, f)\} = \{V_{10}(e'', f''), V_{01}(e'', f'')\}.
\]
Hence, using (110) we may assume w.l.o.g. that

\[
V_{10}(e, f) = V_{10}(e', f') \quad \text{and} \quad V_{01}(e, f) = V_{01}(e', f') .
\]

So we have (5.4.3(i), (iii)), and since \(\{e, f\} \subseteq F^{(0)}\) and \(\{e', f'\} \subseteq F^{(1)}\) also
(5.4.3(ii)) is satisfied. Now application of that Lemma shows that \((C, \{e, f\})\) and \((C, \{e', f'\})\) are u.d. Since \((C, \{e, f\})\) is u.d. as well it follows from
(4.3.2(i)) (for the triple \(\{e, f, f'\}\)) that \(\exists c, c' \in C : c + f = c' + f'\).

As mentioned before, \(e'\) and \(f'\) are the only candidates for a vector \(d \in F^{(1)}\)
s.t. \((C, \{f, d\})\) is not u.d. So the above shows that \(f'\) is the unique vector
with this property.

This proves (107). The only proposition left to prove is
The proof of (111) is omitted, since it can be obtained from that of (107) by interchanging $F(0)$ and $F(1)$ resp. $G(y)$ and $\psi(G(y))$ and adapting of some details.

(In the case that $e, f \in \psi(G(y))$, $w^*(e) = w^*(f)$ choose $e', f', e'', f'' \in G(y)$ such that $w^*(e') = w^*(f') = w^*(e) = w^*(f)$, $\psi(e') = e$, $\psi(f'') = f$ and proceed like above, interchanging $e$ and $e'$ resp. $f$ and $f'$.)

5.4.8. Remark. As Theorems (3.4.7) and (4.4.1) we can generalize Theorem (5.4.7) according to (3.4.8(iii)). We will not present the generalization, which is straightforward, but only that of the more specified analogue of (5.4.7) in §5.6.

5.5. Explicit construction of $(C, F \cup E)$.

In this section we describe explicit constructions for

(i) a code $D$ such that $(C, D)$ is normalized, and

(ii) a set $G(y)$ satisfying $(G1), (G2), (G3)$ for each $y \in (D(0) \cup E)^S$.

With the definitions from (5.3.1) we then have an explicit construction for $(C, F \cup E)$ satisfying (56).

A look at the expression for $|D|$ in Theorem (4.4.1) shows that it is desirable to choose $x$ as large as possible— that is, in our case, to choose $|F(0)|$ as large as possible. Below we construct a code $D$ which is a good choice from this point of view—that is, $|G(y)|$ can be taken relatively large.

5.5.1. Lemma. Let all definitions be as in (5.3.1). Then there exists a code $D$ s.t. $(C, D)$ is uniquely decodable, optimal with respect to $(D \cup E)^S$ and normalized s.t.
for each \( \gamma \in (D(0) \cup E)^g \) with \( s \notin W(\gamma) \) (that is, \( \gamma_s \in D(0) \)) the following holds:

(i) If \( d \in A(\gamma) \cap D, \ |W(\gamma)| > \delta - 2 \) and \( w^*(d) < s - |W(\gamma)| \) then \( d_s \in D(0) \).

(ii) If \( d \in A(\gamma) \cap D, \ |W(\gamma)| \leq \delta - 2 \) and \( w^*(d) \in B_1(\gamma) \) then \( d_s \in D(0) \).

(iii) If \( d, d' \in A(\gamma) \cap D, \ |W(\gamma)| \leq \delta - 2, \ w^*(d) = w^*(d') \in B_2(\gamma) \) and \( a_{00}(d, d') > 0 \) then \( d_s \in D(0) \) and \( d'_s \in D(0) \).

**Proof.** Fix \( \gamma \in (D(0) \cup E)^g \). We construct \( A(\gamma) \cap D \) explicitly. Let \( \pi(1) < \pi(2) < \ldots < \pi(s - |W(\gamma)|) \) denote the indices which are not in \( W(\gamma) \).

(A) If \( |W(\gamma)| > \delta - 2 \) let \( A(\gamma) \cap D := \{ d(k) \mid 0 \leq k \leq \min \{ w - 1, s - |W(\gamma)| \} \} \), where \( d(k) = (d(k), \ldots, d(k)) \) is defined by

\[
d(k) \in A(\gamma), \quad d(k) \in D(1) \quad \text{for} \quad i \leq k, \quad d(k) \in D(0) \quad \text{for} \quad k < i \leq s - |W(\gamma)|.
\]

(B) If \( |W(\gamma)| \leq \delta - 2 \) let

\[
A(\gamma) \cap D := \{ d(k) \mid k \in B_1(\gamma) \} \cup \{ e(k) \mid k \in V_1(\gamma) \} \cup \{ f(k) \mid k \in V_1(\gamma) \}
\]

\[
\cup \{ u(k) \mid k \in V_2(\gamma) \} \cup \{ v(k) \mid k \in V_2(\gamma) \}
\]

where \( d(k) \) is as in (A) and \( e(k), f(k), u(k), v(k) \) are defined by \( e(k), f(k), u(k), v(k) \) are all in \( A(\gamma) \) and, with the numbers from (4.3.6):

\[
\begin{align*}
(e(k), f(k)) \in & \quad D(1) \times D(0) \quad \text{for} \quad 1 \leq i \leq b_{10}(\gamma) \\
D(0) \times D(1) \quad \text{for} \quad b_{10}(\gamma) < i \leq b_{10}(\gamma) + b_{01}(\gamma) \\
D(1) \times D(1) \quad \text{for} \quad b_{10}(\gamma) + b_{01}(\gamma) < i \leq b_{10}(\gamma) + b_{01}(\gamma) + b_{11}(k, \gamma)
\end{align*}
\]

\[
D(0) \times D(0) \quad \text{for} \quad b_{10}(\gamma) + b_{01}(\gamma) + b_{11}(k, \gamma) < i \leq s - |W(\gamma)|
\]

\( (u(k), v(k)) \) is defined in the same way where \( b_{ij}(\gamma) \) and \( b_{ij}(k, \gamma) \) should be...
replaced by $c_{ij}(y), c_{ii}(k,y)$ respectively.

From (4.3.6) and (5.4.4) it is immediately clear that $(C,D)$ is u.d.,optimal w.r.t. $(D \cup E)^S$ and normalized. Now note that $s \notin W(y)$ implies $\pi(s - |W(y)|) = s$.

So (iii) is trivial. Moreover, (i) and (ii) follow immediately from the fact that, for all $k$, $w^*(d(k)) = k$. (Note that $w^*(d) < s - |W(y)|$ for $d \in A(y)$ in case (ii).)

5.5.2. Example. In (5.3.3(ii)) we have constructed $A(y) \cap D$ as above.

The next step is to define the sets $G(y)$ and to prove that (G1),(G2),(G3) are satisfied.

5.5.3. Definition. Let $D$ be a code as described in (5.5.1). For any $y \in (D \cup E)^S$ such that $s \in W(y)$ define $G(y) := \emptyset$, and for any $y$ such that $s \notin W(y)$ define $G(y)$ as follows:

$$\begin{align*}
(i) & \quad G(y) := \{ d \in A(y) \cap D \mid 0 < w^*(d) < s - |W(y)| \} \text{ if } |W(y)| > s - w, \\
(ii) & \quad G(y) := A(y) \cap D \text{ if } s - 2 < |W(y)| \leq s - w, \\
(iii) & \quad G(y) := \{ d \in A(y) \cap D \mid w^*(d) \in B(y) \} \cup \\
& \quad \{ d \in A(y) \cap D \mid 1 < w^*(d) < r - 1 - |W(y)| \} \cup \\
& \quad \{ d \in A(y) \cap D \mid r + 1 < w^*(d) < w - 1 - |W(y)| \} \text{ otherwise }.
\end{align*}$$

5.5.4. Lemma. Let all definitions be as in (5.3.1) where $D$ is a code as in (5.5.1).

Let the sets $G(y)$ be as above. Then these sets satisfy (G1),(G2) and (G3).

Proof. If $s \in W(y)$ the result is trivial since $G(y) = \emptyset$. Assume that $s \notin W(y)$.

First consider the case $|W(y)| > s - w$.

(G1) is immediate from (5.5.1(i)) and (G3) is empty. Since in this case
\[ w^*(\psi(d)) = s - |W(y)| - w^*(d) \]  
we have  
\[ \{w^*(d) \mid d \in G(y)\} = \{i \mid 0 < i < s - |W(y)|\} \]
\[ = \{s - |W(y)| - i \mid 0 < i < s - |W(y)|\} = \{w^*(e) \mid e \in \psi(G(y))\} \] . This is (G2).

Now consider the case that \( \delta - 2 < |W(y)| \leq s - w \). Note that \( |W(y)| \leq s - w \) implies \( w^*(d) < s - |W(y)| \) for \( d \in A(y) \). This and (5.5.1(i)) prove (G1). Again, (G3) is empty. Now note that, in this case, \( w^*(\psi(d)) = (s - |W(y)| - w^*(d)) \mod w \). Hence
\[ \{w^*(d) \mid d \in G(y)\} = \{i \mid 0 \leq i \leq w\} = \{(s - |W(y)| - i) \mod w \mid 0 \leq i \leq w\} = \{w^*(d) \mid d \in \psi(G(y))\} \] . This is (G2).

Finally consider the case that \( |W(y)| \leq \delta - 2 \).

From (5.5.1(ii)) we have that \( w^*(d) \in B_1(y) \Rightarrow d_s \in D(0) \). Moreover, (5.5.1(iii)) and (4.3.6(iv)) imply that if \( d \in G(y), w^*(d) \in B_2(y) \) we have \( d_s \in D(0) \). This proves (G1). Now (G3) is immediate from the definition of \( G(y) \).

Note again that \( w^*(\psi(d)) = (s - |W(y)| - w^*(d)) \mod w \), and that
\[ B_1(y) = \{(s - |W(y)| - i) \mod w \mid i \in B_1(y)\} \]
\[ \{i \mid 1 < i < r - 1 - |W(y)|\} = \{(s - |W(y)| - i) \mod w \mid 1 < i < r - 1 - |W(y)|\} \]
\[ \{i \mid r + 1 < i < s - |W(y)|\} = \{(s - |W(y)| - i) \mod w \mid r + 1 < i < s - |W(y)|\} \],
which are easy to check. Since the union of the left hand sides above equals \( \{w^*(d) \mid d \in G(y)\} \) and the union of the right hand sides equals \( \{w^*(d) \mid d \in \psi(G(y))\} \) we have (G2) and the lemma is proved.

5.5.5. Example. In (5.3.3(ii)) we have not only constructed \( D \) as in (5.5.1) (as mentioned before in (5.5.2)) but we have also chosen \( G(y) = G(y) \) according to (5.5.3).

5.6. Explicit expressions for \( |C^{(i)}|, |F^{(i)}| \) and \( |E| \).

Below we enumerate the sizes of the codes \( C^{(i)}, F^{(i)} \) and \( E \) as constructed in
the preceding sections. The sizes of $C^{(i)}$ and $F^{(0)} \cup E$ are already known. The only work left is the calculation of $|F^{(0)}| = \sum_{\gamma \in (D^{(0)} \cup E)^s} |G(\gamma)|$. The following lemma gives an explicit expression for $|G(\gamma)|$. Finally, in (5.6.2) we state the entire result of this Chapter.

5.6.1. Lemma. Let $G(\gamma)$ be constructed as in (5.5.3) for all $\gamma \in (D^{(0)} \cup E)^s$. Then the size of $G(\gamma)$ is as follows:

\begin{align}
(113) & \quad (i) \text{ If } s \in W(\gamma) : |G(\gamma)| = 0 . \\
& \quad (ii) \text{ If } s \notin W(\gamma) : \\
& \quad \quad (a) |G(\gamma)| = s - |W(\gamma)| - 1 \text{ if } s - w < |W(\gamma)| , \\
& \quad \quad (b) |G(\gamma)| = w \text{ if } \delta - 2 < |W(\gamma)| \leq s - w , \\
& \quad \quad (c) |G(\gamma)| = \max \{ w - \delta + 1 + |W(\gamma)|, w + \delta - 5 - |W(\gamma)| \} \\
& \quad \quad \quad \text{ if } w - \delta - 2 < |W(\gamma)| \leq \delta - 2 , \\
& \quad \quad (d) |G(\gamma)| = 2\cdot\max \{ 1 + |W(\gamma)|, \delta - 2, w - 5 - |W(\gamma)| \} \\
& \quad \quad \quad \text{ if } |W(\gamma)| \leq w - \delta - 2 .
\end{align}

Proof. The cases (i), (ii)(a) and (ii)(b) are immediate from (5.5.3). Note that it follows from (5.5.3(iii)) that

$$|G(\gamma)| = |B_1(\gamma)| + 2\cdot\max \{ |V_1(\gamma)| - 2, 0 \} + 2\cdot\max \{ |V_2(\gamma)| - 2, 0 \} .$$

From this we obtain equations (ii)(c),(d) by a straightforward calculation.

5.6.2. Theorem. Let $n \in \mathbb{N}$ and let $C, D$ and $E$ be binary codes of length $n$ s.t. there are partitions $C = C^{(0)} \cup C^{(1)}$, $D = D^{(0)} \cup D^{(1)}$ satisfying

\begin{align}
(56) & \quad (i) \quad (C, D^{(i)} \cup E) \text{ is uniquely decodable for } i = 0, 1 .
\end{align}
(ii) \((C^{(i)}, D \cup E)\) is uniquely decodable for \(i = 0, 1\) .

(iii) \((C^{(0)}, D^{(0)}) \perp (C^{(1)}, D^{(1)})\).

(iv) There is a bijective mapping \(\phi : D^{(0)} \rightarrow D^{(1)}\) such that
\[
\forall d \in D^{(0)} \forall d' \in D^{(1)} \left[ (\exists c, c' \in C : c + d = c' + d') \Rightarrow d' = \phi(d) \right].
\]

(v) \(D \cap E = \emptyset, C^{(0)} \neq \emptyset, C^{(1)} \neq \emptyset, D^{(0)} \neq \emptyset\).

Let \(q, w, r \in \mathbb{N}\) s.t. \(0 \leq r < w, w \geq 2, q \geq 2\) and define \(s := qw + r, N := sn\); let \(x := |D^{(0)}| / |D^{(0)} \cup E|, y := |C^{(0)}| / |C|\) and \(\delta := \max\{r, w-r\}\). Then

(i) \(C\) is a code of length \(N\) and
\[
|C^{(0)}| = |C|^s \cdot \sum_{k=0}^{q} \binom{s-1}{kw} y^{s-kw} (1-y)^{kw},
\]

\[
|C^{(1)}| = |C|^s \cdot \sum_{k=1}^{q} \binom{s-1}{kw-1} y^{s-kw} (1-y)^{kw}.
\]

(ii) There are codes \(F = F^{(0)} \cup F^{(1)} \cup E\) of length \(N\) such that \(C, F\) and \(E\) satisfy the above properties \((56)(i) \perp (v)\), where \(C, F\) and \(E\) take the place of \(C, D\) and \(E\) respectively. Moreover, \((C, F \cup E)\) is optimal w.r.t. \((D \cup E)^s\) and

\[
|F^{(0)}| + |E| = |D^{(0)} \cup E|^s \cdot \left( w - \sum_{i=0}^{w-2} \binom{s}{i} (w-i-1) x^i (1-x)^{s-i} + \sum_{i=0}^{w-2-\delta} \binom{s}{i} (w-2i-2) x^i (1-x)^i + \sum_{i=w-\delta-1}^{\delta-2} \binom{s}{i} (w-1-i) x^i (1-x)^i \right).
\]
\begin{align}
|F(0)| &= |F(1)| = |D(0) \cup E_1^s| \cdot \left( x^w - \sum_{i=1}^{w-1} (s^i)(w-i+1)x^i (1-x)^{s-i} + \right. \\
&\quad \left. \sum_{i=0}^{w-2} (s^i). \max \{2+2i-w,2\delta-4-w,w-2i-10\} \cdot x^{s-i} (1-x)^i + \right. \\
&\quad \left. \sum_{i=w-\delta-1}^{\delta-2} (s^i). \max \{i+1-\delta,\delta-i-5\} \cdot x^{s-i} (1-x)^i \} ight) .
\end{align}

\textbf{Proof.} Application of Theorems (4.4.1), (5.4.7) and Lemmas (5.5.1), (5.5.4) and (5.6.1). The size of $F(0) \cup E$ equals the expression for $|D|$ in (4.4.1) which follows immediately from the definitions in (5.3.1). The sizes of $C(i)$ and $F(i)$ are found by straightforward calculation. Note that

\begin{align}
|F(0)| &= \sum_{\gamma \in (D(0) \cup E)^s} |G(\gamma)| = \sum_{\gamma \in (D(0) \cup E)^{s-1} \times D(0)} |G(\gamma)| = \\
&= |D(0) \cup E|^{s-1} \cdot |D(0)| \cdot w + \sum_{\gamma \in (D(0) \cup E)^{s-1} \times D(0)} (|G(\gamma)| - w) .
\end{align}

5.6.3. Remark. As in (4.4.1) we do have an explicit construction from Chapters 4 and 5 though the Theorem only states the existence of $F$ and $E$.

A generalization of the preceding Theorem according to (3.4.8(iii)) leads to

5.6.4. Theorem. Let $q, w, r \in \mathbb{N}$ such that $0 \leq r < w, q \geq 2, w \geq 2$. Let $s := qw + r$.

For $i = 1, 2, \ldots, s$ let $n_i \in \mathbb{N}$ and let $C_i, D_i, E_i$ be binary codes of length $n_i$ satisfying (56). Define $\mathcal{N} := \sum_{i=1}^s n_i$. Let $Z := \{z \in \mathbb{F}_2^s \mid w_H(z) = 0 \mod w \}$, $C = C(0) \cup C(1)$ where

\[ C(j) := \{(c_1, \ldots, c_s) \in \prod_{i=1}^s C_i \mid \exists z \in Z \mid z_s = j \forall i : c_i \in C_{i}(z_s) \) , j=0,1. \]
Let $x_i := |D_i^{(0)}|/|D_i| \cup E_i |$, $y_i := |C_i^{(0)}|/|C_i|$, $\delta := \max(r, w-r)$. Then

(i) $C$ is a code of length $N$ and

\[
|C^{(0)}| = \sum_{i=1}^{s} |C_i| \sum_{k=0}^{q} \left( \sum_{1 \leq i_1 < \ldots < i_{kw} \leq s} \prod_{i \in \{i_1, \ldots, i_{kw}\}} y_i \prod_{i \in \{i_1, \ldots, i_{kw}\}} (1-y_i) \right)
\]

(ii) There exist codes $F = F^{(0)} \cup F^{(1)}$, $E$ of length $N$ as described in (5.3.1) where $|F^{(0)} \cup E|$ equals the size of $D$ given in (4.4.3) and

\[
|F^{(0)}| = |F^{(1)}| = \sum_{i=1}^{s} |D_i^{(0)}| \cup E_i |.(x_w - T_1 + T_2 + T_3)
\]

Here terms with $k < 0$ vanish. The proof is omitted.

Results are presented in Chapter 6.

6.1. Ratepairs obtained from the constructions in Chapters 2, 4 and 5.

In this section we give a survey of the results obtained from (4.4.3) with or without the use of (5.6.4).

In table 12 we list the results obtained from (4.4.3) by making use of the following systems of basic codes:

\[ C_i^{(0)} = D_i^{(0)} = \{0\}; C_i^{(1)} = D_i^{(1)} = \{1\}; E = \mathbb{Z}_2^n \setminus \{0, 1\} \text{ of length } n_i. \]

Here we shall choose \( n_i = m_j \) for \( 1 \leq i \leq s_1 \), \( (s_1 < s) \)

\[ n_i = m_2 \text{ for } s_1 < i \leq s. \] Let \( s_2 := s - s_1 \).

The parameters \( q, w, r, s_1, s_2, m_1, m_2 \) and the codelength \( N = s_1 m_1 + s_2 m_2 \) are listed in the table. The first column gives a label to which we shall refer in §6.2. The last three columns give the ratepair belonging to the codepair.

We note that the codes in table 12 are found by a computer search of which the best results are selected. "Best" should be understood in the sense that only those ratepairs are listed which are on the border of the convex hull of the set of all enumerated ratepairs.

Finally we note that the codes marked with * are from van Tilborg ([8]). These are the only ones for which \( s_1 < s \). This choice was made as a result of maximum rate analysis in [8].
<table>
<thead>
<tr>
<th>nr.</th>
<th>q</th>
<th>w</th>
<th>r</th>
<th>s₁</th>
<th>m₁</th>
<th>s₂</th>
<th>m₂</th>
<th>N</th>
<th>R₁</th>
<th>R₂</th>
<th>R₁ + R₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>1</td>
<td>100</td>
<td>0.10000</td>
<td>0.99999</td>
<td>1.09999 *</td>
</tr>
<tr>
<td>a2</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>1</td>
<td>98</td>
<td>0.11111</td>
<td>0.99998</td>
<td>1.11109 *</td>
</tr>
<tr>
<td>a3</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>84</td>
<td>0.12500</td>
<td>0.99992</td>
<td>1.12492 *</td>
</tr>
<tr>
<td>a4</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>49</td>
<td>0.14286</td>
<td>0.99968</td>
<td>1.14254 *</td>
</tr>
<tr>
<td>a5</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>5</td>
<td>0</td>
<td>60</td>
<td>0.17360</td>
<td>0.99860</td>
<td>1.17219</td>
</tr>
<tr>
<td>a6</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>13</td>
<td>13</td>
<td>5</td>
<td>0</td>
<td>65</td>
<td>0.17562</td>
<td>0.99848</td>
<td>1.17410</td>
</tr>
<tr>
<td>a7</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>23</td>
<td>23</td>
<td>5</td>
<td>0</td>
<td>115</td>
<td>0.18622</td>
<td>0.99749</td>
<td>1.18370</td>
</tr>
<tr>
<td>a8</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>11</td>
<td>4</td>
<td>0</td>
<td>44</td>
<td>0.21399</td>
<td>0.99404</td>
<td>1.20803</td>
</tr>
<tr>
<td>a9</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>4</td>
<td>0</td>
<td>48</td>
<td>0.21699</td>
<td>0.99357</td>
<td>1.21056</td>
</tr>
<tr>
<td>a10</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>13</td>
<td>13</td>
<td>4</td>
<td>0</td>
<td>52</td>
<td>0.21952</td>
<td>0.99312</td>
<td>1.21264</td>
</tr>
<tr>
<td>a11</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>18</td>
<td>18</td>
<td>4</td>
<td>0</td>
<td>72</td>
<td>0.22799</td>
<td>0.99112</td>
<td>1.21910</td>
</tr>
<tr>
<td>a12</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>11</td>
<td>3</td>
<td>0</td>
<td>33</td>
<td>0.28533</td>
<td>0.97213</td>
<td>1.25746</td>
</tr>
<tr>
<td>a13</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>3</td>
<td>0</td>
<td>36</td>
<td>0.28933</td>
<td>0.97038</td>
<td>1.25971</td>
</tr>
<tr>
<td>a14</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>13</td>
<td>13</td>
<td>3</td>
<td>0</td>
<td>39</td>
<td>0.29270</td>
<td>0.96876</td>
<td>1.26145</td>
</tr>
<tr>
<td>a15</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>17</td>
<td>17</td>
<td>3</td>
<td>0</td>
<td>51</td>
<td>0.30226</td>
<td>0.96334</td>
<td>1.26559</td>
</tr>
<tr>
<td>a16</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td>19</td>
<td>19</td>
<td>3</td>
<td>0</td>
<td>57</td>
<td>0.30553</td>
<td>0.96115</td>
<td>1.26667</td>
</tr>
<tr>
<td>a17</td>
<td>2</td>
<td>7</td>
<td>0</td>
<td>14</td>
<td>14</td>
<td>2</td>
<td>0</td>
<td>28</td>
<td>0.41949</td>
<td>0.87994</td>
<td>1.29943</td>
</tr>
<tr>
<td>a18</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>16</td>
<td>16</td>
<td>2</td>
<td>0</td>
<td>32</td>
<td>0.42662</td>
<td>0.87442</td>
<td>1.30105</td>
</tr>
<tr>
<td>a19</td>
<td>2</td>
<td>9</td>
<td>0</td>
<td>18</td>
<td>18</td>
<td>2</td>
<td>0</td>
<td>36</td>
<td>0.43248</td>
<td>0.86959</td>
<td>1.30207</td>
</tr>
<tr>
<td>a20</td>
<td>2</td>
<td>10</td>
<td>0</td>
<td>20</td>
<td>20</td>
<td>2</td>
<td>0</td>
<td>40</td>
<td>0.43738</td>
<td>0.86533</td>
<td>1.30271</td>
</tr>
<tr>
<td>a21</td>
<td>2</td>
<td>11</td>
<td>0</td>
<td>22</td>
<td>22</td>
<td>2</td>
<td>0</td>
<td>44</td>
<td>0.44155</td>
<td>0.86156</td>
<td>1.30311</td>
</tr>
<tr>
<td>a22</td>
<td>2</td>
<td>12</td>
<td>0</td>
<td>24</td>
<td>24</td>
<td>2</td>
<td>0</td>
<td>48</td>
<td>0.44514</td>
<td>0.85820</td>
<td>1.30334</td>
</tr>
</tbody>
</table>

In Table 12 we list the results obtained from (4.4.1) by making use of the inner code system as described in (5.6.4). Here, for the construction of the inner code system \((C,F \cup E)\) we make use of the systems

\[
\begin{align*}
C^{(0)}_i &= D^{(0)}_i = \{0\} ; & C^{(1)}_i &= D^{(1)}_i = \{1\} ; & E &= F^{n_1}_2 \setminus \{0,1\} \text{ of length } n_1 .\end{align*}
\]

Here we choose \(n_1 = m\) if \(i < s\) and \(n_s = 2\).
We note that the choice $n > 2$ would result in a small value of the ratio $x = |F(0)| / |F(0) vE|$. This yields a bad rate pair.

The construction of the outer code pair is based on the inner code system and parameters $Q, W$ and $R$ which are listed in the table. The codelength $N$ equals $S_n = (QW + R)n$.

In the same sense as above only the best code pairs from a computer search are listed. As we shall see in the next section most of the codes from table 13 are actually the best codes known up to now. However, as a consequence of the huge code lengths the increase of the rates when compared with the rates in table 12 is relatively small. So, from a practical point of view, these codes are not very interesting.

<table>
<thead>
<tr>
<th>Inner code</th>
<th>Outer code</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>nr.</td>
<td>$q$</td>
<td>$w$</td>
<td>$r$</td>
<td>$m$</td>
<td>$x$</td>
</tr>
<tr>
<td>b1</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>5</td>
<td>0.079</td>
</tr>
<tr>
<td>b2</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>0.155</td>
</tr>
<tr>
<td>b3</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>0.168</td>
</tr>
<tr>
<td>b4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>0.228</td>
</tr>
<tr>
<td>b5</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0.240</td>
</tr>
<tr>
<td>b6</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0.288</td>
</tr>
<tr>
<td>b7</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>2</td>
<td>0.262</td>
</tr>
<tr>
<td>b8</td>
<td>2</td>
<td>7</td>
<td>0</td>
<td>2</td>
<td>0.268</td>
</tr>
<tr>
<td>b9</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>0.273</td>
</tr>
<tr>
<td>b10</td>
<td>2</td>
<td>10</td>
<td>0</td>
<td>2</td>
<td>0.281</td>
</tr>
<tr>
<td>b11</td>
<td>2</td>
<td>12</td>
<td>0</td>
<td>2</td>
<td>0.287</td>
</tr>
</tbody>
</table>

Table 13.
6.2. A survey of the best ratepairs obtained up to now in comparison with the best known earlier results.

In table 14 below we list the best known earlier results for which we refer to van Tilborg ([4] and [8]).

In table 15 the best known results up to now are listed. Again, "best known" means that these points lie on the border of the convex hull of the set of all obtainable ratepairs. With $\hat{a}_i$ or $\hat{b}_i$ we refer to the codes in the tables 12 and 13. The codepair marked with * is obtained by timesharing its neighbours and is, up to now, of all uniquely decodable codepairs for which $R_1 + R_2 \geq \frac{1}{2} \log 6$ the one with lowest $R_1$. This means that the corresponding ratepair is the point where our results meet the lower bound obtained from (0.4.1), as we see in fig. 11. The code marked with ** is the one obtained from (2.4.6(i)).

Fig. 11. is a diagram in which all points and bounds of interest are plotted.
<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_1 + R_2$</th>
<th>nr.</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_1 + R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10000</td>
<td>0.99999</td>
<td>1.09999</td>
<td>a1</td>
<td>0.10000</td>
<td>0.99999</td>
<td>1.09999</td>
</tr>
<tr>
<td>0.11111</td>
<td>0.99998</td>
<td>1.11109</td>
<td>a2</td>
<td>0.11111</td>
<td>0.99998</td>
<td>1.11109</td>
</tr>
<tr>
<td>0.12500</td>
<td>0.99992</td>
<td>1.12492</td>
<td>a3</td>
<td>0.12500</td>
<td>0.99992</td>
<td>1.12492</td>
</tr>
<tr>
<td>0.14286</td>
<td>0.99968</td>
<td>1.14254</td>
<td>a4</td>
<td>0.14286</td>
<td>0.99968</td>
<td>1.14254</td>
</tr>
<tr>
<td>0.16667</td>
<td>0.99876</td>
<td>1.16543</td>
<td>b1</td>
<td>0.17823</td>
<td>0.99844</td>
<td>1.17667</td>
</tr>
<tr>
<td>0.20000</td>
<td>0.99539</td>
<td>1.19539</td>
<td>a7</td>
<td>0.18622</td>
<td>0.99749</td>
<td>1.18370</td>
</tr>
<tr>
<td>0.22222</td>
<td>0.99196</td>
<td>1.21418</td>
<td>a8</td>
<td>0.21399</td>
<td>0.99404</td>
<td>1.20803</td>
</tr>
<tr>
<td>0.25000</td>
<td>0.98308</td>
<td>1.23308</td>
<td>b2</td>
<td>0.22317</td>
<td>0.99268</td>
<td>1.21585</td>
</tr>
<tr>
<td>0.28571</td>
<td>0.97061</td>
<td>1.25632</td>
<td>b3</td>
<td>0.26662</td>
<td>0.97899</td>
<td>1.24561</td>
</tr>
<tr>
<td>0.30000</td>
<td>0.96367</td>
<td>1.26367</td>
<td>b4</td>
<td>0.28796</td>
<td>0.97166</td>
<td>1.25962</td>
</tr>
<tr>
<td>0.33333</td>
<td>0.93839</td>
<td>1.27172</td>
<td>b5</td>
<td>0.29185</td>
<td>0.96981</td>
<td>1.26165</td>
</tr>
<tr>
<td>0.40000</td>
<td>0.88412</td>
<td>1.28412</td>
<td>b6</td>
<td>0.30695</td>
<td>0.96074</td>
<td>1.26769</td>
</tr>
<tr>
<td>0.42857</td>
<td>0.86085</td>
<td>1.28942</td>
<td>*</td>
<td>0.39043</td>
<td>0.90206</td>
<td>1.29248 = $\frac{1}{2}\log_6$</td>
</tr>
<tr>
<td>0.44444</td>
<td>0.84699</td>
<td>1.29143</td>
<td>b7</td>
<td>0.40224</td>
<td>0.89375</td>
<td>1.29599</td>
</tr>
<tr>
<td>0.51699</td>
<td>0.78138</td>
<td>1.29837</td>
<td>b8</td>
<td>0.41425</td>
<td>0.88527</td>
<td>1.29951</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b9</td>
<td>0.42204</td>
<td>0.87913</td>
<td>1.30116</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b10</td>
<td>0.43425</td>
<td>0.86873</td>
<td>1.30298</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b11</td>
<td>0.44310</td>
<td>0.86056</td>
<td>1.30366</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a22</td>
<td>0.44514</td>
<td>0.85820</td>
<td>1.30334</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b12</td>
<td>0.51214</td>
<td>0.79351</td>
<td>1.30565</td>
</tr>
</tbody>
</table>

**Table 14.**

Best known earlier results

**Table 15.**

Best known results up to now
Chapter 7. Summary of results.

Below we give a survey of the main issues in this report.

This report contributes to the knowledge of uniquely decodable codepairs for the two-access binary adder channel. This subject can be divided into the following components:

(a) The existence problem: For which pairs of information rates do there exist pairs of block codes which guarantee unmistakeable transmission for both users simultaneously?

(b) The construction problem: If the existence of such a codepair with specified ratepair is guaranteed, how should we construct these codes?

Neither of these problems has been solved yet. However, in this report we present interesting results concerning both of them.

Chapter 0 gives a description of the channel and the surrounding communication system. We simplify the model with some special assumptions. Moreover a survey of the most important known results is included.

Chapter 1 is concerned with the existence problem. We restrict ourselves to the following question: Let us fix any code \( C \). What is the maximum size of a code \( D \) of the same length if we want \( (C, D) \) to be uniquely decodable?

For any fixed code \( C \) of length \( n \) we show the following. We can define a set of pairs \( \{u, v\}, u, v \in F_2^n \) called inadmissible pairs such that \( (C, D) \) is uniquely decodable iff no inadmissible pairs occur in \( D \). The problem of finding a code \( D \) in which no inadmissible pair occurs is equivalent to the problem of finding a coclique in a graph. Using a Theorem concerning the size of a maximal coclique in a graph we obtain a lower bound on the maximal size of \( D \) such that \( (C, D) \) is
uniquely decodable. The main results are stated in (1.4.3), (1.5.6) and (1.6.4).

We note that these results are weaker than earlier bounds in the sense that the ratepairs obtained in this way fall below them. However, the results are stronger in the sense that in our case one of the two codes is known, cf. (1.4.9(iv)).

The remaining Chapters are concerned with the construction problem. (Note that the construction of a good codepair is also an existence proof!)

Chapter 2 describes an explicit construction method. This method makes use of certain codepairs which are "almost uniquely decodable" and of collections of uniquely decodable codepairs satisfying certain properties of orthogonality. By concatenating these codepairs in a particular way we obtain good (i.e. with high rates) uniquely decodable codepairs. For an explanation of the idea we refer to §2.2. The main results are stated in (2.3.2) and (2.4.1).

In Chapter 3 we describe a general construction method which yields families of uniquely decodable codepairs. Again we make use of "almost uniquely decodable" codepairs. These codepairs are introduced as systems of basic codes. (The concept is different from that in Chapter 2.) Careful choices of subsets of the s-fold concatenation of the basic codes with themselves yield uniquely decodable codepairs. We refer to §3.2 for an introduction. The main results are stated in (3.4.7) and (3.4.9).

Chapter 4 gives a detailed description of a big collection of codepairs obtained from Chapter 3 by a certain choice of the parameters. A lot of calculations were needed to enumerate the sizes of these codes. The main results are stated in (4.4.1) and (4.4.3). The best ratepairs obtained in this way are given in §6.2 and §6.3.

In Chapter 5 it is shown that the codepairs examined in Chapter 4 can be extended in such a way that new systems of basic codes are obtained. So, starting with any
system of basic codes we may generate a sequence of such systems using the
construction from Chapter 3. From each system we obtain a uniquely decodable
codepair which gives a better ratepair than its antecessor. However, the gain
vanishes very fast with the increase of the block length. For an explanation
of the idea we refer to §5.2. The main results are stated in (5.6.2) and
(5.6.4).

Finally, in Chapter 6 we give a survey of the best results obtained from the
constructions in Chapters 2, 4 and 5 in comparison with the best known earlier
results.

On the following pages we include a list of important notations.
## LIST OF NOTATIONS

### General

- $\oplus$: addition in $\mathbb{R}$
- $\otimes$: addition in $\mathbb{F}_2$ (addition mod 2)
- $\mathbf{1}$: all-one vector $(1,1,\ldots,1)$ of suitable length
- $\mathbf{u} \leq \mathbf{v}$: $\forall_i : u_i = 1 \Rightarrow v_i = 1$ (v covers u)
- $(A_i)_{i=0}^{n}$: distance distribution of a code
- $(a_i)_{i=0}^{n}$: weight distribution of a code
- $P_2(V)$: (V a set) $\{U \in V \mid |U| = 2\}$
- $U \uplus V$: (U and V codes) $\{u \uplus v \mid u \in U \land v \in V\}$
- $U \oplus v$: (U a code, v a binary vector) $\{u \oplus v \mid u \in U\}$
- $(C,D) \perp (C',D')$: $\forall_{c \in C} \forall_{c' \in C'} \forall_{d \in D} \forall_{d' \in D'} : c + d = c' + d'$

### Chapter 1

$G_C = (V_C,E_C)$: graph associated to the code C. Vertices: binary vectors of length $n$. Edges: inadmissible pairs.

$E(\xi,\xi')$: subset of $E_C$ contributed by the pair $(\xi,\xi') \in C^2$

$N_C(\xi,\xi')$: $|E_C(\xi,\xi') \cap P_2(C)|$

$L_C(\xi)$: (For linear code C) $|\{v \in C \mid v \in \xi \oplus 1\}|$

### Chapter 3

$\phi$: mapping $: D^{(0)} \rightarrow D^{(1)}$ s.t. for $d \in D^{(0)}$, $d' \in D^{(1)}$

$W(\chi)$: $\{i \in \{1,2,\ldots,s\} \mid \chi_i \in E\}$

$A(\chi)$: $\{d = (d_1,\ldots,d_s) \in (D \cup E)^s \mid \forall_i \in W(\chi) : d_i = \chi_i \land \forall_i \notin W(\chi) : d_i \notin \{\chi_i,\phi(\chi_i)\}\}$
max. number of vectors in $A(\mathcal{X})$ such that no pair of them is inadmissible

$(C,D)$ optimal w.r.t. $E$

(For u.d. codepairs only) $D \subset E$ and $F \subset E$ and $(C,F)$ is u.d. $\Rightarrow |F| \leq |E|$

Chapter 4 (see also Ch. 3)

$s = qw + r$ \quad $0 \leq r < w$ \quad $N = sn$

$s$ \quad $\max \{r, w-r\}$

$w^*(d)$ \quad $\bigl\{i \in \{1, \ldots, s\} \mid d_i \in D^{(1)}\bigr\} \mod w$

$V_{ij}(d,d')$ \quad $\bigl\{k \in \{1, \ldots, s\} \mid d_k \in D^{(i)} \land d'_k \in D^{(j)}\bigr\}$

$a_{ij}(d,d')$ \quad $|V_{ij}(d,d')|$

$a(d,d')$, $b(d,d')$ (only if $w^*(d) = w^*(d')$) $0 \leq \gamma(d,d') < w$

$\gamma(d,d')$ \quad $a(d,d')w + \gamma(d,d') = a_{10}(d,d')$; similar for $b$ with $a_{01}$

$z$ \quad $\{z \in F_2^n \mid w_H(z) = 0 \mod w\}$

$(d,d')$ inadmissible

$V_1(\mathcal{X})$ \quad $\{1, \ldots, r-1-|W(\mathcal{X})|\}$ unless $|W(\mathcal{X})| \geq r-1$; then $\emptyset$

$V_2(\mathcal{X})$ \quad $\{r+1, \ldots, w-1-|W(\mathcal{X})|\}$ unless $|W(\mathcal{X})| \geq w-r-1$; then $\emptyset$

$B_1(\mathcal{X}), B_2(\mathcal{X})$ \quad $B_2(\mathcal{X}) = V_1(\mathcal{X}) \cup V_2(\mathcal{X})$ and $B_1(\mathcal{X}) = \{0, \ldots, w-1\} \setminus B_2(\mathcal{X})$

$b_{ij}(\mathcal{X}), b_{ii}(\ell,\mathcal{X})$ numbers of importance for the construction of a code

Chapter 5 (see also Chs. 3 and 4)

$\psi(d_1, \ldots, d_s) = (e_1, \ldots, e_s)$; $e_i = d_i$ if $d_i \in E$; $e_i = \psi(d_i)$ if $d_i \in D^{(0)}$; $e_i = \psi^*(d_i)$ if $d_i \in D^{(1)}$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \psi(V) )</td>
<td>( { \psi(d) \mid d \in V } )</td>
<td>77</td>
</tr>
<tr>
<td>( G(\gamma) )</td>
<td>subset of ( A(\gamma) \cap D ) satisfying properties ((G1) \cap (G3))</td>
<td>77</td>
</tr>
<tr>
<td>( C^{(i)} )</td>
<td>( { c = (c_1, \ldots, c_s) \in C \mid c_s \in C^{(i)} } )</td>
<td>77</td>
</tr>
<tr>
<td>( F^{(i)}, E )</td>
<td>( F(0) = \bigcup \gamma G(\gamma), F(1) = \bigcup \gamma \psi(G(\gamma)), E = D \setminus F(0) )</td>
<td>77</td>
</tr>
<tr>
<td>( (C,D) ) normalized</td>
<td>(only for codepairs as in ((4.4.1)))</td>
<td>83</td>
</tr>
</tbody>
</table>
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