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ABSTRACT

In this paper some interesting properties are derived for simple equation error identification techniques - least squares and basic instrumental variable methods-, applied to a class of linear time-invariant time-discrete multivariable models. The system at hand is not supposed to be contained in the chosen model set. An analysis of the approximating model is performed in the time-domain, relating the Markov parameters of the original system to the Markov parameters of the identified model. The results are asymptotic in the sense that the number of data samples is supposed to be infinite; the input signals are supposed to be stationary zero mean white noise sequences with unit variance.

The asymptotic results are derived for a general class of linear multivariable models in I/O form (matrix fraction descriptions), incorporating most models currently used in system identification. In terms of approximation of systems, the results can also be applied in model reduction.
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1. INTRODUCTION

In system identification literature there is a growing interest in identification methods that give reliable results in situations where the process at hand is not necessarily contained in the chosen model set. This aspect is considered to be a valuable robustness property [1]. Its importance is indicated by realizing that in many practical situations of system identification, a model will be required that is of restricted complexity, approximating the essential characteristics of the - possibly very complex - process, rather than a very sophisticated model that exactly models the process behaviour.

If the problem of system identification, or rather approximate modelling, is considered in this context, it comes very close to the problem of model reduction. An important item now becomes: which criterion has to be used to approximate the original process, resp. the higher order model, and which model set has to be chosen.

It has been recognized that these choices highly determine the performance of the model, when used for specific purposes such as simulation, prediction, (minimum variance) control etc. [2], [3]. In many situations the performance of an identified model is judged upon its ability to simulate the process under consideration. However, output error methods, being most appropriate if the simulation behaviour of the model is concerned, are much more complex than equation error methods. It is therefore important to analyse the simulation behaviour of an equation error model. A frequency domain analysis of this aspect of approximate models, identified by prediction error methods, is given in [4],[5]. By considering the Markov parameters of the identified model, we will focus on properties of the approximate model in the time domain.

In this paper an analysis is made of simple least squares and instrumental variable methods applied to equation error type models. Earlier work on this subject has been published in 1976 by Mullis and Roberts [6], who established a connection between results in model reduction and asymptotic results in least squares system identification. An extension to
the multivariable case has been worked out by Inouye [7], but restricted to a very special parametrization (full polynomial ARMA form). The previous work will be extended to a general class of multivariable models, containing both canonical and pseudo-canonical ones, and to simple instrumental variable methods. The analysis of the relation between the original process and the identified model will be carried out in the time domain, by means of the Markov parameters.

In section 2 the class of models is defined and notations are introduced. Asymptotic equation error results are presented in section 3. In section 4 the main theorem is introduced and applied to a number of different parametrizations. A discussion on the results follows in section 5.

2. THE SYSTEM AND THE MODEL SET

We consider a discrete-time multivariable system having a p-dimensional input signal \( u(t) \) and a q-dimensional output signal \( y(t) \) at time instant \( t \in \mathbb{Z} \). At the outset we will keep the discussion quite general and therefore only require that the input- and output signals are jointly wide-sense stationary and ergodic. Later on we will specify our results for white input signals with unit variance matrix, and for linear systems.

Consider the problem of modelling the system approximately by using a parametrized set of linear time-invariant discrete-time multivariable I/O models, given by the following general MFD (Matrix Fraction Description)-form:

\[
P(z; \theta)y(t) = Q(z; \theta)u(t) + \varepsilon(t; \theta) \tag{1}
\]

where
- \( z \) denotes the forward shift operator \( zy(t) := y(t+1) \);
- \( P(z; \theta) := [P_{ij}(z)]_{q \times q} \) and \( Q(z; \theta) := [q_{ij}(z)]_{q \times p} \)
- are \( (q \times q) \), resp. \( (q \times p) \)-polynomial matrices where for ease of notation the explicit dependency of the polynomial entries on the parameter \( \theta \) has been omitted.
- \( P(z; \theta) = P_d(z) + P^*(z; \theta) \tag{2} \)

where
We will now consider the situation where the vector \( \theta \) of unknown parameters consists of all the coefficients \( \alpha \) and \( \beta \) occurring in the polynomial matrices \( P(z;\theta) \) and \( Q(z;\theta) \). The residual

\[
c(t;\theta) = P(z;\theta)y(t) - Q(z;\theta)u(t)
\]

is dependent on the parameter vector \( \theta \), but is not parametrized itself. It is called an equation error and can be computed from the available input and output samples; the residual is linear-in-the-parameter vector \( \theta \).

Methods for estimating \( \theta \) in this context are often called equation error methods \([1]\) and will be considered in the next section.
Remark 2.1
The model set (1) is very general and encompasses most uniquely identi­fiable MFD-forms, currently used in the identification of multivariable systems. For most forms it will follow that \( r_{ij} = 1, s_j = 1 \). Note that the model set is not necessarily restricted to causal models.
In section 4 it will be illustrated how all specific forms fit in the general context.

3. EQUATION ERROR METHODS; SOME ASYMPTOTIC RESULTS

Equation error methods are very popular in system identification. The main reason for this is the simplicity of the corresponding identifi­cation algorithm, due to the linearity-in-the-parameters of the model.
In this section some asymptotic results will be presented for least squares and basic instrumental variable estimators.

A common equation error method for obtaining an estimate of \( \theta \) in (1) is the simple least-squares estimator, minimizing

\[
V_N(\theta) = \frac{1}{N} \sum_{t=1}^{N} \varepsilon(t;\theta)^T \varepsilon(t;\theta)
\]

with respect to \( \theta \). \( N \) denotes the number of data samples. Being inter­ested only in asymptotic results, the asymptotic analogon of this problem will be considered, minimizing

\[
V(\theta) = \mathbb{E} \varepsilon(t;\theta)^T \varepsilon(t;\theta)
\]

with respect to \( \theta \), under assumption of stationary and ergocidity of the input and output signals. (\( \mathbb{E} \) denotes the expectation-operator).

Remark 3.1
In our theoretical analysis we do not impose the condition that the para­meter vector \( \hat{\theta} \) minimizing \( V(\theta) \) is unique. With respect to the identifi­cation algorithm, however, one would like to use model sets which guaran­tee uniqueness. Examples of these will be given in section 4. For the analysis, there is no objection to the non-uniqueness of \( \hat{\theta} \).

With respect to the determination of \( \hat{\theta} \), minimizing \( V(\theta) \), we can now state the following:
Proposition 3.1

The asymptotic least squares estimator \( \tilde{\theta} \) satisfies

\[
E \varepsilon_i(t; \tilde{\theta}) z_i^{l-1} y_j(t) = 0 \quad r_{ij} < l < v_{ij} \quad 1 < i, j < q
\]  
(12a)

and

\[
E \varepsilon_i(t; \tilde{\theta}) z_i^{l-1} u_j(t) = 0 \quad s_{ij} < l < \mu_{ij} \quad 1 < i < q \quad 1 < j < p
\]  
(12b)

Proof

\( V(\theta) \) is quadratic in \( \theta \). A standard necessary and sufficient condition for \( \tilde{\theta} \) to be a minimum of \( V(\theta) \) is given by:

\[
\frac{\partial}{\partial \theta_s} [V(\theta)] \bigg|_{\theta = \tilde{\theta}} = 0 \text{ for each component } \theta_s \text{ of } \theta.
\]  
(13)

Equivalently,

\[
E[\varepsilon(t; \theta)^T] \frac{\partial}{\partial \theta_s} \varepsilon(t; \theta) \bigg|_{\theta = \tilde{\theta}} = 0 \text{ for each component } \theta_s.
\]  
(14)

Since \( \varepsilon(t; \theta) \) is a linear function in all the components of \( \theta \):

\[
\alpha_{ij} \quad (1 < i < q, \quad r_{ij} < l < v_{ij})
\]

and

\[
\beta_{ij} \quad (1 < i < q, \quad 1 < j < p, \quad s_{ij} < l < \mu_{ij})
\]

the result follows immediately.

Now we define

\[
\tilde{P}(z) = P(z; \tilde{\theta})
\]  
(15a)

and

\[
\tilde{Q}(z) = Q(z; \tilde{\theta})
\]  
(15b)

The output signal \( y(t) \) of the estimated model, when excited by the original input signal, is given by:

\[
\tilde{P}(z) y(t) = \tilde{Q}(z) u(t) \quad -\infty < t < \infty
\]  
(16)

Defining the correlation functions

\[
\Phi_{yu}(k) := E y(t) u^T(t-k) \quad -\infty < k < \infty
\]  
(17a)

\[
\Phi^*_{yu}(k) := E y(t) u^T(t-k) \quad -\infty < k < \infty
\]  
(17b)

\[
\Phi_{uu}(k) := E u(t) u^T(t-k) \quad -\infty < k < \infty
\]  
(17c)

the following general result can be established:
Proposition 3.2

Let \( \hat{P}(z) \) and \( \hat{Q}(z) \) be as defined in (15a) and (15b), and let \( \hat{\theta} \) be the asymptotic least squares estimator. Then the correlation functions \( \Phi_{yu}(\cdot) \), \( \Phi_{yu}^{-1}(\cdot) \) and \( \Phi_{uu}(\cdot) \) are related according to

\[
\hat{P}_i(z)[\Phi_{yu}]_{j}(-k) = \hat{Q}_i(z)[\Phi_{uu}]_{j}(-k) \quad s_j - 1 < k < \mu_{ij} - 1, \quad 1 < i < q, 1 < j < p; \tag{18}
\]

\[
\hat{P}_i(z)[\Phi_{yu}]_{j}(-k) = \hat{Q}_i(z)[\Phi_{uy}]_{j}(-k) \quad r_{ij} - 1 < k < \nu_{ij} - 1 \tag{19}
\]

and

\[
\hat{P}(z) \Phi_{yu}^{-1}(-k) = \hat{Q}(z)\Phi_{uu}(-k) \quad \Rightarrow k \gg 1 \tag{20}
\]

where \( \hat{P}_i(z), [\Phi_{yu}]_{j}(-k) \) denote the \( i \)-th row of \( \hat{P}(z) \) resp. the \( j \)-th column of \( \Phi_{yu}^{-1}(-k) \) etc.

**Proof**

The \( i \)-th component of the residual can be written:

\[
\varepsilon_i(t;\hat{\theta}) = \hat{P}_i(z)y(t) - \hat{Q}_i(z)u(t) \tag{21}
\]

Substituting this into (12a) and (12b) of proposition 3.1 simply leads to (19) and (18).

(20) follows directly from (16).

Our attention will be focussed on results (18) and (20) of proposition 3.2.

It shows that on a certain interval the expressions for \( \Phi_{yu}^{-1}(-k) \) and \( \Phi_{yu}^{-1}(-k) \) are similar. The consequence of this property will be studied in the next section, especially in the case where the input signal is unit variance white noise. First we want to establish that some parts of propositions 3.1 and 3.2 also hold for certain instrumental variable (IV) methods.
Instrumental variable methods form a useful technique for estimating the parameters in equation error models. Many variants of this technique have been proposed (for an overview see [8]). In this discussion only the most elementary one, the basic IV-method, will be considered.

Asymptotically, the basic IV-method for estimating $\theta$ amounts to the solution of the set of equations

$$E Z(t)\varepsilon(t;\theta) = 0$$  \hspace{1cm} (22)

where $Z(t)$ is a $n_0 \times q$ matrix consisting of properly chosen instrumental variables [8], and $n_0$ is the number of parameters in the model. In our analysis it will be assumed that (22) indeed has a solution. Typical choices for $Z(t)$ are [8]:

$$Z(t) = \text{diag}[z_1(t), \ldots, z_q(t)]$$  \hspace{1cm} (23)

where the length of vector $z_i(t)$ corresponds to the number of parameters in the $i$-th equation of (1),

and $z_i(t)$ contains $z^{k-1}_j(t)$, $r_{ij} < k < v_{ij}$; $1 < j < q$

$$z^{k-1}_j(t)$$

and $z^{k-1}_j(t)$, $s_j < k < \mu_{ij}$; $1 < j < p$

with $\phi_j(t)$ a filtered or delayed input signal.

Because of (23), equation (22) now becomes:

$$E z_i(t) \varepsilon_i(t;\theta) = 0 \hspace{1cm} 1 < i < q$$  \hspace{1cm} (25)

Substituting the second part of (24) gives:

$$E z^{k-1}_j(t) \varepsilon_i(t;\theta) = 0 \hspace{1cm} 1 < j < p, \hspace{1cm} 1 < i < q, \hspace{1cm} s_j < k < \mu_{ij}$$  \hspace{1cm} (26)

which is exactly the same expression as (12b) in Proposition 3.1.

From this it immediately follows that, for this specific IV estimator, Proposition 3.2 concerning the correlations $\phi_{yu}(\cdot)$ and $\phi_{yu}^\prime(\cdot)$ is also valid.
4. MAIN RESULT

In Proposition 3.2 we have obtained a general relationship involving \( \Phi_{yu}(.) \), \( \Phi_{yu}^-(.) \), \( \Phi_{uu}(.) \) and the estimated model \( P(z) \) and \( Q(z) \). In this section we will further elaborate on this relation for the special case where the input signal \( u(.) \) is zero mean stationary white noise with unit variance (i.e. \( E u(k)u'(l) = \delta(k-l).I \)).

For ease of notation we will write:

\[
M(k) := \Phi_{yu}(k) \quad -\infty < k < \infty \tag{27}
\]
\[
\hat{M}(k) := \Phi_{yu}^-(k) \quad -\infty < k < \infty \tag{28}
\]

Because of the restrictions on the input signal, \( \hat{M}(k) \) is the k-th Markov parameter associated with the model (16).

Under assumption of linearity and time-invariance of the original process, \( \hat{M}(k) \) is the k-th Markov parameter of the process. If we consider a linear and time-invariant process with a disturbance on the output signal that is uncorrelated to the input signal, \( \hat{M}(k) \) is the k-th Markov parameter of the process.

Since \( \Phi_{uu}(k) = \delta(k)I \) \tag{29}

we can reformulate the results (18) and (20) of Proposition 3.2 to

\[
\hat{P}_i(z)M_j(t) = \hat{Q}_{ij}(z)\delta(t) \quad 1-\mu_{ij} < t < 1-\sigma_j \tag{30}
\]

\[
1 < i < q, \ 1 < j < p
\]

and

\[
\hat{P}(z)\hat{M}(t) = \hat{Q}(z)\delta(t)I \quad -\infty < t < \infty \tag{31}
\]

Note that the Markov parameters of the process satisfy the same relationship as the Markov parameters of the identified model, however on a restricted interval. In this section it will be shown that, as a result of this, under some conditions, the two sequences of Markov parameters are equal on a restricted interval.

First we will present a general property of the model set (1)-(8).
Proposition 4.1

Consider a multivariable I/O model as defined in (1)-(8). Let
\[ \hat{\mu}_j = \max \mu_{ij} \]
Then for the Markov parameters of this model holds:
\[ \hat{M}_{ij}(t) = 0 \quad \text{for } t < \hat{\nu}_i - \hat{\mu}_j \]
and
\[ \hat{M}_{ij}(t) = \hat{\mu}_j \quad \text{for } t < \hat{\nu}_i \hat{\mu}_j + 1 \]
This result is inherent to the chosen model set (1)-(8).

Proof: The proof of this proposition is added in the appendix.

We can now present the main result in the following theorem.

Theorem 4.1

Consider a multivariable I/O model as defined in (1)-(8). If this model is used for identifying a linear time invariant system by equation error techniques, as discussed in section three, if the input signal is zero mean, stationary unit variance white noise and if the number of data samples tends to infinity, then the Markov parameters \( \hat{M}(t) \) of the identified model satisfy:
\[ \hat{M}_{ij}(t) = M_{ij}(t) \quad \text{for } \hat{\nu}_j + \hat{r}_i < t < 1 - \hat{\nu}_j + \hat{\nu}_i \]
under the condition that the Markov parameters of the original process satisfy,
\[ M_{ij}(t) = 0 \quad \text{for } \hat{\nu}_j + \hat{r}_i < t < \gamma_{ij} \]
where
\[ \hat{r}_i := \min \hat{r}_{ij} \quad 1 < j < q \]
\[ \hat{\mu}_j := \max \mu_{ij} \quad 1 < j < p \]
\[ \gamma_{ij} := \max[\nu_i - \mu_{ij}, \max(\nu_{ij} - 1 - \mu_{ij})] \]

Proof: The proof of this theorem is given in the appendix.
As a combined result of (33) and Theorem 4.1 it follows that

\[ N_{ij}(t) = 0 \quad \text{for} \ t < \gamma_{ij} \quad (39) \]

Note that by (38), \( \gamma_{ij} \) can be interpreted as the maximal difference between the degrees of \( p_{\lambda i}(z) \) and \( q_{\lambda j}(z) \) minus 1:

\[
\gamma_{ij} = \max_{l} \left[ \deg(p_{\lambda i}(z) - q_{\lambda j}(z)) \right] - 1 \quad (40)
\]

Theorem 4.1 has been stated in a very general setting, due to the generality of the chosen model set (1). Its full implications will become clear if it is applied to specific parametrizations, with specific restrictions on the structure indices. If condition (35) is fulfilled, the result shows that apparently a Padé type of approximation is involved, where the length of the fit on Markov parameters is determined by the chosen parametrization and the chosen structure indices of the model.

We will now specify the result for a more practical situation and illustrate it finally for a number of identifiable parametrizations that are commonly used in the identification of causal systems.

When modelling causal systems by MFD model sets the degrees of the polynomials \( q_{ij}(z) \) are usually chosen equal to the \( i \)-th row degree of \( p(z) \):

\[
\mu_{ij} = \max_{l} \left[ \deg p_{\lambda l}(z) \right] \quad 1 < j < p \quad 1 < i < q \quad (41)
\]

This choice is motivated by the fact that for causal MFD's the row degrees of \( P(z) \) have to be greater than or equal to the corresponding row degrees of \( Q(z) \) (see [9], lemma 6.3.10). As a result, the corresponding model sets will fulfil \( \gamma_{ij} < -1 \). In the presentation of different parametrizations later on in this section, this condition is always shown to be satisfied.

We can now present the following result as a direct consequence of Theorem 4.1.
Proposition 4.2

Consider the situation as described in Theorem 4.1. If the original system is causal and if $y_{ij} < -1$ (the latter condition is shown to be fulfilled for all parametrizations presented later on in this section), then

$$\hat{M}_{ij}(t) = M_{ij}(t) \quad \text{for} \quad t < 1 - s_j + v_i \quad 1 \leq i \leq q \quad 1 \leq j \leq p \quad (42)$$

Proof: The result follows directly from Theorem 4.1 and eq. (39).

Remark 4.1

As a direct result of Proposition 4.2, it has to be noted that the estimated model will be causal, notwithstanding the fact that the applied model set could possibly admit non-causal models. This result is quite remarkable.

Remark 4.2

For most common MFD-models, $s_j = 1$ and the result of Proposition 4.2 can be formulated as

$$\hat{M}_{ij}(t) = M_{ij}(t), \quad t < v_i \quad 1 \leq i \leq q, \quad 1 \leq j \leq p \quad (43)$$

In table 1 it is illustrated how the results of this section work out for a number of - commonly used - parametrizations of the original model set (1). The parametrizations will not be described in detail; for a thorough description the reader is referred to the literature. A general and up-to-date account on the use of identifiable parametrizations for multivariable linear systems is given in [10].

Table 1 shows the structure specification, condition and results of Theorem 4.1, for a number of MFD forms: the canonical observability form [11]; the pseudo-canonical (overlapping) form [12],[13],[14]; the Hermite form [15],[16]; the diagonal form [17],[18] and the generalized pseudo-canonical form [19].
<table>
<thead>
<tr>
<th>MFD Structure specification</th>
<th>CANONICAL OBSERVABILITY FORM</th>
<th>PSEUDO-CANONICAL FORM</th>
<th>HERMITE FORM</th>
<th>DIAGONAL FORM</th>
<th>GENERALIZED PSEUDO-CANONICAL FORM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_{ij} = \min(v_i + 1, v_j), i &gt; j )</td>
<td>( v_{ij} = v_j )</td>
<td>( v_{ij} = v_i ) if ( v_i = v_j )</td>
<td>( v_{ij} = \max(v_i + 1, v_j) )</td>
<td>( v_{ij} = 0 ) if ( i &gt; j )</td>
<td>( v_{ij} = m_j + n_j - 1 )</td>
</tr>
<tr>
<td>( \mu_{ij} = v_i + 1 )</td>
<td>( r_{ij} = 1; s_j = 1 )</td>
<td>( r_{ij} = 1; s_j = 1 )</td>
<td>( r_{ij} = 1; s_j = 1 )</td>
<td>( r_{ij} = 1; s_j = 1 )</td>
<td></td>
</tr>
<tr>
<td>Auxiliary variables</td>
<td>( x_j = 1; \tilde{v}_j = v_m + 1 )</td>
<td>( x_j = 1; \tilde{v}_j = v_m + 1 )</td>
<td>( x_j = 1; \tilde{v}_j = v_m + 1 )</td>
<td>( x_j = 1; \tilde{v}_j = v_m + 1 )</td>
<td></td>
</tr>
<tr>
<td>( \gamma_{ij} = -1 )</td>
<td>( \gamma_{ij} = v_i - \mu_{ij} )</td>
<td>( \gamma_{ij} = \text{see (38)} )</td>
<td>( \gamma_{ij} = -1 )</td>
<td>( \gamma_{ij} = -1 )</td>
<td></td>
</tr>
<tr>
<td>Condition (35): ( M_{ij}(t) = 0 ) for</td>
<td>( -v_m &lt; t &lt; -1 )</td>
<td>( -v_m &lt; t &lt; v_i - \mu_{ij} )</td>
<td>( -v_m &lt; t &lt; \gamma_{ij} )</td>
<td>( -v_m &lt; t &lt; -1 )</td>
<td>( -v_m &lt; t &lt; -1 )</td>
</tr>
<tr>
<td>Theorem 4.1: ( \tilde{M}<em>{ij}(t) = M</em>{ij}(t) )</td>
<td>( -v_m &lt; t &lt; v_i )</td>
<td>( -v_m &lt; t &lt; v_i )</td>
<td>( -v_m &lt; t &lt; v_i )</td>
<td>( -v_m &lt; t &lt; v_i )</td>
<td>( -v_m &lt; t &lt; v_i )</td>
</tr>
<tr>
<td>Result (42): ( M_{ij}(t) = 0 ) for</td>
<td>( t &lt; -1 )</td>
<td>( t &lt; v_i - \mu_{ij} )</td>
<td>( t &lt; \gamma_{ij} )</td>
<td>( t &lt; -1 )</td>
<td>( t &lt; -1 )</td>
</tr>
</tbody>
</table>

\( v := \max(v_i) \)

Table 1- Structure specifications for a number of multivariable parametrizations in MFD-form; condition and results for the asymptotic fit of Markov parameters.
<table>
<thead>
<tr>
<th>MFD Structure specification</th>
<th>PRESCRIBED MAXIMAL LAG FORM</th>
<th>FULL POLYNOMIAL FORM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( S(n_1, \ldots, n_q, \ldots, n_p) )</td>
<td>( S(n,m) )</td>
</tr>
<tr>
<td>( v_i = \max(n_k, m_k) )</td>
<td>( v_i = \max(n, m) )</td>
<td></td>
</tr>
<tr>
<td>( v_{ij} = v_j = s )</td>
<td>( v_{ij} = v_j = s )</td>
<td></td>
</tr>
<tr>
<td>( \mu_{ij} = s + 1 )</td>
<td>( \mu_{ij} = s + 1 )</td>
<td></td>
</tr>
<tr>
<td>( r_{ij} = s-n_j +1; s_j = s-m_j +1 )</td>
<td>( r_{ij} = s-n+1; s_j = s-m+1 )</td>
<td></td>
</tr>
</tbody>
</table>

| Auxiliary variables         | \( \tilde{r}_j = s-n_j +1; \tilde{\mu}_j = s +1 \) | \( \tilde{r}_j = s-n_j +1; \tilde{\mu}_j = s +1 \) |
|                            | \( \gamma_{ij} = -1 \)                             | \( \gamma_{ij} = -1 \) |

| Condition (35):            | \(- n_i < t < -1 \)                                | \(- n < t < -1 \) |
| \( M_{ij}(t)=0 \) for             |                                                  |                     |
| Theorem 4.1: \( \tilde{M}_{ij}(t)=M_{ij}(t) \) | \(- n_i < t < m_j \)                             | \(- n < t < m \) |

| Result (42): \( \tilde{M}_{ij}(t)=0 \) for | \( t < -1 \)                                    | \( t < -1 \) |

Table -2- MFD structure specifications for two multivariable parameterizations in ARMAX-form; condition and results for the asymptotic fit of Markov parameters.
Although the analysis and discussion has, until now, been based on MFD-model sets, defined in the forward shift-operator \( z \), the obtained results can also be used for ARMAX model sets, which are defined in the backward shift operator \( z^{-1} \). By transforming the ARMAX-model to a corresponding MFD-form, the results of this section can still be applied.

In Table 2, the results are listed for two commonly used ARMAX-model forms: the "prescribed maximum lag"-form \( S(n_1, \ldots, n_q, m_1, \ldots, m_p) \), \cite{20,21,22} and the full polynomial form \( S(n,m) \), \cite{23,24}.

**Remark 4.3**

With respect to the determination of \( \gamma_{ij} \), \cite{38,40}, it can be shown that for all parametrizations, except the Hermite form, presented in Tables 1 and 2, \( \gamma_{ij} \) is given by \( \gamma_{ij} = v_{i-j} \) \( \gamma_{ij} \) (44)

This means that in these situations the maximum in eq. (40) always occurs at \( \lambda = i \).

**Remark 4.4**

The asymptotic fit of Markov parameters for the full polynomial ARMAX form has been presented before by Mullis and Roberts \cite{4} for the single input single output (SISO) case, and by Inouye \cite{5}, for the multivariable (MIMO) case, both applying the least squares equation error technique.

**Remark 4.5**

The asymptotic matching of Markov parameters, as given in Theorem 4.1, finds its source in the correlation results (12b) of Proposition 3.1.

Bearing this in mind, it is easy to see that the number of Markov parameter entries that is forced to be matched by the equation error method, is equal to the number of \( \beta \)-parameters in the model.

Dependent on the causality of the model set, the sequence of matched Markov parameter entries lies in the causal (\( t > 0 \)), or partly in the non-causal range.
5. DISCUSSION

The analysis in this paper has been motivated by the consideration that in many practical situations the performance of an identified model is assessed by its ability to simulate the given process. A proper way to analyse the simulation behaviour of a model is to analyse its sequence of Markov parameters.

Considering Remark 4.5, we see that in the asymptotic equation error results, all $\beta$-parameters are in fact determined in such a way that the Markov parameters of the process are matched over a certain range. The degrees of freedom available in the $\alpha$-parameters determine how the start-sequence of Markov parameters of the model is extended to infinity. As a result, the choice for a parametrization can have a severe effect on the emphasis that is adjusted to the start-sequence c.q. the extension sequence of Markov parameters. Given a parametrization, the specific set of structure indices determines the length of the matching interval for the various input-output transmittances within the model.

An utmost consequence of the matching of Markov parameters can be recognized when we consider the instrumental variable estimator suggested by Wouters [25], for a causal SISO system. As a model set is chosen:

$$y(t) = \sum_{i=1}^{n} \alpha_i y(t-i) + \sum_{j=0}^{m} \beta_j u(t-j) + \varepsilon(t; \theta)$$  (45)

The instrumental variable is chosen to be a delayed input signal with delay $m+1$. Consequently, the asymptotic estimator satisfies

$$E \varepsilon(t; \theta) z^{-1} u(t) = 0 \quad \text{for } - (m+n)+1 < \lambda < 1$$  (46)

in correspondence with proposition 3.1.

Applying the analysis of section 4 shows that

$$\hat{M}(t) = M(t) \quad \text{for } 0 < t < m+n$$  (47)

In this case all parameters of the model are used to match the Markov parameters. Therefore the model is completely determined by the first $m+n+1$ Markov parameters of the system. This result is, in fact, equivalent to a Padé approximation.
In [4], [5] the performance of prediction error identification methods is studied, based on a frequency domain analysis. In this analysis it is formalized that equation error models in general emphasize the high frequency aspects of the model, at the expense of a worse low frequency behaviour. This statement is intuitively confirmed by the exact matching of the start sequence of Markov parameters.

It has been illustrated in [3] for some SISO examples that the asymptotic unbiasedness of the start-sequence of Markov parameters causes the equation error model to generate a bad sequence of Markov parameters in the extension to infinity. It is shown [3], [26] that this effect especially occurs when the system impulse response is small in the start-sequence (e.g. because of time delays), and increases outside this interval. A similar result will probably hold for MIMO systems but has not yet been analysed.

Being aware of the asymptotic unbiasedness of the start sequence of Markov parameters, equation error methods can also be used when an estimation of this start sequence is required, e.g. for application of approximate realization methods [27].

Equation error methods have also found their use in model reduction problems [6],[7],[28],[29]. The analysis in this paper can certainly also be applied to these kinds of problems. The asymptotic results for the model parameters of the reduced order model can be constructed based on a finite number of elements of the sequence of Markov parameters and the autocorrelation function of the outputs.

The results for theorem 4.1 have been specified for a very general class of models, showing the property of linearity-in-the-parameters, in a context of one-step-ahead-prediction models. Generalizations to k-step-ahead prediction models are straightforward as long as one keeps up with the linearity-in-the-parameters of the model. The results on the fit of the start-sequence of Markov parameters remains unchanged for equation error models based on k-step-ahead-prediction, if the same input signal components are involved in (1). However, a different result will be obtained for the extension of the Markov parameter sequence if \( k > 1 \).
We have to note that the results of section 4 cannot simply be generalized to situations of non-white input signals. Although the quantitites

$$\Phi_{yu}(t) \quad \text{and} \quad \Phi_{yu}^-(t)$$

satisfy the same relationship on a restricted interval (see proposition 3.2), they will not match in general, since the associated initial conditions for the recursive relations are different in the case of non-white input signals.

6. CONCLUSIONS

We have established a number of asymptotic results for the approximate modelling of multivariable systems by equation error methods, applying least squares and basis IV techniques. These methods, commonly used for the identification of systems, are analysed for situations where the system at hand is not necessarily contained in the chosen model set. The results have been obtained for a very general class of linear models, having the property of linearity in the parameters. This class of models covers all commonly used MFD (Matrix Fraction Description)-forms and ARMAX forms.

The main results of this paper are valid for general linear time-invariant systems corrupted by output noise that is not correlated with the input signal. Under the condition of white input noise, it has been shown that the Markov parameters of the system are estimated asymptotically unbiased over a certain interval around $t=0$. The position of the interval is dictated by the chosen structure indices of the model. The general results for this match between Markov parameters of the system and the model are specified for various parametrizations in MFD form (canonical observability form, pseudo-canonical form, Hermite form, diagonal form, generalized pseudo-canonical form), and in ARMAX form (prescribed maximal lag form, full polynomial form).

Moreover it has been shown that for causal systems the identified model is asymptotically causal, notwithstanding the fact that the applied model set might contain non-causal models.

Equation error methods can also be applied to model reduction problems; it is shown that the instrumental variable method of Wouters [25] in fact is equivalent to the Padé approximation in model reduction.
The analysis in this paper gives a deeper understanding in the essential properties of equation error methods when applied to problems of approximate modelling. The presented analysis does not claim to be complete; properties for the start-sequence of Markov parameters have been analysed, properties of the extension of this sequence have not been considered.
APPENDIX

Proof of Proposition 4.1

The Markov parameters $\hat{M}(t)$ of the model (1) satisfy:

$$ P(z)M(t) = Q(z)\delta(t)I \quad -\infty < t < \infty $$

with $I$ the pxp identity matrix.

Using (2) this set of p.q equations can be written as:

$$ z^{i-1}M_{ij}(t) = -P^{*}_i(z)\hat{M}_{ij}(t) + Q_{ij}(z)\delta(t) \quad -\infty < t < \infty \quad 1 < i < q, 1 < j < p $$

With restriction (8) ($\nu_{\lambda} \leq \nu_i^*, 1 < i, \lambda < q$) it follows directly that (A-2) is a recursive expression for calculating $\hat{M}_{ij}(t)$, in the sense that for every $i$ and $j$ the element $\hat{M}_{ij}(t)$ with the highest time index, occurs only in the left hand part of (A-2).

From (6) it follows that $Q_{ij}(z)\delta(t) = 0$ for $t < -\mu_{ij}$

Because of the recursiveness of (A-2) it follows that

$$ z^{i-1}M_{ij}(t) = 0 \quad \text{if } t \text{ satisfies } t < -\mu_{ij} $$

This condition on $t$ can be written as:

$$ t < -\max(\mu_{ij}, \tilde{\mu}_{j} - 1) \quad \text{with } \tilde{\mu}_{j} = \max_{s} \mu_{ij} $$

The result of the proposition follows directly.

Proof of Theorem 4.1

According to (30) and (2)

$$ z^{i-1}M_{ij}(t) = -P^{*}_i(z)\hat{M}_{ij}(t) + Q_{ij}(z)\delta(t) \quad 1 - \mu_{ij} < t < 1 - \mu_{j} $$

and according to (31)

$$ z^{i-1}M_{ij}(t) = -P^{*}_i(z)\hat{M}_{ij}(t) + Q_{ij}(z)\delta(t) \quad -\infty < t < \infty \quad 1 < i < q, 1 < j < p $$

Since (A-2) is shown to be recursive, the same holds for (A-6) and (A-7).
Using the result of Proposition 4.1, the Markov parameters of the model can be calculated according to
\[ v_i M_{ij}(t) = 0 \quad \text{for} \quad t < \tilde{\mu}_{ij} \]
\[ v_i M_{ij}(t) = -\hat{p}_{ij}(z) M_{ij}(t) + \hat{p}_{ij}(z) \delta(t) \quad \text{for} \quad t > \tilde{\mu}_{ij} \]  
\( (A-8) \)

Based on (A-6) a similar expression for \( M_{ij}(t) \) will be derived. For this purpose first (A-6) will be extended to the interval \( 1-\tilde{\mu}_{ij} < t < 1-s_j \).

Subsequently the initial conditions for the recursive equations will be analysed.

Extending (A-6) to the time interval \( 1-\tilde{\mu}_{ij} < t < 1-s_j \) requires that an extra set of equations has to be fulfilled; using (A-3) this set of equations can be written:
\[ v_i M_{ij}(t) = -\hat{p}_{ij}(z) M_{ij}(t) \quad \text{for} \quad 1-\tilde{\mu}_{ij} < t < \tilde{\mu}_{ij} \]  
\[ 1 < i < q, \ 1 < j < p \]  
\( (A-9) \)

Fulfillment of (A-9) puts restrictions on the process Markov parameters. A sufficient condition for (A-9) is that all Markov parameters that occur in (A-9) are supposed to be zero.

By inspection, it follows that (A-9) contains
\[ M_{ij}(t), \ 1-\tilde{\mu}_{ij} + \nu_i < t < \mu_{ij} + \nu_i \]  
\[ (A-10) \]

and \[ M_{kj}(t), \ -\tilde{\mu}_{ij} + r_{ik} < t < \mu_{ij} + \nu_{ik} \]  
for all \( 1 < i, k < q, \ 1 < j < p \).

Combining these sets, it follows that (A-9) contains for all \( i=1, \ldots, q \) the following \( M_{kj}(t) \):
\[ M_{kj}(t), \ -\tilde{\mu}_{ij} + \min_{i} r_{ik} < t < \max_{i} \left[ -\mu_{kj} + \nu_{k} , \max_{i} \left( -\mu_{ij} + \nu_{ik} \right) \right] \]  
\[ (A-11) \]

As a result, a sufficient condition for (A-9) is:
\[ M_{kj}(t) = 0 \quad \text{for} \quad -\tilde{\mu}_{ij} + r_{ik} < t < \gamma_{kj} \]  
\[ (A-12) \]

and under this condition (A-6) can thus be extended to
\[ z v_i M_{ij}(t) = -\hat{p}_{ij}(z) M_{ij}(t) + \hat{p}_{ij}(z) \delta(t) \quad 1-\tilde{\mu}_{ij} < t < 1-s_j \]  
\[ 1 < i < q, \ 1 < j < p \]  
\( (A-13) \)
In order to run the recursive relation (A-13) from $t=1-\tilde{\mu}_j$ until $t=1-s_j$, the Markov parameter entries occurring in the right-hand side of (A-13) have to be available. Some of these entries can be computed by (A-13). These entries that occur in the right-hand side of (A-13) are:

$$M_{kj}(t) \text{ for } r_{ik} \tilde{\mu}_j < t < v_{ik} - s_j \text{ for all } 1 \leq i, k \leq q, \quad 1 \leq j < p$$  \hspace{1cm} (A-14)

The entries that can be computed from (A-13) are:

$$M_{kj}(t) \text{ for } 1-\tilde{\mu}_j + v_k < t < 1-s_j + v_k \text{ for all } 1 \leq k \leq q, \quad 1 \leq j < p$$  \hspace{1cm} (A-15)

Comparing (A-14) and (A-15) the entries that have to be explicitly prescribed as "initial" conditions to (A-13) are:

$$M_{kj}(t) \text{ for } r_{ik} \tilde{\mu}_j < t < \min[\tilde{\mu}_j + v_k, \max_{i}(v_{ik}) - s_j]$$  \hspace{1cm} (A-16)

By inspection it follows that this set of conditions is a subset of the set of equations (A-12).

As a result, it follows that under condition (A-12) the "initial" conditions for running the recursive equations (A-7) and (A-13) for $t=1-\tilde{\mu}_j, \ldots, 1-s_j$ are equal. Since $M_{kj}(t)$ and $\tilde{M}_{kj}(t)$ follow the same recursive relation on the aforementioned time interval, it follows that

$$M_{kj}(t) = \tilde{M}_{kj}(t) \quad \text{for } r_{ik} \tilde{\mu}_j < t < 1-s_j + v_k \quad 1 \leq k \leq q, \quad 1 \leq j < p$$  \hspace{1cm} (A-17)
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