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Abstract

Adaptive extremum-seeking controllers are used to handle uncertainties in the modelling of industrial processes. Although these controllers are capable to handle uncertain parameters, an additional persistence of excitation condition is necessary to prove the convergence of these unknown parameters to their true values. If complex non-linear models are used it is not clear how this condition can be fulfilled.

In this report the persistence of excitation condition for non-linear models is investigated further. The excitation condition is transformed to a rank condition. The rank condition can be used to compute an input signal that guarantees the fulfillment of the excitation condition. This new strategy is applied to an adaptive extremum-seeking controller for a bioreactor with Haldane kinetics. Simulation results are provided to show the effectiveness of the proposed approach.

In the second part initial results of the application of an adaptive extremum-seeking controller to a fed-batch bioreactor are given and discussed.
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Chapter 1

Introduction

In the pharmaceutical and food industry a lot of biological processes are used to produce (parts of) their final products. Fed-batch bioreactors represent a large class of these bioprocesses. One of the issues in the operating of fed-batch bioreactors is to optimize the production of synthesis product or biomass. This results in higher production rates and is therefore economical attractive. However in practice there is still a large uncertainty in the modelling of these processes and therefore the performance can still be further improved. A lot of attention has been paid to develop methods which can handle these uncertainties. One of them is adaptive extremum-seeking control. Although this method is capable to handle uncertain parameters in the modelling of the process, an additional persistence of excitation (PE) condition is necessary to prove the convergence of these unknown parameters to their true values. For linear systems a lot of literature is available to solve this condition. But when non-linear models are used, it is still poorly understood how this condition can be fulfilled.

Recent studies [3], [8], with adaptive extremum-seeking controllers for fed-batch bioreactors show promising results once a PE condition is met. The main problem with the PE criteria is that it does guarantee the existence of a suitable input signal. Input signal design remains a vastly unexplored area in the study of adaptive non-linear systems. In this study, conditions are obtained that guarantee the fulfillment of the PE condition for an adaptive extremum-seeking control system. The conditions are amenable to the design of suitable input signals.

In the second part of this study, we review initial results on the application of an extremum-seeking controller to a fed-batch bioreactor.

This report is organized as follows. Chapter 2 provides an introduction to the application of adaptive control to bioreactors. We focus on an adaptive extremum-seeking controller for a bioreactor with Haldane kinetics. The problem of designing an input signal that is sufficiently rich is illustrated by means of an example. We end the chapter with a problem formulation. In Chapter 3 conditions for the design of input signals are derived, which guarantee the fulfillment of the PE criteria. This strategy is implemented in the adaptive extremum-seeking control algorithm. Simulation results are presented to demonstrate the effectiveness of the proposed method. Chapter 4 explains the fermentation principle and a description of the experimental setup is given. The initial results of a fermentation with the extremum-seeking controller are presented and discussed. Finally we end with conclusions and recommendations in chapter 5.
Chapter 2

Preliminaries

2.1 Adaptive extremum-seeking control

The objective of adaptive control is to develop a controller that incorporates a simultaneous estimation of the unknown parameters. A wealth of design techniques currently exist for the design of adaptive controllers for the regulation of known setpoints or prespecified reference trajectories. In some applications, the control objective could be to optimize a known objective function, which can be a function of the state variables and some unknown model parameters. Adaptive extremum-seeking techniques have been proposed in the literature to solve this class of problems.

2.2 Continuous stirred tank bioreactors

A schematic overview of a continuous stirred tank reactor can be seen in figure 2.1. $s_0 \,(g/l)$ denotes the concentration of the substrate feed, which is continuously fed into the bioreactor. $x\,(g/l)$ and $s\,(g/l)$ denote biomass and substrate concentrations, respectively. $P\,(g/l)$ is the synthesis product concentration (in the liquid fase) and $y\,(g/l/h)$ is the rate of mass outflow of the product from the bioreactor in gaseous form. The total outlet flow rate is assumed to be equal to the inlet flow rate ($F_{in}$). As a result the volume in the tank is constant. Furthermore in stirred tank reactors, the process is assumed to be completely mixed. This means that the composition
of the medium is homogeneous in the reactor. The dynamical behavior of the growth of a single population of micro-organisms on one limiting substrate is obtained from mass balances [1] and is given by

\[ \dot{x} = \mu(x,s)x - ux \]  
\[ \dot{s} = -k_1\mu(x,s)x + u(s_0 - s) \]  
\[ \dot{P} = k_2\mu(x,s)x - uP - y \]

where \( \mu(x,s) \) \((h^{-1})\) is the specific growth rate and \( u \) \((h^{-1})\) is the dilution rate which represents the ratio between the flow rate and the constant volume in the bioreactor. \( k_1, k_2 \) are yield coefficients.

In some bioreactor systems, the product concentration in the liquid fase is negligible \((P \approx 0)\) due to the low solubility of the gas in the liquid. For these systems, the mass balance related to the product in the reactor can be simplified as

\[ y = k_2\mu(x,s)x \]

and the gaseous outflow rate is then considered to be equal to the production rate. In this report, it is assumed that the production rate is described by equation (2.4).

2.3 Different growth models

The nonlinear function \( \mu(x,s) \) describes the growth rate of the process and gives information about the biomass growth, substrate consumption and product formation. The microbial growth is influenced by many factors, substrate concentration, biomass concentration, temperature, the pH and various inhibitors of microbial growth. For more information the reader is referred to [1].

The most commonly used growth models are

\[ \mu(s) = \frac{\mu_m s}{K_s + s} \quad (Monod) \]  
\[ \mu(x,s) = \frac{\mu_m s}{K_c x + s} \quad (Contois) \]  
\[ \mu(s) = \frac{\mu_0 s}{K_s + s + K_I s^2} \quad (Haldane) \]

where \( \mu_m \) is the maximum value for the specific microbial growth rate and \( \mu_0 = \mu_m (2\sqrt{K_I K_s} + 1) \). \( K_s, K_c \) (saturation constants) and \( K_I \) (inhibition constant) are all positive. This inhibition constant decreases the growth rate if the substrate concentration is too high (see figure 2.2).

It can be seen that if \( K_I \) is zero, Haldane's model reduces to Monod's model.

Haldane's model is commonly used in fed-batch bioprocesses, since substrate inhibition is often important.

2.4 Haldane kinetics

In previous studies [8], [3] an adaptive extremum-seeking control algorithm has been developed to solve the state feedback problem for a continuous stirred tank bioreactor with Haldane kinetics.
The problem is solved for the case where only $s$ and $y$ are measurable, the biomass concentration $x$ is not available for feedback control. Basically the procedure of an adaptive extremum-seeking controller involves three steps. First a parametrization of the dynamical model has to be chosen. Then a stabilizing controller, which steers the system to the extremum value of the objective function, has to be designed. And the last step involves the updating law to update the parameter estimates. This update law should be designed in such a way that the estimated parameters converge to their "true" values. The necessary equations, which will be used in this report, will be given here.

The control objective is to design a controller, $u$, such that the production rate $y$ achieves its maximum. The dilution rate ($u$) acts as the input of the system. First the system's equilibria are calculated corresponding to a constant dilution rate $u_c$. There are two equilibria in this case. The first is $x_c = 0$ and $s_c = s_0$ which is called the wash-out equilibrium because the concentration of the micro-organisms is reduced to zero. The second is

$$s_e = \frac{-\left(u_c - \mu_m\right) \pm \sqrt{(u_c - \mu_m)^2 - 4K_sK_Iu_c^2}}{2u_cK_I}, \quad x_c = \frac{s_0 - s_e}{k_1}$$

The assumption is made that there exists a range of values of the dilution rate $u_e$ that yield a positive real value of $s_e < s_0$. At the steady-state, the production rate can be expressed by

$$y_c = \frac{k_2\mu_m s_e(s_0 - s_e)}{k_1(K_s + s_e + K_Is_e^2)}$$  \hspace{1cm} (2.8)

and

$$\frac{\partial y_c}{\partial s_e} = \frac{-k_2\mu_m}{k_1(K_s + s_e + K_Is_e^2)^2} \left(1 + s_0K_I\right)s_e^2 + 2K_ss_e - s_0K_s$$  \hspace{1cm} (2.9)

Solving for $s_e$ in $\frac{\partial y_c}{\partial s_e} = 0$ yields the optimal steady-state values

$$s^* = \frac{K_s}{s_0K_I + 1} + \frac{1}{s_0K_I + 1} \sqrt{K_s^2 + \frac{s_0^2K_sK_I + s_0K_s}{s_0K_I + 1}}$$  \hspace{1cm} (2.10)

$$x^* = \frac{s_0 - s^*}{k_1}$$  \hspace{1cm} (2.11)
It is straightforward to show that $\frac{\partial^2 y}{\partial s^2} < 0$. Hence, the system equilibrium, $y_e(s_e)$, has a global maximum

$$y^* = y_e(s^*) = \frac{k_m s^* x^*}{K_s + s^* + K_I(s^*)^2} \quad (2.12)$$

at $s_e = s^*$. From the above analysis, it is known that if the substrate concentration $s$ can be stabilized at the set-point $s^*$, then the production rate $y$ is maximized.

2.5 Parametrization

The vector of unknown parameters is $\theta = [\theta_s, \theta_i, \theta_k]^T$ with $\theta_s = \frac{K_i}{K_s}$, $\theta_i = \frac{1}{K_i}$, $\theta_k = \frac{k_o}{K_o}$. The parameter $\theta_k = \frac{k_o}{K_o}$ is assumed to be known.

With this parametrization (2.1) and (2.4) can be re-written as

$$\dot{s} = -\theta_s y + u(s_0 - s) \quad (2.13)$$

$$\dot{y} = \frac{1 - \theta_i s^2}{s(1 + \theta_i s + \theta_i s^2)}(u(s_0 - s) - \theta_k y)y + \frac{\theta_i s y}{1 + \theta_i s + \theta_i s^2} - uy \quad (2.14)$$

The predicted state $\hat{y}$ is generated by

$$\dot{\hat{y}} = \frac{1 - \hat{\theta}_i s^2}{s(1 + \hat{\theta}_i s + \hat{\theta}_i s^2)}(u(s_0 - s) - \theta_k y)y + \frac{\hat{\theta}_i s y}{1 + \hat{\theta}_i s + \hat{\theta}_i s^2} - uy + k_y \hat{e}_y \quad (2.15)$$

From the definitions of $\theta_s$ and $\theta_i$, the desired set-point (2.10) can be re-expressed as

$$s^* = \frac{-1 + \sqrt{1 + (\theta_s + \theta_i s_0)s_0}}{\theta_s + \theta_i s_0} \quad (2.16)$$

Since the parameters $\theta_s$ and $\theta_i$ are unknown, the controller is designed to drive the substrate concentration $s$ to

$$s = \frac{-1 + \sqrt{1 + (\hat{\theta}_s + \hat{\theta}_i s_0)s_0}}{\hat{\theta}_s + \hat{\theta}_i s_0} \quad (2.17)$$

that is an estimate of the unknown optimum $s^*$. An excitation signal is injected into the adaptive system such that the estimated parameters $\hat{\theta}_s$ and $\hat{\theta}_i$ converge to their true values.

2.6 Control and update laws

The following control and update laws are used

$$u = \frac{1}{s_0 - s}[-k_z z_s + \theta_k y + a(t) - k_d d(t)] \quad (2.18)$$

$$\dot{\hat{\theta}}_i = \begin{cases} 
\gamma_i (\Gamma_3 u + \Gamma_4), & \text{if } \hat{\theta}_i > \epsilon_i \text{ or } \hat{\theta}_i = \epsilon_i \text{ and } (\Gamma_3 u + \Gamma_4) \geq 0 \\
0, & \text{otherwise}
\end{cases} \quad (2.19)$$

$$\dot{\hat{\theta}}_s = \begin{cases} 
\gamma_s (\Gamma_5 u + \Gamma_6), & \text{if } \hat{\theta}_s > \epsilon_s \text{ or } \hat{\theta}_s = \epsilon_s \text{ and } (\Gamma_5 u + \Gamma_6) \geq 0 \\
0, & \text{otherwise}
\end{cases} \quad (2.20)$$

$$\dot{\hat{\theta}}_\mu = \begin{cases} 
\gamma_\mu (\Psi_\mu), & \text{if } \hat{\theta}_\mu > \epsilon_\mu \text{ or } \hat{\theta}_\mu = \epsilon_\mu \text{ and } \Psi_\mu \geq 0 \\
0, & \text{otherwise}
\end{cases} \quad (2.21)$$
with
\[
\begin{align*}
    z_t &= s - \frac{-1 + \sqrt{1 + (\dot{\theta}_s + \dot{\theta}_0)s_0}}{\dot{\theta}_s + \dot{\theta}_0} - d(t) \\
    \dot{a}(t) &= a(t) - \frac{\dot{\theta}_s + \dot{\theta}_0}{(\dot{\theta}_0s_0 + \dot{\theta}_s)^2} \left(1 - \frac{1}{\sqrt{1 + s_0(\dot{\theta}_0s_0 + \dot{\theta}_s)}} - \frac{s_0}{2 \sqrt{1 + s_0(\dot{\theta}_0s_0 + \dot{\theta}_s)}}\right) - k_d d(t) \\
    \Gamma_3 &= -e_y s(1 - \dot{\theta}_0s^2)(s_0 - s)y \\
    \Gamma_4 &= e_y \theta_0 y^2 + e_y (1 - \dot{\theta}_0s^2) \theta_0 y^2 \\
    \Gamma_5 &= -e_y (1 - \dot{\theta}_0s^2)(s_0 - s)y \\
    \Gamma_6 &= e_y (1 - \dot{\theta}_0s^2) \theta_0 y^2 \\
    \psi_\mu &= e_y \mu 
\end{align*}
\]
and where \(a(t)\) acts as the dither signal on the closed-loop process.

2.7 Parameter convergence

The convergence of the tracking error is not sufficient to prove convergence of the parameters. Parameter convergence is important, since the substrate concentration \(s\) is driven to
\[
-1 + \sqrt{1 + (\dot{\theta}_0s_0 + \dot{\theta}_s)s_0}
\]
which is only equal to the optimum \(s^*\) (2.16) if the parameters are converged. An extra condition is required to guarantee parameter convergence. This condition is referred to as a persistence of excitation (PE) condition. The PE condition is defined in [6] as follows:

**Definition 2.1** Persistency of Excitation (PE)

A vector-valued signal \(z(\cdot) : \mathbb{R}_+ \rightarrow \mathbb{R}^N\) is persistently exciting (PE) if there exist \(a_1, a_2, \delta < 0\) such that
\[
a_2 I \geq \int_{t_0}^{t_0 + \delta} w(\tau)w^T(\tau) d\tau \geq a_1 I \quad \text{for all} \quad t_0 \geq 0 \tag{2.22}
\]

Although the matrix \(w(\tau)w^T(\tau)\) is singular for each \(\tau\), the PE condition requires that \(w\) rotates sufficiently in space that the integral of the matrix \(w(\tau)w^T(\tau)\) is uniformly positive definite over any interval of some length \(\delta\).

Generally speaking [7], for linear systems, the convergent estimation of \(2n\) parameters require at least \(n\) sinusoids in the reference signal. However for non-linear systems this simple relation may not be valid. Usually, the qualitative relation between the input signal and \(w\) is dependent on the particular non-linear functions \(f(x)\). It is unclear how many sinusoids in the input signal are necessary to guarantee the persistent excitation of \(w\).
In the proof for the adaptive extremum-seeking controller, found in [3], a regressor vector and a PE condition are derived. The regressor vector is given by

\[
\Phi(s, y, \hat{\theta}, u) = \begin{bmatrix}
-2\varphi s^2 - \varphi s^3 \hat{\theta}_s - s^4 y \hat{\theta}_u \\
-\varphi s + \varphi s^3 \hat{\theta}_s - \hat{\theta}_s s^3 y \\
s^2 y + \hat{\theta}_s s^3 y + \hat{\theta}_u s^3 y
\end{bmatrix}
\] (2.23)

where \( \varphi = (u(s_0 - s) - \theta_k y)y \) and the PE condition is of the following form

\[
\lim_{t \to \infty} \frac{1}{T_0} \int_{t-T_0}^{t} \Psi(\tau) d\tau \geq c_0 I
\]

with \( \Psi = \Phi_s\Phi_a^T \) and \( c_0 > 0 \). As a result, it is shown that if the dither signal \( a(t) \) is designed such that the PE condition holds, the parameter error \( \hat{\theta} = [\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3] \) converges to zero asymptotically.

### 2.8 Problem formulation

To illustrate that a number of sinusoids does not guarantee convergence if the regressor vector is non-linear, the following example of a continuous stirred tank bioreactor with Haldane kinetics is presented. In this particular case, the regressor vector (2.23) is non-linear (state and parameter dependent). A fixed sinusoidal input signal is used, only the initial conditions of the parameter estimates are changed. The input signal is chosen as \( 0.06(\sin(0.1t) + \sin(0.05t) + \sin(0.03t)) \) and the initial conditions are listed in table 2.1. The results are shown in figure 2.3. The parameters in both plots converge to the invariant set \( \hat{\theta}^T \Phi_a(s, y, \hat{\theta}, u) = 0 \). Multiplying this by \( \Phi_a(s, y, \hat{\theta}, u)^T \hat{\theta} \) gives

\[
\hat{\theta}^T \Phi_a(s, y, \hat{\theta}, u) \Phi_a(s, y, \hat{\theta}, u)^T \hat{\theta} = 0
\]

If the PE condition (2.24) is met, the only possible solution of equation (2.25) is \( \hat{\theta} = 0 \). It can be seen in figure 2.3 that only in the left plot the PE condition is met, since \( \hat{\theta} = 0 \).

<table>
<thead>
<tr>
<th>parameter</th>
<th>( \hat{\theta}_1 )</th>
<th>( \hat{\theta}_2 )</th>
<th>( \hat{\theta}_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>initial condition 1</td>
<td>3</td>
<td>26</td>
<td>13</td>
</tr>
<tr>
<td>initial condition 2</td>
<td>3</td>
<td>14</td>
<td>13</td>
</tr>
</tbody>
</table>

This example clearly shows that it is very difficult to say a priori that the chosen input signal guarantees that the PE condition is met. The input signal works well for some initial values, but not for others. It is still poorly understood how to design an input signal that will guarantee the convergence of parameters if the regressor vector is non-linear. That will be the subject of this report:

*Develop a technique to compute an input signal that guarantees parameter convergence for a continuous stirred tank bioreactor with Haldane kinetics.*
Figure 2.3: Parameter estimates under different initial conditions. \([\theta_\mu = 10 \quad \theta_x = 10 \quad \theta_i = 20]\).
The parameter estimates: \(\hat{\theta}_\mu = \text{solid}, \hat{\theta}_i = \text{dashed} \text{ and } \hat{\theta}_s = \text{dashdot}\)
Chapter 3

Input signal design

The following idea is proposed to solve the PE criteria. The non-linear regressor vector $\Phi$ will be differentiated with respect of time, $n - 1$ times, where $n$ is the number of unknown parameters. With these $n$ vectors the following matrix can be constructed

$$
\Upsilon = \begin{bmatrix}
\vdots & \vdots & \vdots & \vdots & \vdots \\
\Phi & \Phi & \cdots & \Phi^{(n-2)} & \Phi^{(n-1)} \\
\vdots & \vdots & \vdots & \vdots & \vdots 
\end{bmatrix}
$$

(3.1)

If this matrix (3.1) has full rank then the regressor vector $\Phi$ rotates sufficiently in space. This property means that the integral of $\Phi \Phi^T$ will be positive definite over an interval as required for the PE condition. So the PE condition can be replaced with a rank condition. This rank condition provides a condition for the input signal. It has to be computed in such a way that $\Upsilon$ has full rank.

This approach, which is different then in [2], [5], will be used to solve the parameter convergence of the continuous stirred tank bioreactor with Haldane kinetics.

3.1 Matrix representation

For the adaptive extremum seeking control with Haldane kinetics, the PE condition is such that it is evaluated at $t \to \infty$ (2.24). The regressor vector (2.23) can also be evaluated at $t \to \infty$ [8]. As shown in [3], the parameters converge to a constant value, and therefore the derivatives of the estimated parameters are zero. Based on Lyapunov theory it is also shown that

$$
\lim_{t \to \infty} z_s = \lim_{t \to \infty} e_y = 0.
$$

(3.2)

This means that asymptotically, the derivative of the substrate concentration $\dot{s}$ (2.13) converges to $\dot{d} = a(t) - k_d d(t)$.

Define $\alpha = a(t) - k_d d(t)$ and $\varphi = ay$. Then the regressor vector can be written as:

$$
\Phi_\alpha(s, y, \hat{\Theta}, \alpha) = \begin{bmatrix}
-2\alpha s y^2 - \alpha s^2 \hat{\Theta}_0 - s^3 y \hat{\Theta}_1 \\
-\alpha s y + \alpha s^2 \hat{\Theta}_1 - \hat{\Theta}_2 s^3 y \\
\hat{\Theta}_3 s y + \hat{\Theta}_4 s^3 y + \hat{\Theta}_5 s^4 y
\end{bmatrix}
$$

(3.3)
The symbol is omitted for brevity.

Differentiating (3.3) with respect to time and substituting \( s = \alpha \), the following expression is obtained,

\[
\dot{\Phi}_a(s, y, \dot{\theta}, \alpha) = \begin{pmatrix}
(-2s^2y - ys^3\dot{\theta})\dot{\alpha} + (\alpha s^2 - \alpha s^3\dot{\theta} - s^4\dot{\theta})\alpha
\end{pmatrix}
\]

with

\[
y = \left( \frac{1 - \theta_k s}{s^2} \right) + \frac{\theta_k s}{(1 + \theta_k s + \theta_k s^2)} \alpha + \frac{1}{(s_0 - s)^\alpha} y - \frac{\theta_k}{(s_0 - s)^2} y^2.
\]

Equation (3.4) is differentiated to obtain \( \dot{\Phi}_a \). The computation of this expression is straightforward, but gives rise to a complex expression that is omitted for the sake of brevity. Now \( \Upsilon \) can be constructed:

\[
\Upsilon = \begin{bmatrix}
\Phi_a & \dot{\Phi}_a & \ddot{\Phi}_a
\end{bmatrix}
\]

If this matrix has full rank, we may conclude that the PE condition is fulfilled. One way to check the rank is to evaluate the determinant, iff \( \det(\Upsilon) \neq 0 \) matrix (3.6) has full rank.

The determinant of \( \Upsilon \) is given by:

\[
\det(\Upsilon) = -2s^3y^5(\beta_5 \alpha^5 + \beta_4 \alpha^4 + \beta_3 \alpha^3 + \beta_2 \alpha^2 + \beta_1 \alpha)
\]

with

\[
\begin{align*}
\beta_5 &= 6s\dot{\theta}_1 + 2s^3\ddot{\theta}_1 + 3s^2\dot{\theta}_1 \dot{\theta}_s + \dot{\theta}_s \\
\beta_4 &= -3s^2\dot{\theta}_\mu - 3s^3\dot{\theta}_\mu \dot{\theta}_s - 3s^4\dot{\theta}_\mu \dot{\theta}_1 \\
\beta_3 &= -6s^3\dot{\theta}_1 - 2\alpha - 7s^3\dot{\theta}_s \dot{\theta}_1 - 3s^2\dot{\theta}_s \dot{\theta}_\mu - 5s \dot{\theta}_s + s^3\ddot{\theta}_s - 4s^4\dot{\theta}_1^2 \\
\beta_2 &= -2s^3\dot{\theta}_1 - s - 3s\dot{\theta}_s - 3s^2\dot{\theta}_s \dot{\theta}_\mu - 2s^2\dot{\theta}_s \dot{\theta}_1 + 3s^3\dot{\theta}_s \dot{\theta}_\mu - 3s^2\ddot{\theta}_\mu - 3s^3\dot{\theta}_s \dot{\theta}_1 \\
\beta_1 &= (3s + 6s^3\dot{\theta}_1 + 3s^3\ddot{\theta}_1 + 6s^3\dot{\theta}_s + 6s^2\dot{\theta}_s)\dot{\theta}_1
\end{align*}
\]

The signal \( \alpha \) can be controlled directly, but this has some disadvantages. It is not possible to use the stabilizing term \( \kappa dd(t) \) anymore. Furthermore the dynamics of \( \dot{s} \) converges to \( \alpha \), so it is even possible to steer the system to the wash-out equilibrium if \( \alpha \) is too large.

3.2 Design of the input signal

The following strategy for designing the input signal is used. First \( \alpha \) is substituted back by \( \alpha(t) - \kappa dd(t) \) and their derivatives. The polynomial (3.7) can be rewritten in a polynomial of \( \alpha(t) \). This gives an equation of the following form:

\[
\begin{align*}
b_0a^5 + b_4a^4 + b_3a^3 + b_2a^2 + b_1a + b_0 &= 0
\end{align*}
\]

in which the term \( b_0 \) contains the value of the determinant. Once a non-zero value for the determinant is chosen the polynomial can be solved to find the corresponding values of \( \alpha \). There exists at least one real root, since (3.9) is a fifth order polynomial. Secondly a piecewise continuous signal is proposed for \( \alpha(t) \) in such a way that \( \dot{\alpha} = 0 \) and after a
timestep $dt$, the sign of $a(t)$ is changed for the next timestep. This guarantees that the net change of $d(t)$ is zero for every two timesteps. Note that $d(t)$ will converge to $\frac{a(t)}{k_d}$ at $t \to \infty$. The value of $a(t)$ will be bounded, since it still can steer the system to the wash-out equilibrium.

3.3 Results

In table 3.1 all used parameters for the simulations are listed. The Haldane parameter values and yield coefficients are based on experimental conditions determined in [9]. Further there are three variables ($k_d$, $dt$ and the value of the determinant ($D$)) that have to be chosen. The value $k_d$ is set to 10 and $D$ to $-75$. The value of $a(t)$ is bounded inside the interval $[-1, 1]$. With the specific value of $D$ the calculated signal $a(t)$ is essentially bounded in this interval. In the simulation study the timestep $dt$ is changed to verify the influence of different timesteps. It can be seen in

Table 3.1: Model, design parameters and initial states used in simulations

<table>
<thead>
<tr>
<th>Model parameters</th>
<th>Value</th>
<th>Design parameters</th>
<th>Value</th>
<th>Initial states</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_S$</td>
<td>0.1</td>
<td>$k_{g0}$</td>
<td>2.0</td>
<td>$x(0)$</td>
<td>7</td>
</tr>
<tr>
<td>$K_I$</td>
<td>2.0</td>
<td>$k_z$</td>
<td>0.01</td>
<td>$s(0)$</td>
<td>2</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>1.0</td>
<td>$\gamma_i$</td>
<td>100</td>
<td>$\tilde{y}(0)$</td>
<td>4</td>
</tr>
<tr>
<td>$s_0$</td>
<td>10</td>
<td>$\gamma_s$</td>
<td>50</td>
<td>$\tilde{\theta}_i(0)$</td>
<td>3</td>
</tr>
<tr>
<td>$k_1$</td>
<td>2.0</td>
<td>$\gamma_\mu$</td>
<td>20</td>
<td>$\tilde{\theta}_s(0)$</td>
<td>26</td>
</tr>
<tr>
<td>$k_2$</td>
<td>1.0</td>
<td>$\epsilon$</td>
<td>0.2</td>
<td>$d(0)$</td>
<td>0</td>
</tr>
<tr>
<td>$\epsilon_i$</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon_s$</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon_\mu$</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.1: Parameter convergence with $dt = 16$ hours. [$\theta_\mu = 10 \theta_i = 20 \theta_s = 10$], $\tilde{\theta}_\mu$ = solid, $\tilde{\theta}_i$ = dashed and $\tilde{\theta}_s$ = dashdot
Figure 3.2: Parameter convergence with $dt = 4$ hours. [$\theta_\mu = 10 \theta_i = 20 \theta_s = 10$],
$\hat{\theta}_\mu = \text{solid}, \hat{\theta}_i = \text{dashed and} \hat{\theta}_s = \text{dashdot}$

Figure 3.3: Parameter convergence with $dt = 0.5$ hours. [$\theta_\mu = 10 \theta_i = 20 \theta_s = 10$],
$\hat{\theta}_\mu = \text{solid}, \hat{\theta}_i = \text{dashed and} \hat{\theta}_s = \text{dashdot}$

figures 3.1, 3.2 and 3.3 that the larger timestep reduces the speed of the response of $\hat{\theta}_i$, while the responses of $\hat{\theta}_\mu$ and $\hat{\theta}_s$ are not really influenced.

The value of $k_d$ determines the steady state value of $d(t)$ and thus the actual fluctuation of the desired set-point that has to be tracked. If $k_d$ is large then the system will not feel much of the excitation. This is confirmed by taking a very large value of $k_d$ (see figure 3.4). It can be seen that the parameters do not converge. In general, we set $k_d$ to 5 to improve the convergence rate in
further simulations.

Figure 3.4: Parameter convergence with $k_d = 100$, $dt = 4$ hours. $[\theta_\mu = 10 \ \theta_i = 10 \ \theta_s = 10]$, $\hat{\theta}_\mu = \text{solid}$, $\hat{\theta}_i = \text{dashed}$ and $\hat{\theta}_s = \text{dashdot}$

Next, random values for $dt$ and $D$ are used. The value of $D$ is generated by a random distribution in the interval $[-10.1]$ and $dt$ is generated by a random distribution in the interval $[0.3, 1.3]$ hours. This interval is chosen slightly larger than the time constant and the settling time of the differential equation for $d(t)$. The signal $a(t)$ is set to zero if the lower or upper bound is hit. This causes that $a(t)$ remains inside the bound. The initial conditions are taken as in table 2.1 to compare the results with the sinusoidal input (figures 3.5, 3.6). It can be seen that the parameters converge for both initial conditions.

3.4 Different biological processes with Haldane kinetics

The next step is to apply this technique to other systems, without changing the algorithm, to see if it can be applied if there is no knowledge of the parameter values at all. First the inhibition constant $K_i$ is changed. The value of $K_i$ is varied in the interval $[1, 3]$. In all cases the parameters converge to their true values. However, the convergence rate is faster for larger values of $K_i$, see appendix A. Secondly the saturation constant $K_s$ is changed to 0.3 and 0.5. This has the most influence on the parameter convergence. The parameters only converge when the variation of $K_s$ is small. At last $p_0$ is changed in the interval $[0.3, 1.8]$. The variation on $p$ has less influence on the convergence than $K_s$. 
Figure 3.5: Parameter convergence with initial conditions $[\hat{\theta}_0(0) = 3 \hat{\theta}_i(0) = 26 \hat{\theta}_s(0) = 13]$ and $[\theta_0 = 10 \theta_i = 20 \theta_s = 10]$, $\hat{\theta}_0 = \text{solid}$, $\hat{\theta}_i = \text{dashed}$ and $\hat{\theta}_s = \text{dashdot}$

Figure 3.6: Parameter convergence with initial conditions $[\hat{\theta}_0(0) = 3 \hat{\theta}_i(0) = 14 \hat{\theta}_s(0) = 13]$ and $[\theta_0 = 10 \theta_i = 20 \theta_s = 10]$, $\hat{\theta}_0 = \text{solid}$, $\hat{\theta}_i = \text{dashed}$ and $\hat{\theta}_s = \text{dashdot}$
3.5 Conclusions and recommendations

Simulation results show that the developed technique gives promising results. The parameters converge from different initial conditions. The rate of convergence of the parameters can be influenced by the different variables. It provides better results than an arbitrary chosen sinusoidal input.

The relationship between the convergence of the parameters and the value of the variables is not yet fully understood. When the system parameters change, it is uncertain whether the parameter estimates converge or not. This is probably due to the fact that there exist optimal values of $D$ and $dt$ for every different system depending on the time constant of that specific system. These variables can be used in an optimization process, to introduce minimal, but sufficient, disruption in the system. Further the ratio of the eigenvalues, as discussed in [8], of $\gamma$ (3.6) may play a role in the convergence rate as well. This problem remains to be investigated further.
Chapter 4

Experiments

To validate theoretical results an experimental setup is available. With this setup it is possible to control a fermentation process. An adaptive extremum-seeking controller is used to maximize the biomass concentration in the fermenter. However due to limitations on the setup some modifications are necessary.

4.1 Modified adaptive extremum-seeking controller

The developed strategy in chapter 3 is not yet implemented on the experimental setup. The controller needs both states, gas outflow and substrate concentration, to compute the control input $u$ (2.18). With the current setup it is not possible to measure the substrate concentration online. The measurement of the $CO_2\% (1/min)$ outflow, converted to a Carbon dioxide Production Rate ($CPR (g/l/h)$), is the only on-line measurement $y$. To overcome this problem an output feedback adaptive extremum-seeking controller, presented in [4], is implemented on the experimental setup. This controller is based on Monod kinetics (2.5) instead of Haldane kinetics. As a result inhibition by the substrate concentration is not modelled. The vector of unknown parameters for this case is given by $\theta = \theta_x \theta_u^T$ with $\theta_x = \frac{1}{K_s}$, $\theta_u = \frac{h}{K_u}$. Equation (2.13) remains the same, while equation (2.14) reduces to

$$y = \frac{\theta_x s^2 y - \theta_u y^2 + (s_0 - s)uy}{s(1 + \theta_x s)} - uy$$  \hspace{1cm} (4.1)

A reduced order observer

$$\dot{s} = -\theta_x y + u(s_0 - \hat{s})$$  \hspace{1cm} (4.2)

is used to estimate the substrate concentration in the bioreactor.

The output feedback dynamics $\dot{y}$, $\dot{s}$, and $\dot{\mu}$ are written in the following matrix form

$$\dot{X} = A'(t)X + BF(\Psi, \hat{s})\hat{s},$$  \hspace{1cm} (4.3)

where

$$A'(t) = \begin{bmatrix}
-k_y & \phi_x(\Psi, \hat{s})y & \phi_u(\Psi, \hat{s})y \\
\frac{\phi_x(\Psi, \hat{s})y}{(1 + \theta_x s)(1 + \theta_u s_\text{obs})} & 0 & 0 \\
\frac{\phi_u(\Psi, \hat{s})y}{(1 + \theta_u s_\text{obs})} & 0 & 0 \\
\end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T$$  \hspace{1cm} (4.4)
Based on Lyapunov theory it is proved that $\bar{s} \to 0$ when $t \to \infty$. When $\bar{s} = 0$, the dynamics reduce to the state feedback dynamics

$$\dot{X} = A(t)X,$$  \hspace{1cm} (4.5)

where

$$A(t) = \begin{bmatrix}
-k_p & \frac{\phi_s(\Psi)Y}{(1+\delta_s)(1+\delta_n)} & \frac{\phi_n(\Psi)Y}{(1+\delta_s)(1+\delta_n)} \\
-\frac{\Gamma_p\phi_s(\Psi)Y}{1+\delta_s} & 0 & 0 \\
-\frac{\Gamma_n\phi_n(\Psi)Y}{1+\delta_s} & 0 & 0 
\end{bmatrix}$$  \hspace{1cm} (4.6)

This means that the performance achieved under output feedback recovers the performance under state feedback as $t \to \infty$. Further the persistence of excitation condition has to be satisfied at $t \to \infty$ to ensure that the parameters converge to their true values asymptotically.

4.2 Fermentation principle

A fermentation is based on the principle of growing micro-organisms in order to produce a stable product. The fermentation can be decomposed into three different steps.

- The lag phase: The beginning of the fermentation. There is no net change of the cells concentration. The cells are adjusting to the new environment in the fermenter.
- Exponential phase: The cells are growing at an exponential rate.
- The stationary phase: No change of the cells concentration, the lysis product can no longer support new cell growth.

The adaptive extremum-seeking controller will be activated after the lag phase. When the exponential phase starts, the controller will attempt to steer the system to the highest possible production rate for this specific batch.

4.3 Pseudomonas Putida

The micro-organism used in the experiments is Pseudomonas Putida. This micro-organism is able to produce medium-chain-length poly(3-hydroxyalkanoate) (MCL-PHA). MCL-PHA is a commercially available biodegradable polymer. P.Putida is usually grown on a cheap carbon source such as glucose. Once the population enters the stationary phase, the carbon source is replaced by nonanoic acid, as well as limited nutrients (i.e. ammonium as nitrogen source or phosphate). Nonanoic acid has a long carbon chain, necessary for the production of PHA. In this situation, the micro-organism which are nutrient deprived will actively convert the carbon source to PHA as storage. Then the PHA can be extracted from the micro-organism.
4.4 Experimental setup

In figure 4.1, the key elements of the experimental setup are shown and they will be described shortly here. The fermenter itself has a working volume of 1.5 (l). The agitation speed in the fermenter is set to 500 (RPM) and the temperature is controlled in the range 30° - 31° C. The glucose substrate is continuously fed into the fermenter by a pump whose speed is controlled by the AESC. The pH for this fermentation will be kept at 7.0. The reaction products are acidic and therefore a base solution (NH₄OH) must be pumped into the fermenter to regulate the pH of the system. The dissolved oxygen (DO) in the fermenter is measured and controlled at 60%. The DO will drop if the micro-organism are actively growing. Compressed air is used initially to control the DO. However pure oxygen may also be mixed with the airflow when the DO deviates drastically from the required setpoint. The total gas inflow is kept constant at 1.5 (l/min). The gas outflow passes an airtrap first to prevent liquid leaking into the measurement equipment. It is then filtered and passed through a dryer and finally into a CO₂ monitor.

4.5 Goals

The main goal of this experiment is to repeat the previous experiments in order to test some new design features. The main feature includes the addition of a new water cooler to avoid heating of the medium. In previous experiments a too high temperature of the medium has resulted in death of the population. We also want to test the output feedback adaptive extremum-seeking controller [4].
With the new water cooler it is possible to control the temperature in the desired range 30° - 31° C. This is one of the essential conditions for a healthy population.

In figure 4.2 the measured CPR is shown. It can be seen that the CPR is going up for about 6.5 hours. Then it goes down rapidly, indicating that the population is not growing at the same rate. This is due to the fact that the used observer for the substrate concentration is not working properly. The observer had failed to converge to the real substrate concentration. It can be seen in figure 4.3 that after about 6.5 hours the substrate concentration is probably almost 0 (g/l), while the observer indicates that it is 8 (g/l). Unfortunately at that time no sample is taken to confirm this. The substrate concentration predicted by the observer remains around 6 (g/l) for the rest of the fermentation. Therefore the dilution rate fails to be adjusted properly by the controller. In fact figure 4.4 shows a decrease in the dilution rate instead of a necessary increase. This is due to the fact that the dilution rate is based on the high estimated substrate concentration. As seen in figure 4.2 the CPR goes slowly up again after the first drop, resulting in an increase in the biomass concentration. But the population is not growing at an exponential rate anymore and reaches a steady state after 10 hours (see figure 4.5).

The parameter estimates are shown in figure 4.6. It can be seen that they have not converged yet, but due to the wrong observer signal one should not pay too much attention to the values of the estimates.
Figure 4.3: Glucose concentration, with observer prediction (solid) and analyzed samples

Figure 4.4: Dilution rate u
Figure 4.5: Biomass concentration

Figure 4.6: Estimated parameters, \( \theta_\mu \) (dashed) and \( \theta_s \) (solid)
4.7 Conclusions and recommendations

Based on the data of the experiment it can be concluded that overheating of the medium did not occur during this experiment. The beginning of the fermentation shows the behavior as seen in simulation results. However this is due to the fact that there are enough nutrients for a small population, problems occur when the population grows exponentially for a period of time. The substrate concentration becomes too low and the dilution rate is not increased properly due to the poor choice of observer. As a result the microbial population, which starves, cannot grow substantially. Little can be said about the adaptation of the parameters, since the updates are based on wrong information.

For future experiments a modification of the observer is necessary. The convergence rate has to increase. Based on figure 4.3 the observer has to converge after about 6 hours before the substrate concentration drops near zero.

The developed method in chapter 3 for the input signal can easily transformed for Monod kinetics which may improve the parameter convergence.

Finally an output feedback adaptive extremum-seeking controller for Haldane kinetics has to be designed and implemented on the experimental setup.
Chapter 5

Conclusions and recommendations

In adaptive control problems a PE condition has to be fulfilled before parameter convergence is guaranteed. When non-linear models are used no general method is available that guarantees the satisfaction of the PE condition. In the first part the PE condition for an adaptive extremum-seeking controller, applied to a continuous stirred tank bioreactor with Haldane kinetics, is investigated. Parameter convergence is important in this case, since the optimal setpoint depends on the unknown parameters. A new method to compute an input signal that guarantees fulfillment of the PE condition is developed. This is done by transforming the PE condition into a rank condition. This rank condition is used to compute the input signal. The input signal is based on information from the current states and parameter estimates instead of a fixed a priori chosen input signal. Simulation results show the performance of the proposed method. This method is capable of handling different initial conditions for the parameter estimates and small variations of the Haldane kinetics as well. The rate of convergence of the parameters can be influenced. Overall it provides better results than an arbitrary chosen sinusoidal input.

The relationship between the convergence of the parameters and the value of the variables, used in the new method, is not yet fully understood. When the system parameters change, it is uncertain whether the parameter estimates converge or not. This is probably due to the fact that there exist optimal values for the variables for every different system depending on the time constant of that specific system. These variables can be used in an optimization process, to introduce minimal, but sufficient, disruption in the system. Further the ratio of the eigenvalues of $\mathbf{T}$ (3.6) may play a role in the convergence rate as well. This problem remains to be investigated further.

The second part describes the initial results obtained by an experiment with a continuous stirred tank bioreactor. An output feedback adaptive extremum-seeking controller is used for the experiment. The goal of the experiment is to test the controller and a new water cooler. Based on the data of the experiment it can be concluded that overheating of the medium did not occur anymore during this experiment. The beginning of the fermentation shows the behavior as seen in simulation results. However, problems occur when the population grows exponentially for a period of time. The substrate concentration becomes too low and the dilution rate is not increased properly due to the poor performance of the observer for the substrate concentration. As a result the microbial population cannot grow substantially. Little can be said about the adaptation of the parameters, since the
updates are based on wrong information.

For future experiments a modification of the reduced order observer is necessary. The convergence rate has to increase. The new developed method for computing the input signal can easily transformed for Monod kinetics which may improve the parameter convergence. Finally an output feedback adaptive extremum-seeking controller for Haldane kinetics has to be designed and implemented on the experimental setup.
Appendix A

Results for different biological processes with Haldane kinetics

A.1 Variation of $K_I$

![Parameter estimates](image)

Figure A.1: Parameter estimates for $K_I = 1$, $\hat{\theta}_\mu = \text{solid}$, $\hat{\theta}_i = \text{dashed}$ and $\hat{\theta}_s = \text{dashdot}$
Figure A.2: Parameter estimates for $K_I = 1.5$, $\dot{\theta}_\mu = \text{solid}$, $\dot{\theta}_i = \text{dashed}$ and $\dot{\theta}_s = \text{dashdot}$

Figure A.3: Parameter estimates for $K_I = 3$, $\dot{\theta}_\mu = \text{solid}$, $\dot{\theta}_i = \text{dashed}$ and $\dot{\theta}_s = \text{dashdot}$
A.2 Variation of $K_S$

Figure A.4: Parameter estimates for $K_S = 0.3$, $\hat{\theta}_\mu = $ solid, $\hat{\theta}_i = $ dashed and $\hat{\theta}_s = $ dashdot

Figure A.5: Parameter estimates for $K_S = 0.5$, $\hat{\theta}_\mu = $ solid, $\hat{\theta}_i = $ dashed and $\hat{\theta}_s = $ dashdot
A.3 Variation of $\mu_0$

Figure A.6: Parameter estimates for $\mu_0 = 0.3$, $\hat{\theta}_\mu =$ solid, $\hat{\theta}_t =$ dashed and $\hat{\theta}_a =$ dashdot

Figure A.7: Parameter estimates for $\mu_0 = 0.5$, $\hat{\theta}_\mu =$ solid, $\hat{\theta}_t =$ dashed and $\hat{\theta}_a =$ dashdot
Figure A.8: Parameter estimates for $\mu_0 = 0.8$, $\hat{\theta}_\mu = \text{solid}$, $\hat{\theta}_t = \text{dashed}$ and $\hat{\theta}_s = \text{dashdot}$

Figure A.9: Parameter estimates for $\mu_0 = 1.2$, $\hat{\theta}_\mu = \text{solid}$, $\hat{\theta}_t = \text{dashed}$ and $\hat{\theta}_s = \text{dashdot}$
Figure A.10: Parameter estimates for $\mu_0 = 1.5$, $\hat{\theta}_\mu =$ solid, $\hat{\theta}_t =$ dashed and $\hat{\theta}_s =$ dashdot.

Figure A.11: Parameter estimates for $\mu_0 = 1.8$, $\hat{\theta}_\mu =$ solid, $\hat{\theta}_t =$ dashed and $\hat{\theta}_s =$ dashdot.
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