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Chapter 1: Introduction

Chaos synchronization is an interesting topic, which has been widely studied the last few years. This kind of synchronization has potential interest in several areas such as secure communication, biological oscillators and animal gaits. From a control theory point of view, the synchronization problem can be stated as a tracking problem or as a stabilization problem. It has been shown that two identical chaotic oscillators can be synchronized. In this report the synchronization of two chaotic non-identical systems that are non-differentiable in zero is treated. There are some strategies developed to give a solution to this problem. In this work on one hand state feedback synchronization is treated. On the other hand a strategy is used which is based on robust asymptotic stabilization to achieve synchronization of the chaotic oscillators. The control scheme comprises a linearizing control law and an uncertainty estimator. The main idea in dealing with the uncertainties is to lump them into a nonlinear function in such a way that the lumping function can be interpreted as a new state in an external dynamically equivalent system. Then an estimate of the uncertainties is obtained by means of a state observer. This state observer provides the estimated value of the lumping nonlinear function to the linearizing feedback control. The proposed scheme has the following advantages:

- The controller requires no a priori information of the unknown functions or parameters.
- Only one controller parameter is required to tune.

In this way the proposed adaptive scheme allows the synchronization of non-identical chaotic systems. This strategy is tested here as well in simulations as in experiments. However due to some essential restrictions of the used systems it is not possible to achieve this synchronization in experiments. Information of the nonlinear structure in the systems is still needed to achieve synchronization. This report is organized as follows. In the second chapter different chaotic oscillators, called Sprott circuits, are treated. In chapter three first the stability of the systems is checked. Then a state feedback control is used to synchronize the systems. After that robust asymptotic chaos synchronization is treated. Chapter 4 illustrates the practical implementation of the synchronizing circuits. Chapter 5 treats the synchronization of a chain of chaotic oscillators. Chapter 6 illustrates the practical implementation of this chain of oscillators. Chapter 7 treats the synchronization of chaotic oscillators of not completely linearizable systems and chapter 8 ends with some conclusions and recommendations.
Chapter 2: Sprott circuits

The class of Sprott circuits, which are consisting of only resistors, capacitors, diodes and inverting operational amplifiers, forms a new class of chaotic electronic circuits. Here the circuit and its main equation are shortly described. For further reading the reader is referred to [1].

The circuit is described by the differential equation

\[ \ddot{x} + A\dot{x} + x = G(x), \tag{2.1} \]

where \( A \) is a constant, which is approximately 0.6, and \( G(x) \) is a nonlinear function. This differential equation with a piecewise linear \( G(x) \) suggests a non-differentiable chaotic circuit that is simple to construct, analyze and scale to almost any desired frequency by adapting the capacitors. Because it uses only resistors, capacitors, diodes and operational amplifiers it is simpler than any previously modeled chaotic electronic circuits. Integrating the differential equation above, there appears a damped harmonic oscillator driven by nonlinear memory, involving the integral of \( G(x) \). An equation of this form often arises in the feedback control of an oscillator. Figure 2.1 shows the general circuit for solving the equation above.

For the function \( G(x) \) many different functions can be chosen, which all are representing different chaotic behavior. Here two of these nonlinear functions are used for a synchronization analysis. The two circuits in figure 2.2 are representing some of the functions. In this report simulations and experiments on synchronization with one master and one slave are done with the following nonlinear functions.

1. \( G(x) = B|x| - C \) \tag{2.2}
2. \( G(x) = -B \max(x,0) + C \) \tag{2.3}
Looking at (2.2) and (2.3) they are both continuous, but not differentiable in zero.

The circuits shown above are representing both different chaotic behaviors. To show this behavior, the circuits are implemented on an electronic board and compared with the results for solving the equation (2.1) in Matlab/Simulink. Some results are shown in figures 2.3 and 2.4 below, where the projections of the phase portraits are shown of each vector field. Comparing the experimental results of the two functions $G(x)$ with solving equation (2.1) they seem qualitative equal. Except for the values on the axes, but this is due to taking other values for the capacitors in real time than used in simulation, the results seem to be qualitative equal.
Figure 2.3: Phase portraits, respectively simulated (left) and experimental (right), of $x_1$ and $-x_2$ for function $G(x) = B|x| - C$.

Figure 2.4: Phase portraits, respectively simulated (left) and experimental (right), of $x_1$ and $-x_2$ for function $G(x) = -B \max(x,0) + C$. 
Chapter 3: Synchronization of two chaotic Sprott circuits

3.1 Introduction
In the next section the stability of the Sprott circuits in the equilibrium point is checked. Then a linear state feedback controller is used to synchronize these circuits, (2.2) and (2.3), in simulation. However, now a priori knowledge of the full states is necessary. In section 3.4 the strategy of robust asymptotic synchronization is used for the two circuits, which uses only one state component to achieve asymptotically stability around zero [2]. Section 3.5 treats synchronization by means of output feedback assuming the non-linearity to be known.

3.2 Stability of the synchronizing systems in zero
To check the stability of the synchronizing systems around zero, the systems (2.1) can be written in state space form:
\[
\begin{align*}
\dot{x}_{1,j} &= x_{3,j} \\
\dot{x}_{2,j} &= x_{3,j} \\
\dot{x}_{3,j} &= -x_{2,j} - Ax_{3,j} + G_j(x_{1,j})
\end{align*}
\]
where the subscript, \(j=M,S\) indicates the master (2.2) and slave (2.3) system.
Assume that the control, which is used in the next section, is a signal that is injected into the third equation of the slave circuit. Such a signal is a coupling force between the two systems.
Define \(e_i = x_{i,M} - x_{i,S}\). Then, the dynamics of the synchronization error can be written as follows:
\[
\begin{align*}
\dot{e}_1 &= e_2 \\
\dot{e}_2 &= e_3 \\
\dot{e}_3 &= -e_2 - A e_3 + B_1|x_{1M}| - C_1 + B_2 \max(x_{1M} - e_1,0) - C_2 - u
\end{align*}
\]
By taking \(u = 0\) it can immediately be seen that the point \((e_1, e_2, e_3) = (0,0,0)\) is not an equilibrium point, which is the point where the stability has to be reached. So the open loop system cannot be stabilized around the origin. A control law has to be designed to make \(e = 0\) equilibrium and achieve stability of the closed loop system.

3.3 State feedback control
Here the purpose is to synchronize the two Sprott circuits by means of state feedback. This means the complete dynamics and the states \(e_1, e_2, e_3\) of the synchronization error must be known. The systems are synchronized with a linearizing state feedback control law in which the error between master and slave becomes zero.
### 3.3.1 Synchronization by means of state feedback

Looking at the synchronization error (3.2) the following feedback controller can be designed to stabilize the system:

\[ u = -e_2 - Ae_3 + G_e(x_{1,j}) + K^T e \]  \hspace{1cm} (3.3)

where \( G_e(x_{1,j}) = G_m(x_{1,j}) - G_s(x_{1,s}) \).

Stability of the origin can now be achieved due to the fact the system (3.2) can be rewritten in state-space form.

\[ \dot{e} = Ae = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -K_1 & -K_2 & -K_3 \end{bmatrix} e \]  \hspace{1cm} (3.4)

The parameters \( K \in R^3 \) are chosen now in such a way that the polynomial

\[ P(\lambda) = \lambda^3 + K_3 \lambda^2 + K_2 \lambda + K_1 \]

is Hurwitz. If the poles are taken in \(-1, K^T \) will be \( (K_1, K_2, K_3) = (1,3,3) \). Stabilization of the synchronization system at the origin is now achieved.

### 3.3.2 Simulation results

Using this control strategy it can be said:

Looking at (3.4) one can conclude that if one of the states of the synchronization error goes to zero, automatically the other states are also stabilized in zero.

Some simulation results are shown in figure 3.1 to 3.3, where the synchronization errors are going to zero and become stable. Automatically the other states become stable. At the arbitrary chosen time instant \( t=40s \) the feedback control law is activated. The synchronization errors are going to zero and are not fluctuating around that point but stay in this point. The errors have values of \( 10^{-14} \), simulated with an ode45 solver.

Figure B.1 in Appendix B shows the input as function of time. It shows a control action that is between reasonable ranges at the time the feedback is activated.
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Figure 3.1: Synchronization error \( e_1 \) of the Sprott circuits with functions \( G(x) \) (2.2) and (2.3) with full knowledge of the nonlinear system.

Figure 3.2: Synchronization error \( e_2 \) of the Sprott circuits with functions \( G(x) \) (2.2) and (2.3) with full knowledge of the nonlinear system.
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However, in most practical cases the error vector \( e \in \mathbb{R}^3 \) is not available for feedback from measurements. Therefore, the control law (3.3) cannot directly be implemented. To avoid this problem an output feedback strategy is used in the next section to achieve synchronization of the two circuits.

### 3.4 Output feedback control

The purpose is to synchronize the two Sprott circuits by means of output feedback with the strategy described in [Z]. It means that only with the knowledge of one state component of each system full synchronization can be achieved.

#### 3.4.1 Synchronization by means of output feedback

The chaotic systems can be written in state space form.

\[
\begin{align*}
\dot{x}_{1,j} &= x_{2,j} \\
\dot{x}_{2,j} &= x_{3,j} \\
\dot{x}_{3,j} &= -x_{2,j} - Ax_{3,j} + G_j(x_{1,j})
\end{align*}
\]

(3.5)

where the subscript, \( j=M,S \) indicates the master (2.2) and slave (2.3) system. As above assume that the control is a signal that can be injected into the third equation of the slave circuit.

So, also define \( e_j = x_{j,m} - x_{j,s} \). Then, the dynamics of the synchronization error can be written as follows.
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\[ \dot{e}_1 = e_2 \]
\[ \dot{e}_2 = e_3 \]
\[ \dot{e}_3 = -e_2 - Ae_3 + G_e(x_{i,j}) - u \]

(3.6)

where \( G_e(x_{i,j}) = G_m(x_{i,1}) - G_s(x_{i,3}) \).

The output is assumed to be given by \( y = h(e) = e_1 \). The relative degree of the system (3.6) is 3. The zero dynamics is trivial and the system is feedback linearizable and controllable. The system can be completely transformed into the normal form. In order to obtain, just for completeness with regard to [2], the coordinates transformation \( z = (z_1, z_2, z_3) = \Phi(e) = (h(e), L_f h(e), L_t h(e))^T \), one should compute the Lie derivatives of system output \( h(e) \) along \( f(e) \), thus one has that

\[ z_1 = e_1, \quad z_2 = e_2 \quad \text{and} \quad z_3 = e_3, \quad \text{so} \quad \Phi(e) = \begin{pmatrix} z_1 \\ z_2 \\ z_3 \end{pmatrix}, \quad \text{from where the Jacobian matrix} \]

\[ D\Phi(e) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \]

is obviously non-singular. It is possible to stabilize the system around the origin. The system in canonical form is:

\[ \dot{z}_1 = z_2 \]
\[ \dot{z}_2 = z_3 \]
\[ \dot{z}_3 = -z_2 - Az_3 + G_e(x_{i,j}) - u \]

(3.7)

where \( G_e(x_{i,j}) = G_m(x_{i,1}) - G_s(x_{i,3}) \).

Define:

\[ \dot{z}_3 = \alpha(z_1, z_2, z_3, x_{1,M}) + \gamma u, \]

(3.8)

where

\[ \alpha(z_1, z_2, z_3, x_{1,M}) = -z_2 - Az_3 + G_e(x_{1,M}, z_1) \]

\[ \gamma = -1 \]

Now let \( \delta = \gamma - \dot{\gamma} \) and \( \Theta(z, u, x_{1,M}) = \alpha(z_1, z_2, z_3, x_{1,M}) + \delta u \). Simple algebraic manipulations yield the following expression for the transformed system:

\[ \dot{z}_1 = z_2 \]
\[ \dot{z}_2 = z_3 \]
\[ \dot{z}_3 = \Theta(z, u, x_{1,M}) + \dot{\gamma} u \]

(3.9)

where \( \Theta(z, u, x_{1,M}) \) is a term which contains the non-linearity. Now define
In this way the system (3.9) can be rewritten in the following extended form:

\[
\begin{align*}
\dot{z}_1 &= z_2 \\
\dot{z}_2 &= z_3 \\
\dot{z}_3 &= \eta + \hat{\gamma}u \\
\dot{\eta} &= \Xi(z, \eta, u, t)
\end{align*}
\] (3.10)

where

\[
\begin{align*}
\Xi(z, \eta, u, t) &= -\dot{z}_2 - \dot{z}_3 + \dot{G}_x(x_{1M}, z_1) + (\gamma - \hat{\gamma})u = (A^2 - 1)z_1 + Az_2 - A(u - G_x(x_{1M}, z_1)) + \dot{G}_x(x_{1M}, z_1)
\end{align*}
\]

Applying a linearizing feedback control law \(u = \frac{1}{\gamma}(-\eta + K^Tz)\) is not physically realizable because it requires measurements of the states \(z(t)\) and the uncertain state \(\eta(t)\). By using a high-gain observer, the problem of estimating \(z(t)\) and \(\eta(t)\) can be solved. Thus, the dynamics of the states \(z\) and \(\eta\) can be reconstructed from measurements of the output \(y = h(z) = z_1\) in the following way:

\[
\begin{align*}
\dot{\hat{z}}_1 &= \hat{z}_2 + L\kappa_1(z_1 - \hat{z}_1) \\
\dot{\hat{z}}_2 &= \hat{z}_3 + L\kappa_2(z_1 - \hat{z}_1) \\
\dot{\hat{z}}_3 &= \hat{\eta} + \hat{\gamma}u + L^3\kappa_3(z_1 - \hat{z}_1) \\
\dot{\hat{\eta}} &= L^5\kappa_4(z_1 - \hat{z}_1)
\end{align*}
\] (3.11)

where \((\kappa_1, \kappa_2, \kappa_3, \kappa_4) = (16, 32, 24, 8)\) are chosen such the polynomial \(P(\lambda) = \lambda^4 + \kappa_4\lambda^3 + \kappa_3\lambda^2 + \kappa_2\lambda + \kappa_1\) has all its eigenvalues in the open left half of the complex plane. The parameter \(L > 0\) indicates the high-gain parameter. It can be interpreted as the uncertainty estimation rate and it is the unique tuning parameter. If this parameter increases, the error will decrease. The linearizing feedback control law with uncertainty estimation now becomes

\[
u = \frac{1}{\gamma}(\hat{\eta} + K_3\hat{z}_3 + K_2\hat{z}_2 + K_1\hat{z}_1) \tag{3.12}
\]

where the control parameters also are chosen such that the polynomial \(P(\lambda) = \lambda^3 + K_3\lambda^2 + K_2\lambda + K_1\) has all its roots located in the left-half of the complex plane.

To check the stability of the closed loop system (3.10), (3.11) and (3.12) define the error: \(\varepsilon_i = z_i - \hat{z}_i, i = 1, 2, 3\) and \(\varepsilon_4 = \eta - \hat{\eta}\).

Then the dynamics of the error is governed by:

\[
\dot{\varepsilon} = A(L, \kappa_i)\varepsilon + \Phi(z, \eta, t), \tag{3.13}
\]
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where \( \Phi(z, \eta, t) \) is an unknown nonlinear bounded function. Assuming that also in the controlled form (3.13) \( z \) belongs to an attractor \( \eta = \eta(t) = \Theta(z(t), u(t)) \) is a bounded function. For that reason \( \Xi(z, \eta, t) \) and \( \Phi(z, \eta, t) \) are also bounded. The matrix \( A(L, \kappa_i) \) is given by:

\[
A(L, \kappa_i) = 
\begin{pmatrix}
-L\kappa_1 & 1 & 0 & 0 \\
-L^2\kappa_2 & 0 & 1 & 0 \\
-L^3\kappa_3 & 0 & 0 & 1 \\
-L^4\kappa_4 & 0 & 0 & 0
\end{pmatrix}
\]  
(3.14)

Because \( A(L, \kappa_i) \) has all its roots located in the left half of the complex plane, one can conclude that for infinite time \( \varepsilon \) stabilizes around zero, which means the estimation error is globally asymptotically stable. The estimation error stays within a ball of radius \( L^{-1} \) around the origin but cannot reach the origin due to the estimation of the uncertain nonlinear term \( \eta \) and bounded function \( \Phi(z, \eta, t) \). Exact complete synchronization is not possible. Figure 3.4 shows the synchronization phenomenon of practical complete synchronization.

A disadvantage of this strategy is that high-gain observers can induce undesirable dynamic effects such as peaking phenomenon in the input due to the fact that the unknown term \( \Xi(z, \eta, t) \) has been neglected in the construction of the observer. To reduce these effects the control law can be modified by means of a saturation function. However, as we shall see below, the peaking is a non-trivial problem such that it restricts the synchronization in experiment. Another disadvantage of high-gain observers is noise amplification. Measurement errors are amplified by the observer and can have a negative effect on the stability of the system.

3.4.2 Simulation results

Using this control strategy the following can be concluded:

Looking at (3.10) and the fact that the synchronization error is completely controllable and observable, one can conclude that if the first state of the
synchronization error goes to zero, automatically the other states are stabilizing around zero.

Some simulation results are depicted in figures 3.5, 3.6 and 3.7. The following control parameters are used here to guarantee asymptotically stability: 
\((\kappa_1, \kappa_2, \kappa_3, \kappa_4) = (16, 32, 24, 8), \quad L = 100\) and \((K_1, K_2, K_3) = (1, 3, 3)\)

These control parameters are chosen such that the input reaches no undesirable values with respect to the restriction in the practical implementation. The input has a restriction of maximum voltage \(\pm 15V\). The feedback controller was arbitrarily turned on at time instant \(t=40s\). Choosing another time instant for activating the input only affects the amount of energy that is needed to achieve synchronization. Each initial condition results in asymptotic stabilization of the errors. The stabilization can be carried out because system (3.11) provides an estimated value of the output function \(y = h(z) = z\). Figure A.1 in Appendix A shows the input \(u(t)\), which is between reasonable ranges.

![Figure 3.5: Left: asymptotically stabilization around the origin of \(z_1\). Right: zoom in picture at the left side.](image-url)
3.5 Synchronization by means of output feedback with known non-linearity

It is also possible to achieve synchronization with output feedback where the controller is used as in (3.3), and where the states are estimated by means of an high-gain observer since only measurements of the first state components are available. The stability of this strategy is not treated here because with the knowledge treated in the previous sections it is obvious this strategy results in stabilization of the synchronization errors as well. This strategy is only used in
practice when synchronization of robust asymptotic stabilization is not working due to the restrictions in the input.
Chapter 4: Practical implementation synchronization with state feedback and output feedback

4.1 Introduction
In the previous chapter state feedback and output feedback control has been treated as a manner to synchronize the different nonlinear chaotic Sprott circuits. In this chapter the three different manners of control synchronization are discussed from a practical point of view. dSpace in combination with Matlab/Simulink is used to achieve this.

4.2 Experimental setup
In figure 4.1 the different chaotic oscillators are shown which are described in chapter 2. Taking into account the power spectrum of the different oscillators and Shannon's theorem a sample frequency of 1000 Hz in dSpace is more than enough. The three states of each system can be measured.

Figure 4.1 Practical realizations of the chaotic Sprott circuits on a board. Master: \( G(x) = B|x| - C \), Slave 1: \( G(x) = B|x| - C \) and Slave 2: \( G(x) = -B \max(x,0) + C \)

The input \( u \) has to be implemented on the slave system. To get the input \( u \) into the third equation, \( \dot{x}_{13} \), of the slave system, the circuits in figures 2.1 and 2.2 need to be analyzed. For a complete analysis see Appendix D. The main result of this analysis is that the synchronization error has the following structure in the canonical form:

\[
\begin{align*}
\dot{z}_1 &= z_2 \\
\dot{z}_2 &= z_3 \\
\dot{z}_3 &= \frac{-\left( R_1 P_2 + R_2 P_2 + R_1 R_2 \right)}{C_2 P_2 R_1 R_2} z_3 - \frac{1}{C_1 C_2 R_1 R_3} z_2 + G(x_{1M}, x_{13}) - \frac{1}{C_1 C_2 C_3 P_2 R_2 R_{dL}} u
\end{align*}
\]
This means that $\gamma$ in (3.9) is $\frac{1}{C_1C_2C_3P_2R_2R_4}$ instead of $-1$ and

$$\eta = \frac{(R_1P_2 + R_2P_2 + R_1R_2)}{C_2P_2R_1R_2}z_3 - \frac{1}{C_1C_4R_2R_4}z_2 + G(x_{1M}, x_{1S}),$$

when implementing the controller (3.12) in the experimental setup.

Another point that has to be taken into account to avoid saturation of the input due to the restricted DAC and ADC outputs of the dSpace system ($\pm 10V$), is dividing/multiplying the input/outputs in Matlab/Simulink with a factor two and multiply/divide it again before the signals are entering into the slave system.

4.3 Experimental results state feedback

Some experimental results with the state feedback controller, described in chapter 2, of the two chaotic oscillators, (2.2) and (2.3), are shown in the figures 3.2 to 3.5 with $K_1=744$, $K_2=264$ and $K_3=27$. The controller is activated at $t=3.3s$.

Figure 4.2: Left: synchronization error $e_1$ with state feedback control and different oscillators (2.2) and (2.3). Right: zoom in the figure at the left side.
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Figure 4.3: Left: synchronization error $e_2$ with state feedback control and different oscillators (2.2) and (2.3). Right: synchronization error $e_3$.

Figure 4.4: The input $u$ activated at $t=3.3s$ for synchronizing different oscillators (2.2) and (2.3).
When the controller is activated at t=3.3s the synchronization errors become stable. $z_1$ stabilizes around a certain offset from zero and $z_2$ and $z_3$ are stabilized around zero due to the fact that the state $z_2$ is the time derivative of $z_1$ and $z_3$ is the time derivative of $z_2$. A solution to reduce this offset is to put the poles further into the left half complex plane. The slave system needs then more energy to achieve smaller synchronization errors. However, this is not possible due to the fact that saturation of the input is present. The reason for this is that the used operational amplifiers can only handle a maximum voltage of $\pm 15V$. The two systems have different chaotic attractors and that is why there is a lot of control energy needed when the input is activated.

Looking at the synchronization by means of state feedback with two oscillators that have the same structure, like (2.2), but with different parameters, all the synchronization errors are stabilized around a point near zero similar as in figures 4.2 to 4.5. There is less input energy needed to achieve synchronization of all the three states. That is why the control parameters can be increased to get a synchronization error $z_1$ very close to zero without saturation of the controller. The other two states are stabilized around zero. Experimental results are shown in the figures 4.6 to 4.9 with $K_1=13760$, $K_2=1863$ and $K_3=75$. The input is activated at t=3.3s.
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Figure 4.6: Left: synchronization error $e_1$ with state feedback control for synchronizing identical oscillators (2.2). Right: zoom in the figure at the left side.

Figure 4.7: Left: synchronization error $e_2$ with state feedback control and identical oscillators (2.2). Right: synchronization error $e_3$. 
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4.4 Experimental results output feedback

Some experimental results, of the output feedback control law with high-gain observer described in chapter 3, are shown in the figures 4.10 to 4.12 with $(K_1, K_2, K_3) = (1, 3, 3)$. The parameters of the high gain observer are $(\kappa_1, \kappa_2, \kappa_3, \kappa_4) = (1, 4, 6, 4)$ and $L = 4.5$. The input is activated at time $t=3.3s$. It can be seen when looking at the synchronization errors in these figures that none of the states are stabilized. The states of the slave system are increasing drastically, but will not lead to any form of synchronization. Taking a lower value of the parameter $L$ and increasing $K_1$, $K_2$ and $K_3$ has no influence on the synchronization error. It only
accelerates the divergence of the control signal. Increasing the high gain parameter will lead to increasing errors and saturation. In figure E.3 experimental results are shown of the input $u$ and the synchronization errors for synchronization with different oscillators. Here the high-gain parameter is increased in time from 0 to 3.5 in steps of 0.5. Saturation appears if the high-gain parameter becomes larger than 3.0 without synchronization of the signals. A possible explanation for this is that the estimation of the unknown function $\eta$ cannot reach all the information of the nonlinear terms for which it has to give an estimate for. This is due to the restriction in the input.

Another point that has to be taken into account is the measurement errors. Because when using a high gain observer noise amplification is present due to these errors. This noise amplification affects the synchronization error. Together with saturation of the input it is the reason for the lack of synchronization.

Figure 4.10: Left: synchronization error $e$, with output feedback control, (3.11) and (3.12), for synchronizing different oscillators (2.2) and (2.3). Right: zoom in the figure at the left side.
Applying the same control strategy on two identical oscillators with the structure of (2.2), again synchronization of all three states is not reached. Some results are shown in figures 4.13 to 4.15. Even now is too much energy needed to compensate for the nonlinear terms. The control parameters are \((K_1, K_2, K_3) = (1,3,3)\). The parameters of the high gain observer are \((\kappa_1, \kappa_2, \kappa_3, \kappa_4) = (1,4,6,4)\) and \(L = 4.5\). The input is activated at time instant \(t=3.3\) s.
Figure 4.13: Left: synchronization error $e_1$ with output feedback control, (2.11) and (2.12), for synchronizing identical oscillators (2.2). Right: zoom in the figure at the left side.

Figure 4.14: 2D representation of the synchronization errors $e_2$ and $e_3$ with output feedback control, (2.10) and (2.11), for synchronizing identical oscillators (2.2) when the input is already activated.
Looking at the figures above in none of the cases synchronization is achieved by means of output feedback. A possible reason for this is the limitation in the input and the noise amplification caused by the high-gain observer. Another cause why neither form of synchronization is achieved can be the fact that during simulations the dynamics of the systems is slower than during the experiments. By using slower dynamics the state values are not fluctuating very fast in time. The controller has more time to compensate for the nonlinear terms. It is possible to reduce the dynamical speed of the systems at the same level as in the simulations by increasing the values of the capacitors. In this case it is more difficult to keep the chaotic behavior of the systems. A small increase in the control parameters will immediately result in drifting of the slave signal and result in loss of synchronization, see figure E.1 in appendix E. Another way to look at this problem is to simulate at the same speed like in the experimental setup, see figure E.2. It can be seen that the synchronization errors are heavily fluctuating around a point near zero, although there is some kind of synchronization achieved between the two chaotic oscillators. It is concluded that synchronization cannot be reached because of saturation of the input and noise amplification caused by the high-gain observer. The fast dynamics in the systems can be the problem why robust asymptotic stabilization is not achieved. A solution to this problem is reducing the fast dynamics with another configuration of the circuits. In the configuration used here synchronizing with very slow dynamics is not possible due to drifting of the slave signal and disappearing of chaotic behavior. Another solution for this problem is making an algorithm that diminishes the effect of saturation at the moment the controller is activated. It is a relatively simple algorithm that must satisfy two conditions before it activates the input. The first condition says that the absolute difference between master and slave signals must be in a small range

\[ |x_{1M} - x_{1S}| \leq \alpha, \]

where \( \alpha \) is the threshold value.
The second condition says that the derivatives of master and slave signal must have the same sign.

\[
\text{sign}\left(\frac{x_{1M,k} - x_{1M,k-1}}{\Delta T}\right) = \text{sign}\left(\frac{x_{1S,k} - x_{1S,k-1}}{\Delta T}\right)
\]

Implementing this algorithm on the system and looking at the simulation results, in the left figure of figure 4.16 the input is activated at time instant \(t=40\text{s}\) without implementation of the algorithm. At the moment it is activated relatively much energy is needed to achieve synchronization of the slave with the master system. A large difference can be seen between master and slave signal. In the right figure of figure 4.16 the activation of the input is depending on the algorithm that is implemented (\(\alpha\) is taken 0.1). Here the energy that is needed at the time the input is activated is much less than in the left figure. In both cases the control parameters are chosen as: \((K_1, K_2, K_3) = (1,3,3)\), \((\kappa_1, \kappa_2, \kappa_3, \kappa_4) = (16,32,24,8)\) and \(L = 100\). Unfortunately, because of lack of time this algorithm is not implemented experimentally.

![Figure 4.16: Simulation results of the input and master and slave signals for showing influence of implementation algorithm. Left: without implementation algorithm. Right: with implementation of algorithm.](image)

### 4.5 Experimental results: output feedback with known nonlinearity

Another way to achieve synchronization is shown in the figures 4.17 to 4.20, where the experimental results are shown of output feedback and an observer but here the unknown function \(f\) is no longer estimated but is assumed to be a known function. Unfortunately now knowledge of the system dynamics is needed to achieve synchronization of all the states. The structure of the state observer is now (4.2):
\[ \dot{z}_1 = \dot{z}_2 + LK_1(z_1 - \hat{z}_1) \]
\[ \dot{z}_2 = \dot{z}_3 + L^2 K_2 (z_1 - \hat{z}_1) \]
\[ \dot{z}_3 = - \frac{(R_1 P_2 + R_2 P_2 + R_3 R_2)}{C_1 P_2 R_1 R_2} \dot{z}_3 - \frac{1}{C_1 C_2 R_1 R_2} \dot{z}_2 + G_s(x_{1M}, z_1) - \frac{1}{C_1 C_2 C_3 P_2 R_2 R_{\text{ref}}} u + L^3 K_3 (z_1 - \hat{z}_1) \] (4.2)

The control law will be:
\[ u = - \frac{1}{\dot{z}_3} \left( \frac{(R_1 P_2 + R_2 P_2 + R_3 R_2)}{C_1 P_2 R_1 R_2} \dot{z}_3 - \frac{1}{C_1 C_2 R_1 R_2} \dot{z}_2 + G_s(x_{1M}, z_1) + K_2 \dot{z}_2 + K_3 \dot{z}_2 + K_1 \dot{z}_1 \right) \] (4.3)

with \( K_1 = 0.125, K_2 = 0.750, K_3 = 1.5 \). The parameters of the high gain observer are \( \kappa_1 = 1, \kappa_2 = 3, \kappa_3 = 3 \) and \( L = 0 \). Looking at figures 4.17 to 4.20 it can be seen that the state \( z_1 \) stabilizes around a certain offset from zero and \( z_2 \) and \( z_3 \) are automatically stabilized at zero due to the fact that \( z_1 \) stabilizes. Complete synchronization is not achieved because there is a certain offset in the state \( z_1 \), see figure 4.17. However, it is not possible to increase one of the control parameters to get smaller synchronization errors because a small increase will immediately result in saturation of the input. Applying the designed controller with \( L = 0 \) to achieve synchronization is very surprising because it results in disappearance of the basic function of the observer. Due to unknown reasons, not theoretically mentioned, synchronization is still achieved.

Another point is that the experimental results in the figures mentioned are very critical. The time instant the input is activated is very important because if there is a large difference between master and slave signal or the derivatives of the signals have large values with different sign and are diverging, the input will become saturated. This is due to the fact that at this moment a lot of energy is needed to achieve synchronization. Making use of the algorithm stated before is in this case a good option.
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Figure 4.17: Left: synchronization error $e_1$ with output feedback control and known non-linearity for synchronizing different oscillators (2.2) and (2.3). Right: zoom in the figure at the left side.

Figure 4.18: Left: synchronization error $e_2$ with output feedback control and known non-linearity for synchronizing different oscillators (2.2) and (2.3) after the input is activated. Right: synchronization error $e_3$. 
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Experimenting the same output feedback control structure on two identical oscillators with the structure of (2.2), but with parameter uncertainties it can be seen in the figures 4.21 to 4.24 that all three synchronization errors are stabilized around a point near zero. By increasing roughly the control parameters, it is possible to get an error $e_1$ near zero without saturation of the input. The control parameters in the control law and the high gain observer are $K_1=20000$, $K_2=1213$, $K_3=60$, $\kappa_1=1$, $\kappa_2=3$, $\kappa_3=3$ and $L=36.5$. The controller is activated at time instant $t=2.8s$. 

Figure 4.19: The input $u$ with output feedback and known non-linearity for synchronizing different oscillators (2.2) and (2.3).

Figure 4.20: $x_{1M}$ and $x_{1S}$ plotted with output feedback control and known non-linearity for synchronizing different oscillators (2.2) and (2.3) after the control input is activated.
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Figure 4.21: Right: synchronization error $e_1$ with output feedback control and known non-linearity for synchronizing identical oscillators (2.2). Left: zoom in the figure at the left side.

Figure 4.22: Left: synchronization errors $e_2$ with output feedback control and known non-linearity for synchronizing identical oscillators (2.2) after the input is activated. Right: synchronization error $e_3$. 
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Figure 4.23: The input $u$ with output feedback and known non-linearity for synchronizing identical oscillators (2.2).

Figure 4.24: $x_{1M}$ and $x_{1S}$ plotted with output feedback control and known non-linearity for synchronizing identical oscillators (2.2) after activation of the controller.
Chapter 5: Synchronization of a chain of oscillators by means of output feedback

5.1 Introduction

In this chapter the synchronization of one master and two slave Sprott systems is treated. The oscillations in the slave systems need to synchronize with those of the master system. The master consists of the nonlinear function \( G(x) = B_1|x| - C_1 \).

Slave system 1 and 2 consist of respectively the nonlinear functions
\[
G(x) = B_2|x| - C_2
\]
with slightly different parameter values and
\[
G(x) = -B_3 \max(x,0) + C_1.
\]

Here again the output feedback method described in chapter 3 is used to achieve synchronization of the three systems. As output function \( y = h(z) = z_1 \) is taken and the inputs are put in the last equation of the slave systems to get full linearizable systems. The specified form of synchronization will be as depicted in figure 5.1. Slave system 1 is the master for slave system 2.

\[\text{Figure 5.1: Synchronization form with one master and two slaves}\]

5.2 Synchronization of one master and two slave systems by means of output feedback

For implementing this configuration the system needs two high-gain observers with each their own input \( u \) and tuning parameters. The structures of the different synchronization errors will be:

\[
\begin{align*}
\dot{z}_{1\_MS1} &= z_{2\_MS1} \\
\dot{z}_{2\_MS1} &= z_{3\_MS1} \\
\dot{z}_{3\_MS1} &= \eta_{\_MS1} + \hat{\eta}_{\_MS1} \\
\dot{\eta}_{\_MS1} &= \Xi(z,\eta,u)_{\_MS1} \\
\dot{z}_{1\_S1S2} &= z_{2\_S1S2} \\
\dot{z}_{2\_S1S2} &= z_{3\_S1S2} \\
\dot{z}_{3\_S1S2} &= \eta_{\_S1S2} + \hat{\eta}_{\_S1S2} \\
\dot{\eta}_{\_S1S2} &= \Xi(z,\eta,u)_{\_S1S2}
\end{align*}
\]

The subscripts M, S1 and S2 are represent respectively the Master, Slave 1 and Slave 2 system.

For each of these synchronization errors a high-gain observer with input has to be designed. They are shown in equations (5.3) and (5.4).
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Exactly the same analysis to prove stability of the total system can be given as described in chapter 3. The values of the system parameters were chosen as follows:

\[ \begin{align*}
B_2 & = 1, \\
C_1 & = 2, \\
B_2 & = 0.95, \\
C_2 & = 1.60, \\
B_3 & = 6, \\
C_3 & = 0.5
\end{align*} \] (5.3)

5.3 Simulation results

Looking at some simulation results, figures 5.2 to 5.6, synchronization of the two slave systems and the master system is achieved. The control parameters are shown in table 5.1. At time instant \( t = 40 \) the controller is activated. However, exact synchronization is not reached here, due to the estimation of the nonlinear terms \( \eta \)'s in the two observers. The inputs are lying between reasonable ranges with respect to the restrictions and the synchronization errors are stabilized around zero. Looking at this figures it can be seen it takes a longer time the synchronization of slave 2 with the master system is achieved compared with that of slave 1. This is because slave 1 has an error compared with the master. Due to the fact that slave 1 is the master for slave 2 the error between master and slave 2 is larger than the error between master and slave 1. Therefore it takes a longer time synchronization is achieved between master and slave 2. Figure 5.6 illustrates the relation between the measured states of each oscillator.

Exactly the same analysis to prove stability of the total system can be given as described in chapter 3. The values of the system parameters were chosen as follows: \( B_1 = 1, \ C_1 = 2, \ B_2 = 0.95, \ C_2 = 1.60, \ B_3 = 6 \) and \( C_3 = 0.5 \)

5.3 Simulation results

Looking at some simulation results, figures 5.2 to 5.6, synchronization of the two slave systems and the master system is achieved. The control parameters are shown in table 5.1. At time instant \( t = 40 \) the controller is activated. However, exact synchronization is not reached here, due to the estimation of the nonlinear terms \( \eta \)'s in the two observers. The inputs are lying between reasonable ranges with respect to the restrictions and the synchronization errors are stabilized around zero. Looking at this figures it can be seen it takes a longer time the synchronization of slave 2 with the master system is achieved compared with that of slave 1. This is because slave 1 has an error compared with the master. Due to the fact that slave 1 is the master for slave 2 the error between master and slave 2 is larger than the error between master and slave 1. Therefore it takes a longer time synchronization is achieved between master and slave 2. Figure 5.6 illustrates the relation between the measured states of each oscillator.

<table>
<thead>
<tr>
<th>( \kappa_1 )</th>
<th>MS1</th>
<th>S1S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>( \kappa_2 )</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>( \kappa_3 )</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>( \kappa_4 )</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>( K_1 )</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$K_2$</th>
<th>3</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_3$</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$L$</td>
<td>100</td>
<td>120</td>
</tr>
</tbody>
</table>

Figure 5.2: Left: synchronization error $e_1$ of two slaves with master system depicted in the configuration of figure 5.1. Right: zoom in the figure at the left side.

Figure 5.3: Left: synchronization error $e_2$ of two slaves with master system depicted in the configuration of figure 5.1. Right: zoom in the figure at the left side.
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Figure 5.4: Left: synchronization error $e_3$ of two slaves with master system depicted in the configuration of figure 5.1. Right: zoom in the figure at the left side.

Figure 5.5: The input $u$ of two slaves with master system depicted in the configuration of figure 5.1.
Figure 5.6: $x_{1M}$ and $x_{1S1}$ (left), and $x_{1M}$ and $x_{1S2}$ (right) of two slaves with master system depicted in the configuration of figure 5.1 after the controllers are activated.
Chapter 6: Practical implementation synchronization of a chain of oscillators by means of output feedback

6.1: Introduction

In this chapter the experimental results are shown of the synchronization with one master and two slaves in series. However concluding from the experimental results of chapter 4, robust output feedback synchronization with uncertainty estimator cannot stabilize the synchronization error in practice. This is due to the restriction in the input and the phenomenon of noise amplification. Instead of this strategy output feedback with known non-linearity, (4.2) and (4.3), is used here to achieve synchronization of these three oscillators.

6.2 Experimental results

Some experimental results are shown in figure 6.1 to 6.5. The control parameters used are shown in table 6.1.

<table>
<thead>
<tr>
<th></th>
<th>MS1</th>
<th>S1S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_1$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\kappa_2$</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\kappa_3$</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$K_1$</td>
<td>20000</td>
<td>0.07</td>
</tr>
<tr>
<td>$K_2$</td>
<td>1213</td>
<td>0.48</td>
</tr>
<tr>
<td>$K_3$</td>
<td>60</td>
<td>1.2</td>
</tr>
<tr>
<td>$L$</td>
<td>36.5</td>
<td>0</td>
</tr>
</tbody>
</table>

All the synchronization errors are stabilized, though some of them with a certain offset from zero. Remarkable is the fact the inputs are not activated at the same time. In the first case master and slave 1 system are synchronized. A few seconds later slave 1 and slave 2 are synchronized. This has again to do with saturation of the input. A solution to this problem is implementing the algorithm mentioned in chapter 4. Then the input is activated at the moment the two conditions on which the algorithm is based are satisfied.

When activating the inputs at the same time instant, while slave 1 is adapting to the master system, slave 2 needs to adapt to slave one. This requires too much energy, gives saturation and will not result in synchronization. To avoid this, the inputs are activated at different time instants. The controllers are activated at t=2.9s and t=4.1s. Also it can be seen here again the state $z_1$ of the second slave stabilizes with a certain offset from zero. Figure 6.4 illustrates the relation between the measured states of each oscillator. It is obvious that the synchronization between $x_M$ and $x_{S1}$ is better than that between $x_M$ and $x_{S2}$. 
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Figure 6.1: Left: synchronization error $e_1$ of two slaves with master system depicted in the configuration of figure 5.1. Right: zoom in the figure at the left side.

Figure 6.2: 2D representation of two slaves with master system depicted in the configuration of figure 5.1 just before the input is activated. Left: master and slave 1. Right: master and slave 2.
Figure 6.3: The input \( u \) of two slaves with master system depicted in the configuration of figure 5.1.

Figure 6.4: \( x_{1M} \) and \( x_{2M} \) (left), and \( x_{1M} \) and \( x_{2M} \) (right) of two slaves with master system depicted in the configuration of figure 5.1 after the input is activated.
Chapter 7: Synchronization of not completely linearized oscillators by means of output feedback

7.1 Introduction
In the previous chapters the input of the slave system was chosen in the third state equation of the nonlinear system. It is also possible to implement the input in one of the other two state equations. In this chapter output feedback synchronization of one master and slave is tried to achieve with the input in the first equation of the slave system.

7.2 Synchronization of two strictly different chaotic oscillators
Again synchronization by means of output feedback of the Sprott systems used in chapter 3 is treated. The synchronization error can be written as follows:

\[
\begin{align*}
\dot{e}_1 &= e_2 - u \\
\dot{e}_2 &= e_3 \\
\dot{e}_3 &= -e_2 - Ae_3 + B_M|\dot{e}_1| - C_M + B_S \max(x_{1M} - e_1, 0) - C_S
\end{align*}
\]  

Because the output is still chosen as \( y = h(e) = e_1 \) the relative degree of the synchronization error is \( r=1 \). This means synchronization by means of output feedback can only be achieved if the zero dynamics in equation 7.1 is minimum-phase and the tracking dynamics is stable. By defining the change of coordinates \( z_1 = e_1, v_1 = e_2 \) and \( v_2 = e_3 \):

\[
\begin{align*}
\dot{z}_1 &= \eta + \gamma \dot{u} \\
\dot{v}_1 &= v_2 \\
\dot{v}_2 &= -v_1 - Av_2 + B_M|\dot{x}_{1M}| - C_M + B_S \max(x_{1M} - z_1, 0) - C_S \\
\dot{\eta} &= \Xi(z, \eta, u, t)
\end{align*}
\]  

with \( \eta = v_1 + (\gamma - \gamma)\dot{u} \), \( \gamma = -1 \) and \( \Xi(z, \eta, u, t) = v_1 + (\gamma - \gamma)\dot{u} \)

\( \nu \) is the zero dynamics state and assume \( z_1 = e_1 \) is bounded. To check the stability the state \( x_{1M} \) has to be taken into account. One can rewrite now the zero dynamics as:

\[
\dot{r} = Ar + Bz
\]  

where \( r = [v_1, v_2, x_{1M}, x_{2M}, x_{3M}]^T \), \( B = [0 \ -1 \ 0 \ 0 \ 0]^T \) and for \( x_{1M} > 0 \) A becomes
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Because this is a piecewise linear system it is not possible to investigate the eigenvalues of the separate linear systems to check the stability. Nothing can be said about the stability of the closed loop system, without further analysis. Only make use of two exact identical oscillators can prove minimum phase of the zero dynamics. See appendix C.

Still trying now to achieve synchronization of some state components of the synchronization error, a high-gain observer to estimate the states and the unknown nonlinear function \( \eta \) that is lumping the uncertainties is used.

\[
\begin{align*}
\hat{z}_1 &= \hat{\eta} + \hat{\eta} \dot{u} + L \kappa_1 (z_1 - \hat{z}_1) \\
\dot{\hat{\eta}} &= L^2 \kappa_1 (z_1 - \hat{z}_1)
\end{align*}
\] (7.6)

where \( \kappa_1 \) and \( \kappa_2 \) were chosen such that the polynomial \( P(\lambda) = \lambda^2 + \kappa_2 \lambda + \kappa_1 \) has all its roots located in the left half of the complex plane.

The linearizing feedback control law with uncertainty estimation now becomes

\[
u = -\frac{1}{\gamma} (\hat{\eta} + K_1 \hat{z}_1)
\] (7.7)

with \( P(\lambda) = \lambda + K_1 \) is Hurwitz.

7.3 Simulation results

The master and slave system described above are implemented in Matlab/Simulink to investigate in what senses synchronization is achieved of the three state errors. The parameter values are chosen as: \( \kappa_1 = 2, \kappa_2 = 1, K_1 = 1, L = 100 \).

The synchronization errors of some simulation results are shown in figures 7.1, 7.2 and 7.3. The input is arbitrary activated at time instant \( t=40s \). From these figures it is clear that only the states \( z_1 \) and \( z_2 \) achieve synchronization. The state \( z_3 \) is not stabilized. This kind of synchronization is called partial synchronization. However,
looking at figure 7.4 where the input $u$ is plotted, this input is not practically realizable, because it reaches to infinite values. So experimentally the partial synchronization of these two circuits cannot be achieved. Figure 7.5 illustrates the relation between the measured states of the master and slave system.

Figure 7.1: Left: synchronization error $e_1$ with output feedback control and known non-linearity for synchronizing different oscillators (2.2) and (2.3). Right: zoom in the figure at the left side.

Figure 7.2: Left: synchronization error $e_2$ with output feedback control and known non-linearity for synchronizing different oscillators (2.2) and (2.3). Right: zoom in the figure at the left side.
Figure 7.3: Synchronization error $e_x$ with output feedback control and known non-linearity for synchronizing different oscillators (2.2) and (2.3). Right: zoom in the figure at the left side.

Figure 7.4: The input $u$ with output feedback and known non-linearity for synchronizing different oscillators (2.2) and (2.3).
Figure 7.5: $x_{1\text{M}}$ and $x_{1\text{S}}$ plotted with output feedback control and known non-linearity for synchronizing different oscillators (2.2) and (2.3) after activation of the controller.
Chapter 8: conclusions and recommendations

In nature many systems present a tendency towards synchronization. In this report several types of synchronization are treated. From a control point of view it is interesting to induce synchronization in a system or a group of systems. In this report several kinds of synchronization are treated with non-differentiable chaotic oscillators in simulation and experiment.

The first kind of synchronization is controlled synchronization by means of state feedback. Using this kind of control all the state components need to be measured to achieve synchronization. In both cases, simulations and experiments, synchronization is achieved. However, by use of two different oscillators there is a certain offset with respect to one of the states of the synchronization error. The offset is much less by using two identical oscillators with only parameter mismatches between each other. This is due to the bounds on the input and the use of only a proportional action to achieve synchronization. Two oscillators with different structures need more control effort to reach synchronization.

A second kind of synchronization is controlled synchronization using robust asymptotic stabilization control. The main idea in dealing with the uncertainties is to lump them into a nonlinear function in such a way that the lumping function can be interpreted as a new state in an externally dynamically equivalent system. A high gain observer will give an estimate of these uncertainties. The simulation results are showing synchronization of all the states of the synchronization error; though looking at the experimental results no synchronization is reached. This is the case with different as well as identical oscillators. The reason for this is that the estimation of the nonlinear terms in the lumping function needs more control effort than is available. The dynamics in the systems is too fast to achieve robust asymptotic stabilization. Another possible reason is the noise amplification. Because there is always a measurement error present, there is noise amplification due to the used high gain observer that can result in no synchronization.

Changing the control law in such way that the uncertainty estimator is replaced by the true nonlinear terms in the third equation of the synchronization error, synchronization is achieved. Still only measurements of the first states of the systems are needed. A disadvantage of this strategy is that the non-linearity of the systems needs to be known. The remaining state components are estimated by means of the high gain observer. However, also then the problem of saturation of the input is present. By using different oscillators one of the states of the synchronization error is not stabilized at zero but with a certain offset from zero. Another point is that this synchronization is not always guaranteed. The reason is because the control effort depends on the sign of the signals of master and slave combination or the differences between master and slave signals. The algorithm mentioned in chapter 4 can be a solution to this problem.
The synchronization of a chain of oscillators can be reached by using robust asymptotic stabilization control in simulation. In experiments however, the strategy using the known non-linearity of the systems is used to achieve synchronization.

Looking at not completely linearized systems, synchronization of all the states is not possible. Stability of this system cannot be proved yet because it is a piecewise linear system. In simulation synchronization is only achieved in the first two states of the synchronization error. Practical experiments are not possible because the input is going to infinity in simulations.

As stated before the bounds on the input plays an important role whether synchronization of non-differentiable chaotic oscillators is reached or not. Four solutions can be tried to achieve synchronization by means of robust asymptotically stability control in the future:

- The use of operational amplifiers that can handle higher voltages. This will result in the possibility of higher control efforts.
- Building another configuration of the circuits with the same chaotic structure. This structure must have the properties of reducing the speed of the dynamics with preservation of chaotic behavior.
- Implementing the algorithm mentioned in chapter 4 in an experiment that provides activating the input at the time the difference between master and slave signals is between bounded ranges. At this time the control input doesn’t need much control effort to achieve synchronization of the master and slave system compared when this difference is relatively large.
- The use of another control strategy.
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Appendices

Appendix A: Simulation results output feedback control

Figure A.1: Left: The input $u$ to stabilize synchronization error for synchronizing different oscillators. Right: zoom in the figure at the left side

Appendix B: Simulation results state feedback control

Figure B.1: Left: The input $u$ as function of time with function $G(x)$ (1.2) and (1.3) with full knowledge of the nonlinear system for synchronizing different oscillators. Right: zoom in the figure at the left side
Appendix C: Stability of identical oscillators

Looking at equation (6.2) and taking two identical chaotic oscillators the synchronization error becomes:

\[
\begin{align*}
\dot{z}_1 &= \eta + \dot{\gamma}u \\
\dot{v}_1 &= v_2 \\
\dot{v}_2 &= -v_1 - A_M v_2 + B_M |x_{1M}| - C_M - B_M |x_{1M} - z_1| + C_M \\
\dot{\eta} &= \Xi(z, \eta, u)
\end{align*}
\]

(C.1)

with \( \eta = v_1 + (\gamma - \dot{\gamma})u \), \( \gamma = -1 \) and \( \Xi(z, \eta, u) = \dot{v}_1 + (\gamma - \dot{\gamma})u \)

The zero dynamics can be written as:

\[
\dot{r} = Ar + Bz
\]

(C.2)

where \( r = [v_1, v_2]^T \), \( B = [0 \ -1]^T \) and for all \( x_{1M} \) \( A \) becomes

\[
A = \begin{bmatrix} 0 & 1 \\ -1 & -A_M \end{bmatrix}
\]

(C.3)

which has its eigenvalues in the left-half complex plane.

\( \lambda_1 = -0.3 + 0.95i \)

\( \lambda_2 = -0.3 - 0.95i \)

Appendix D: Derivation of the nonlinear differential equations

Figure D.1: Electric circuit of the Sprott circuit
Synchronization of non-differentiable chaotic oscillators

Applying Kirchoff’s law in the points 1, 2 and 3 in figure D.1 will lead to.

For the master chaotic system, see figure D.2:

1. \[ C_3 x_{1M} s + \frac{x_{2M}}{P_2} = 0 \Rightarrow \dot{x}_{1M} = -\frac{1}{C_3 P_2} x_{2M} \] (D.1)

2. \[ -C_2 x_{2M} s + \frac{x_{3M} - x_{2M}}{R_2} - \frac{x_{2M}}{P_2} - \frac{x_{2M}}{R_i} = 0 \Rightarrow \dot{x}_{2M} = -\frac{1}{C_2} \left[ \frac{x_{3M} - x_{2M}}{R_2} - \frac{x_{2M}}{P_2} - \frac{x_{2M}}{R_i} \right] \] (D.2)

3. \[ C_1 x_{3M} s + \frac{x_{2M}}{R_1} + \frac{R_{14}}{R_{13} R_{15}} |x_{iM}| - \frac{V_{ee}}{P_{11}} = 0 \Rightarrow \dot{x}_{3M} = -\frac{1}{C_1} \left[ \frac{x_{2M}}{R_1} + \frac{R_{14}}{R_{13} R_{15}} |x_{iM}| - \frac{V_{ee}}{P_{11}} \right] \] (D.3)

For the slave system the equations become, see figure D.3:

1. \[ C_3 x_{1S} s + \frac{x_{2S}}{P_2} = 0 \Rightarrow \dot{x}_{1S} = -\frac{1}{C_3 P_2} x_{2S} \] (D.4)

2. \[ -C_2 x_{2S} s + \frac{x_{3S} - x_{2S}}{R_2} - \frac{x_{2S}}{P_2} - \frac{x_{2S}}{R_i} = 0 \Rightarrow \dot{x}_{2S} = -\frac{1}{C_2} \left[ \frac{x_{3S} - x_{2S}}{R_2} - \frac{x_{2S}}{P_2} - \frac{x_{2S}}{R_i} \right] \] (D.5)

3. \[ C_3 x_{3S} s + \frac{x_{2S}}{R_1} + \frac{R_{14}}{R_{13} R_{15}} |x_{iS}| + \frac{V_{ee}}{P_{12}} + \frac{u}{R_{AL}} = 0 \]

\[ \dot{x}_{3S} = -\frac{1}{C_1} \left[ \frac{x_{2S}}{R_1} - \frac{R_{24}}{R_{23} R_{25}} \max(x_{iS}, 0) + \frac{V_{ee}}{P_{12}} + \frac{u}{R_{AL}} \right] \] (D.6)

The synchronization error now becomes:
Synchronization of non-differentiable chaotic oscillators

Writing now the synchronization error in the canonical form the following equation appears:

\[\begin{align*}
\dot{e}_1 &= \frac{-1}{C_1 P_2} e_2 \\
\dot{e}_2 &= -\frac{1}{C_2} \left[ \frac{e_3 - e_2}{R_2} - \frac{e_2}{P_2} - \frac{e_2}{R_1} \right] \\
\dot{e}_3 &= -\frac{1}{C_1} \left[ \frac{e_2}{R_1} + \frac{R_{14}}{R_1 R_{13} R_{15}} x_{1M} \right] - \frac{V_{ee}}{P_{11}} + \frac{R_{24}}{R_{23} R_{25}} \max(x_{1S}, 0) - \frac{V_{ee}}{P_{12}} - \frac{u}{R_{AL}} \right]
\end{align*}\]

(D.7)

Writing now the synchronization error in the canonical form the following equation appears:

\[\begin{align*}
\dot{z}_1 &= z_2 \\
\dot{z}_2 &= z_3 \\
\dot{z}_3 &= -\frac{(R_1 P_2 + R_2 P_3 + R_3 R_2)}{C_1 C_2 R_1 R_2} z_3 - \frac{1}{C_1 C_2 C_3 P_2 R_2} z_2 + \frac{G(x_{1M}, x_{1S})}{C_1 C_2 C_3 P_2 R_2 R_{AL}} u
\end{align*}\]

(D.8)

where \( G(x) = \frac{1}{C_1 C_2 C_3 P_2 R_1} \left[ \frac{R_{14}}{R_{13} R_{15}} x_{1M} \right] - \frac{V_{ee}}{P_{11}} + \frac{R_{24}}{R_{23} R_{25}} \max(x_{1S}, 0) - \frac{V_{ee}}{P_{12}} \].

The parameters that are chosen for the different resistors and capacitors are

- \( R_1 = 1 \times 10^3 \Omega \), \( R_2 = 1 \times 10^3 \Omega \), \( R_{13} = 3.33 \times 10^3 \Omega \), \( R_{14} = 1.67 \times 10^3 \Omega \), \( R_{15} = 5.8 \times 10^3 \Omega \), \( R_{23} = 1 \times 10^3 \Omega \), \( R_{24} = 1 \times 10^3 \Omega \), \( R_{25} = 1.67 \times 10^3 \Omega \), \( R_{AL} = 10 \times 10^3 \Omega \), \( P_1 = 104.2 \times 10^3 \Omega \), \( P_2 = 180 \times 10^3 \Omega \), \( V_{ee} = 15V \), \( C_1 = 4 \mu F \), \( C_2 = 194 \mu F \) and \( C_3 = 4 \mu F \).
Appendix E: Figures to analyze output feedback synchronization

![Graphs showing synchronization of non-differentiable chaotic oscillators](image)

**Figure E.1:** The master and slave signals of output feedback with drifting away of slave signals.

Control parameters: \((K_1, K_2, K_3) = (1, 3, 3), (\kappa_1, \kappa_2, \kappa_3, \kappa_4) = (1, 4, 6, 4)\) and \(L = 0.65\).

![Graphs showing synchronization errors](image)

**Figure E.2:** Synchronization errors of simulation results with output feedback of high frequency signals.

Control parameters left figure: \((K_1, K_2, K_3) = (1, 3, 3), (\kappa_1, \kappa_2, \kappa_3, \kappa_4) = (16, 24, 32, 8)\) and \(L = 60\).

Control parameters right figure: \((K_1, K_2, K_3) = (27000, 27000, 90), (\kappa_1, \kappa_2, \kappa_3, \kappa_4) = (16, 24, 32, 8)\) and \(L = 150\).
Figure E.3: Experimental results controller and synchronization errors when increasing the high-gain parameter from 0 to 3.5. Control parameters: $K_1=1$, $K_2=3$, $K_3=3$, $\left(\kappa_1, \kappa_2, \kappa_3, \kappa_4\right) = \left(16, 24, 32, 8\right)$. 