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1. Introduction.

This note extends the notational system of [1], where namefree lambda calculus (with depth references) was enriched by means of reference transformers. Here we go somewhat further: we also admit references to formulas (the depth references refer to variables). The idea behind this is that we want to indicate substitutions without actually carrying them out. At the same time we provide facilities for a stronger form of postponement of substitution: we create "substitutional atoms" which have, at some point of a tree, the purpose to express that references to a certain variable, made at far-out endpoints, have to be replaced by references to a certain formula.

2. The syntax.

We discuss planar trees, which are intended to represent formulas. Every node in a tree has a label that identifies it, and a case identifier that describes its role in the game. The labels will be represented by lower case letters, and will be written to the left of the nodes. We have the following kind of case identifiers:

a) arity 0

```
\[ p \]
```

"pointer"

```
\[ n \]
```

"depth reference"

```
\[ c \]
```

"constant"

where \( p \) is a label, \( n \) an element of \( \mathbb{N} = \{1, 2, \ldots \} \), and \( c \) is an element of a set of "constants".

b) arity 1

```
\[ \lambda \]
```

"lambda"

```
\[ \phi \]
```

"reference transformer"

```
\[ (n, \rho) \]
```

"substitutional atom"
where λ is the symbol λ, φ is a mapping N → N, n ∈ N, and p is a label.

c) further nodes with arity 1, 2, 3, ... ad libitum, but in particular

\[ \bigwedge \text{"application"} \quad \bigwedge \text{"typing"} \quad \bigwedge \text{"parking"}. \]

We shall say that a label p is out of use if the formula nowhere contains \( p \) or \( n, p \).

3. Primary and secondary reductions.

We shall consider "primary reductions" which are directed to the goal of getting rid of the \( \bigwedge, \bigvee, \bigwedge_p \) and \( \phi \). A tree that does not have anything of those can be called "primary normal". We cannot state in general that every tree can be reduced to a primary normal tree by a finite sequence of reductions, but if we start from primary normal trees and apply substitution or beta reduction as described in sections 6 and 7, a sequence of primary reductions will lead back to a primary normal tree.

As a secondary reduction we have the beta reduction which is of a less trivial nature as far as normal forms are concerned.


P1. A parking node may be skipped if there is nothing in the whole formula that refers to it. Skipping the parking node means replacing

\[ \bigwedge \text{by} \]

\( (p, q, r \text{ are labels}; \sigma, \varphi \text{ are out of use}). \)
if \( p \) is the label of \( \varphi \).

This rule holds for every case identifier, including those with arity 0 and 1. For example, if \( p \) is the label of \( \neg \), we have the reduction

P3.

\[
\begin{array}{c}
\text{n} \\
\varphi \\
r
\end{array}
\quad\rightarrow\quad
\begin{array}{c}
\varphi(n) \\
r
\end{array}
\]

if \( q \) is out of use.

P4.

\[
\begin{array}{c}
\text{n} \\
\varphi \\
m,p
\end{array}
\quad\rightarrow\quad
\begin{array}{c}
\text{n} \\
r
\end{array}
\]

if \( n \neq m \),

\[
\begin{array}{c}
p \\
\varphi \\
r
\end{array}
\]

if \( n = m \), with

\[
\forall_k (\varphi(k) = k + m),
\]

and in both cases under the condition that \( q \) is out of use.
P5. \( c \quad \rightarrow \quad c \) if \( q \) is out of use.

P6. \( c \quad \rightarrow \quad c \) if \( q \) is out of use.

P7. With the nodes mentioned under c) we have the trivial shifts, like

without any change in the contents of \( \square \) and \( \triangle \), provided that \( q \) is out of use.
5. Extra reductions.

We might use some extra reductions $Q_1 - Q_5$ that possibly speed up the calculation of the primary normal form. We do not take them as primary reductions, since they are not essential for reaching the normal form; we also note that $Q_5$ would kill the strong normalization. In all cases it is to be required that $q$ is out of use.
Q1: \( \forall_k \varphi(k) = k \)

Q2: \( \forall_k \chi(k) = \varphi(\varphi(k)) \)

Q3: \( n \notin \varphi(\mathbb{N}) \)

Q4: \( \begin{cases} \forall_m (\varphi(m) = n \rightarrow m = n) \\ \forall_k (k \neq n \rightarrow \psi(k) = \varphi(k)) \\ \psi(n) = n \end{cases} \)

Q5
6. Beta reduction. In typed lambda-calculus beta-reduction is

\[ C_{\phi(k)} \]

where \( \phi(k) = k - 1 \) for all \( k > 1 \); \( \phi(1) \) is irrelevant. The mapping is invariant under primary equivalence.

7. Substitution. Substitution of tree \( A \) for the \( k \)-th free variable of \( B \) gives a primary equivalence class of which

is a representative. Here \( q \) is a freshly created label.
8. Remark.

1. The calculus can be extended by adding facilities for substitutional references to "segments" (like "strings" and "telescopers") and more general procedure-like abbreviations. This does not necessarily involve extensions on the "lambda-level": in the first approach we can restrict ourselves to formulas without string references.

2. In order to be able to answer questions like which labels are "out of use" at a certain moment, it may be worthwhile to keep record of the number of references to $p$ or $p.m$ which are made to a certain $p$, and to update such numbers at every reduction step. One might also think of keeping track of the complete set of references to $p$, for instance by means of a linked list. (We might store at every $d$ or $o.m$ the label of the previous and the label of the next reference to $p$.)

3. One might also try to keep track of the references to $\lambda$'s in a way similar to the one described in the previous remark. This might help saving work in carrying out beta reduction. A warning: Referring to the label of the root of an expression starting with $\lambda$ is not the same thing as referring to the $\lambda$ itself. The latter thing means referring to the "variable attached to $\lambda$". Or, stated in other words, referring to a formula $\lambda x F(x)$ is not the same thing as referring to $x$.
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