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This report is an attempt to indicate the variety of analytic means suggested by the modern information theory and to give an account of useful and effective applications of information theory in identification. Some new problems in this extensive field, which can be solved within an information-theoretical framework, are also pointed out.

Several information measures are presented in the first part of the report, with special emphasis on their properties and relations to the well-established Shannon entropy. Most of the phenomena dealt with in identification are stochastic. Therefore, restriction has been made to probabilistic information measures involving discrete and continuous probability distributions.

Two kinds of statistical models most frequently used in identification will be distinguished, dependent on whether the probability distributions involved contain unknown parameters or not. Information measures based on such distributions are termed as parametric or non-parametric, respectively. It will be shown that non-parametric information models can be easily extended to parametric distributions, whereas parametric models lose their modelling value when losing the unknown parameters.

Information measures involving discrete probability distributions might seem to be of minor importance for identification, which deals mostly with continuous random variables. The discrete versions, however, are very enlightening for the basic properties of information measures. A transition to continuous analogues is always possible and presents no difficulties, as can be seen from chapters 5 and 6.

The properties of information measures are usually given without proofs. These proofs can be found in the numerous references.

No completeness is claimed; we only discuss those measures which seem to suggest suitable information for identification. On this point it is apparent that new information-theoretic concepts and measures, such as inaccuracy attributed to Kerridge or certainty attributed to Van der Lubbe might lead to new results in estimation and identification. An extension of the former to identification of structure of the model has been demonstrated in chapter 6.
Special attention is paid to the problems where information theory seems to be the best or even the only tool available. One such problem is the choice of the probability distribution related to an estimated process. An extension of the so-called maximum entropy principle, attributed to Jaynes, to parametric statistical models presented in chapter 6, results in a modified decision rule termed minimum information principle, which is based on the Fisher measure of information.

Several formulations of the information-theoretic estimation principle involving Shannon's information measure are also given in the last chapter and numerous contributions to traditional problems of estimation (prediction, filtering, smoothing) and identification made by this principle are discussed. As a conclusion of the present report it appears that the information approach can serve as an appropriate basis for unification, systematization, generalization and further development of the extensive identification field.
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1. MEASURES OF UNCERTAINTY

Information in an experiment is usually considered as a reduction in uncertainty of the existing knowledge about an event, which is due to observation on this or some related event. Uncertainty is therefore a basic concept of the whole information theory. The first measure of uncertainty termed entropy was introduced by Shannon as early as 1948. The Shannon entropy possesses many useful properties, the most important of which is its (strong) additivity. Moreover, it appears to be the only measure to possess this property, among all possible functions of probabilities satisfying certain intuitively reasonable requirements.

Several generalizations of the Shannon entropy have been developed in the last few decades, which show additivity properties of a different (weaker) kind. One of them is the entropy of order α, introduced by Rényi, which appears to be additive for independent experiments. Another extension due to Havrda and Charvát termed entropy of type β, fails to be additive in the conventional sense, but shows a specific form of additivity, which in many respects makes it even closer to the Shannon entropy as compared with the entropy of order α. A further generalization is given by a so-called entropy of order α and type β, which reduces under certain conditions to the above-mentioned measures. We shall also dwell upon a class of entropies introduced by Arimoto.

Most of the information measures discussed in this project are based on the respective entropy measures. Therefore, we shall pay special attention to the background, definitions and properties of entropies, which will be referred to throughout the report.
1.1 Shannon entropy

Let $\mathbf{P}$ denote a set of probabilities $\{p_1, \ldots, p_n\}$ with $p_i > 0$, 

\[ i = 1,2,\ldots,n \text{ and } \sum_{i=1}^{n} p_i = 1, \]

called a complete discrete probability distribution. Each $p_i$ can be considered as a probability of a certain outcome of an experiment, $n$ being the number of all possible outcomes. Uncertainty about the outcome of such an experiment can be expressed by a quantitative measure (Shannon, 1948)

\[ H_n(\mathbf{P}) = - \sum_{i=1}^{n} p_i \log p_i \]  \hspace{1em} (1.1.1)

termed Shannon entropy. The Shannon entropy can be regarded as an expectation

\[ H_n(\mathbf{P}) = E[h(p_i)] = \sum_{i=1}^{n} p_i h(p_i), \]  \hspace{1em} (1.1.2)

where

\[ h(p) = - \log p \]  \hspace{1em} (1.1.3)

is a measure of uncertainty about the outcome of a single event with probability $p$ (or that of a particular outcome of an experiment). The latter can be regarded as a measure of information provided by occurrence of a given event (irrespective of other possible events) and therefore it was originally termed self-information (Wiener, 1948). We prefer the term "self entropy" because $h$ is directly related to the Shannon entropy. The self-entropy given in (1.1.3) is a monotonically decreasing nonlinear function of $p$. Nonlinearity seems to be well justified by at least two intuitively reasonable requirements. First, the difference in uncertainty about the outcomes of two events with probabilities $p$ and $q$ and a given difference $p-q$ should be higher for less probable events, i.e. for small $p$ and $q$. Secondly, uncertainty about outcomes of two independent events is expected to be a sum of uncertainties about the outcome of each event,

\[ h(pq) = h(p) + h(q) \text{ for all } p,q \in (0,1] \]  \hspace{1em} (1.1.4)
Another important property of the self-entropy is non-negativity

\[ h(p) > 0 \] for all \( p \in (0,1] \).

(1.1.5)

It can be shown (Luce, 1961; Rényi, 1961; Aczél, 1975) that \( h \) defined by (1.1.3) is the only measure possessing the properties given in (1.1.4) and (1.1.5). Adding a normalizing condition, e.g.,

\[ h(\frac{1}{n}) = 1 \]
determines the base of logarithm on the right hand side of (1.1.3). The Shannon entropy (1.1.1) can, in turn, be regarded as a self-entropy of one event, whose probability is equal to the mean probability \( \bar{p} \) of the given distribution \( P \). Setting \( p = \bar{p} \) in (1.1.3) results in

\[ H_n(P) = h(\bar{p}) = -\log \bar{p}. \]

(1.1.6)

Equating the right hand sides of (1.1.1) and (1.1.6) gives and expression for the mean probability in terms of \( p_i(i=1,\ldots,n) \)

\[ \bar{p} = \prod_{i=1}^{n} p_i \frac{1}{p_i}. \]

(1.1.7)

It follows thus that \( \bar{p} \) is the weighted geometric mean of \( p_i \) with \( p_i \) as weights (Aczél, 1975).

A useful measure termed entropy function,

\[ f(p) = -p \log p - (1-p)\log(1-p), p \in (0,1] \]

(1.1.8)

is a particular case of the Shannon entropy (1.1.1) with \( n = 2 \) and \( p_1 = p, p_2 = 1 - p \). It can be considered, hence, as a mean uncertainty about the occurrence or non-occurrence of a single event whose probability is \( p \). The entropy function \( f(p) \) can be obtained as a solution of a so-called functional equation of information (Daróczy, 1969) which is a natural consequence of certain reasonable requirements.

Let \( A \) and \( \overline{A} \) denote the occurrence and non-occurrence of a certain event and \( p(A), p(\overline{A}) \) denote the corresponding probabilities of occurrence and non-occurrence, so that \( p(\overline{A}) = 1 - p(A) \). In order
to derive a reasonable measure of uncertainty concerning A and \( \overline{A} \), let us consider another event represented by its occurrence B or non-occurrence \( \overline{B} \) with probabilities \( p(B) \) and \( p(\overline{B}) \), respectively. Suppose A and B are independent and mutually exclusive (disjoint) with \( p(A) + p(B) < 1 \). The conditional probability of A given \( \overline{B} \) and that of B given \( A \) are defined by

\[
p(A/B) = \frac{p(A)}{p(B)}
\]

and

\[
p(B/A) = \frac{p(B)}{p(A)}
\]

respectively. Let us require that the measure of uncertainty concerning one event with two possible outcomes A, \( \overline{A} \) be a function of the probability \( p(A) \) only,

\[
H(A) = f(p(A)); \quad H(B) = f(p(B)).
\]

Let

\[
H(A/\overline{B}) = p(\overline{B}) f(p(A/\overline{B})) \quad \text{and} \quad H(B/A) = p(A) f(p(B/A))
\]

be the relative uncertainties of one event with respect to non-occurrence of another one and

\[
H(A, B) = H(A) + H(B/A) = H(B) + H(A/\overline{B})
\]

be the joint uncertainty concerning two events.

Substituting (1.1.10) and (1.1.11) in (1.1.12) results in

\[
f(p(A)) + p(\overline{A}) f(p(B/\overline{A})) = f(p(B)) + p(B) f(p(A/B))
\]

Setting \( x = p(A) \) and \( y = p(B) \), \( 0 < x < 1 \), \( 0 < y < 1 \), \( x + y < 1 \), in (1.1.13) leads to the functional equation sought (Tverberg, 1958; Aczél, 1975)
f(x) + (1-x) f(\frac{y}{1-x}) = f(y) + (1-y) f(\frac{x}{1-y}), \quad (1.1.14)

with a definition domain

\{(x,y); \; 0 < x < 1; \; 0 < y < 1; \; x+y < 1\}.

The entropy function f as defined by (1.1.8) appears to be a solution of the functional equation (1.1.14) under one additional (boundary) condition given by

f(1) = f(0), \quad (1.1.15)

which implies that the entropy of a certain event is equal to the entropy of an impossible event. The Shannon entropy (1.1.1) can be expressed through the entropy function (1.1.8) by

\[ H_n(P) = \sum_{i=2}^{n} q_i f(\frac{p_i}{q_i}), \quad (1.1.16) \]

where

\[ q_i = p_1 + \ldots + p_i \quad (i = 2, \ldots, n). \]

Let us consider two experiments with finite discrete probability distributions of their outcomes P = \{p_1, \ldots, p_n\} and Q = \{q_1, \ldots, q_m\}. We can combine them in one single experiment with a probability distribution

\[ R = \{r_{11}, r_{12}, \ldots, r_{1m}, r_{21}, \ldots, r_{kn}, r_{n2}, \ldots, r_{nm}\}, \]

\[ \sum_{j=1}^{m} r_{ij} = p_i > 0, \quad \sum_{i=1}^{n} r_{ij} = q_j > 0, \quad \sum_{i=1}^{n} \sum_{j=1}^{m} r_{ij} = 1, \quad \sum_{j=1}^{m} q_j = 1. \]

The mean uncertainty about the outcome of the first experiment given an outcome of the second experiment is given by the conditional entropy

\[ H_{n/m}(P/Q) = \sum_{j=1}^{m} \sum_{i=1}^{n} r_{ij} \log \frac{r_{ij}}{q_j} \quad (1.1.17) \]

and the uncertainty concerning the combined experiment is defined by the joint entropy
In the following text, we give several properties of the Shannon entropy defined by (1.1.1), (1.1.17) and (1.1.18). The proofs can be found, e.g. in (Aczél, 1975; Mathai, 1975).

1. \( H_n(P) > 0 \) (non-negativity).  

\[ H_n(P) = - \sum P_i \log P_i \]  

(1.1.19)

2. \( H_n(P_1, \ldots, P_n) = H_n(P_{k1}, \ldots, P_{kn}) \)
   where \( k \) is any permutation on \( \{1, \ldots, n\} \) (symmetry).  

\[ H_n(P_1, \ldots, P_n) = H_n(P_{k1}, \ldots, P_{kn}) \]  

(1.1.20)

3. \( H_{n+1}(P_1, \ldots, P_n, 0) = H_n(P_1, \ldots, P_n) \) (expansibility).  

\[ H_{n+1}(P_1, \ldots, P_n, 0) = H_n(P_1, \ldots, P_n) \]  

(1.1.21)

4. \( H_2(\frac{1}{2}, \frac{1}{2}) = 1 \) (normality).  

\[ H_2(\frac{1}{2}, \frac{1}{2}) = 1 \]  

(1.1.22)

5. \( H_n(P_1, \ldots, P_n) \) is a continuous function of \( P_i \), \( i = 1, \ldots, n \).  

\[ H_n(P_1, \ldots, P_n) \]  

(1.1.23)

6. \( H_n\left(\frac{1}{n}, \ldots, \frac{1}{n}\right) \leq H_{n+1}\left(\frac{1}{n+1}, \ldots, \frac{1}{n+1}\right) \)  

(\( H_n \) is a monotonically increasing function of \( n \)).  

\[ H_n\left(\frac{1}{n}, \ldots, \frac{1}{n}\right) \leq H_{n+1}\left(\frac{1}{n+1}, \ldots, \frac{1}{n+1}\right) \]  

(1.1.24)

7. \( H_n(P_1, \ldots, P_n) \leq H\left(\frac{1}{n}, \ldots, \frac{1}{n}\right) = \log n \) (maximality).  

\[ H_n(P_1, \ldots, P_n) \leq H\left(\frac{1}{n}, \ldots, \frac{1}{n}\right) = \log n \]  

(1.1.25)

8. In the case \( n = m \) (i.e. if the numbers of outcomes in two experiments are equal) it holds  

\[ H_n(P) \leq -\sum_{i=1}^{m} P_i \log q_i \]  

(1.1.26)

9. \( H_n(P_1, \ldots, P_n) = H_{n-1}(P_1 + P_2, P_3, \ldots, P_n) + \)  

\[ + (P_1 + P_2)H_2\left(\frac{1}{P_1 + P_2}, \frac{P_1}{1 + P_2}, \frac{P_2}{1 + P_2}\right) \]  

(recursivity).  

\[ H_n(P_1, \ldots, P_n) = H_{n-1}(P_1 + P_2, P_3, \ldots, P_n) + \]  

\[ + (P_1 + P_2)H_2\left(\frac{1}{P_1 + P_2}, \frac{P_1}{1 + P_2}, \frac{P_2}{1 + P_2}\right) \]  

(1.1.27)
10. \( H_{n/m}(P/Q) \leq H_n(P) \), with equality iff \( r_{ij} = p_{ij} q_j \),
    \( i = 1, \ldots, n \); \( j = 1, \ldots, m \) (i.e. iff the experiments are
    independent.) (1.1.28)

11. \( H_{nm}(P, Q) = H_n(P) + H_{m/n}(Q/P) \)
    (strong additivity). (1.1.29)

12. \( H_{nm}(P, Q) \leq H_n(P) + H_m(Q) \)
    (subadditivity). (1.1.30)

13. \( H_{nm}(P, Q) = H_n(P) + H_m(Q), \) iff \( r_{ij} = p_{ij} q_j \)
    \( (i = 1, \ldots, n); \ j = 1, \ldots, m \)
    (weak additivity). (1.1.31)

14. \( H_2(1, 0) = H_2(0, 1) = 0 \)
    (decisivity). (1.1.32)

Several characterizations of the Shannon entropy are known. The
characterization theorem due to Shannon (1948) states that \( H_n \) is
the only function satisfying the requirements (1.1.22) (normality),
(1.1.23) (continuity), (1.1.24) (monotony) and (1.1.27) (recursivity).
It appears, however, that this list of properties was incomplete: an
additional requirement of symmetry as given in (1.1.20) is needed. The improved characterizations have been given by Hinčin (1953) and Fadeev (1956). Fadeev's characterization theorem is based on the following postulates: (1.1.20) (symmetry),
(1.1.22) (normality), (1.1.23) (continuity) and (1.1.27) (recursivity).
The characterization due to Khinchin involves expansibility (1.1.21)
normality (1.1.22), continuity as given in (1.1.23) for \( n = 2 \) only,
maximality (1.1.25), strong additivity (1.1.29) and decisivity
(1.1.32). The theorem due to Chaundy and McLeod (1960) represents the
Shannon entropy as a sum
\[
H_n(P) = \sum_{i=1}^{n} g(p_i)
\]
satisfying (1.1.22) (normality) and (1.1.31) (weak additivity), \( g \)
being a continuous function of $p \in (0,1]$. 

The Shannon measure of uncertainty can be extended to incomplete probability distributions $P = [p_1, \ldots, p_n]$ with $p_i > 0$ ($i = 1, \ldots, n$) and 

$$\sum_{i=1}^{n} p_i < 1 \quad (\text{Rényi, 1961}),$$

as defined by

$$H_n(P) = -\frac{1}{\sum_{i=1}^{n} p_i} \sum_{i=1}^{n} p_i \log p_i.$$  \hfill (1.1.34)

1.2 Rényi's entropy of order $\alpha$

A generalization of the Shannon entropy known as the entropy of order $\alpha$, has been developed by Rényi (1961). It can be obtained by use of the concept of average probability (Daróczy, 1964; Aczél, 1975). Let $P$ be a complete finite discrete probability distribution with 

$$p_i > 0 \quad (i = 1, \ldots, n) \quad \text{and} \quad \sum_{i=1}^{n} p_i = 1.$$

The average probability of $P$ can be defined by

$$\bar{p}_n = \phi^{-1} \left[ \sum_{i=1}^{n} p_i \phi(p_i) \right],$$  \hfill (1.2.1)

where $\phi(p)$ is some function of $p$ and $\phi^{-1}$ is its inverse.

The entropy can be expressed through the average probability as given in (1.1.6). Certainly, different functions $\phi$ will yield different entropies. Suppose $\phi$ is strictly monotonic and the related function 

$$\phi^*(x) = \begin{cases} \phi(0); & x \in (0,1] \\ 0; & x = 0 \end{cases}$$  \hfill (1.2.2)

is continuous. In that case the average probability is symmetric,

$$\bar{p}_n(p_1, \ldots, p_n) = \bar{p}_n(p_{kl}, \ldots, p_{kn}),$$  \hfill (1.2.3)
expansible,
\[ \mathcal{P}_n(p_1, \ldots, p_n) = \mathcal{P}_{n+1}(p_1, \ldots, p_n, 0), \] (1.2.4)
and possesses a natural property of a mean value given by
\[ \min_{1 \leq i \leq n} p_i \leq \mathcal{P}_n(p_1, \ldots, p_n) \leq \max_{1 \leq i \leq n} p_i. \] (1.2.5)

In order to generalize the Shannon entropy, we have to weaken the system of desired properties listed in (1.1.19) to (1.1.32). If the generalized measure of uncertainty is expected to be weakly additive as given in (1.1.31), then it can easily be seen from (1.1.6) and (1.1.31) that the following equality should hold
\[ \mathcal{P}(P, Q) = \mathcal{P} \mathcal{P}, \] (1.2.6)
where \( P \) and \( Q \) are complete finite discrete probability distributions corresponding to certain independent experiments. The requirements imposed upon \( \mathcal{P} \) and \( \mathcal{P}^* \) (strict monotony and continuity, respectively) and (1.2.6) can only be satisfied by two particular functions given in
\[ \mathcal{P}(x) = \log x, \ x \in (0,1] \] (1.2.7)
and
\[ \mathcal{P}(x) = x^{\alpha-1}, \ x \in (0,1], \ \alpha > 0, \ \alpha \neq 1 \] (1.2.8)
(Daróczy, 1964).

Substituting (1.2.7) in (1.2.1) leads, by (1.1.6), to the Shannon entropy as defined in (1.1.1), and with (1.2.8) we obtain in the same manner
\[ \mathcal{P}_n = \left( \sum_{i=1}^{n} p_i^\alpha \right)^{\frac{1}{\alpha-1}}, \ 0^\alpha = 0, \ \alpha > 0, \ \alpha \neq 1 \] (1.2.9)
and
\[ H_n(P) = - \log \mathcal{P}_n = \frac{1}{1-\alpha} \log \sum_{i=1}^{n} p_i^\alpha, \ \alpha > 0, \ \alpha \neq 1 \] (1.2.10)
called the entropy of order \( \alpha \). It follows thus, that Shannon entropy and Rényi's entropy of order \( \alpha \) are the only measures of uncertainty satisfying (1.1.31) (weak additivity condition). Note that
the Rényi's entropy of order $\alpha$ reduces to the Shannon entropy in one particular (limiting) case,

$$\lim_{\alpha \to 1} H_n^{\alpha}(P) = H_n(P)$$  \hspace{1cm} (1.2.11)

For $\alpha \to 0$, we have

$$H_n^{\alpha}(P) = \log n,$$  \hspace{1cm} (1.2.12)

which implies that the entropy of order $\alpha$ is equivalent to the Hartley's measure of uncertainty, depending only on the number of events, when $\alpha$ vanishes. An extension of (1.2.10) to incomplete probability distributions is given by

$$H_n^{\alpha}(P) = \frac{1}{1-\alpha} \log \frac{\sum_{i=1}^{n} p_i^\alpha}{\sum_{i=1}^{n} p_i},$$  \hspace{1cm} (1.2.13)

with $P = \{p_1, \ldots, p_n\}$, $p_i > 0$ ($i=1, \ldots, n$) and

$$\sum_{i=1}^{n} p_i < 1 \hspace{1cm} (\text{Rényi, 1961}).$$

Let $P = \{p_1, \ldots, p_n\}$ and $Q = \{q_1, \ldots, q_n\}$ denote two complete discrete probability distributions. Suppose

$p_{ij} \in P_j$ ($i=1, \ldots, n; \ j=1, \ldots, m$) is a conditional probability of an outcome of the first experiment, corresponding to $P$, with respect to a certain outcome of the second experiment, corresponding to $Q$,

$q_{ij} \in Q_i$ ($i=1, \ldots, n; \ j=1, \ldots, m$) is a conditional probability of an outcome of the second experiment with respect to a certain outcome of the first one and $r_{ij} = q_{ij} p_{ij} = p_{ij}^* q_{ij}$ is a joint probability of an outcome of a compound experiment consisting of the performance of both the first and the second one.
The conditional and joint entropies of order $\alpha$ can be obtained by use of the corresponding average probabilities. Replacing $p_i$ in (1.2.9) by $p_{ij}(i=1,...,n)$ results in

$$\sum_{i=1}^{n} p_{i}^{\alpha} \frac{1}{\alpha-1}, \quad j = 1,...,m,$$

(1.2.14)

which can be considered as the average probability of the conditional distribution $P_j$, i.e. the average probability of the distribution $P$ given a certain outcome of the second experiment corresponding to $Q$. Taking expectation of $\sum_{i=1}^{n} p_{ij}$ with respect to the distribution $Q$ leads to the average conditional probability of $P$ given $Q$,

$$\sum_{i=1}^{n} p_{i}^{\alpha} \frac{1}{\alpha-1}, \quad j = 1,...,m,$$

(1.2.15)

In the same manner we obtain the average probability of $Q$ given $P$,

$$\sum_{j=1}^{m} q_{j}^{\alpha} \frac{1}{\alpha-1}, \quad i = 1,...,n,$$

(1.2.16)

Taking the logarithm of the right hand side in (1.2.15), we obtain

$$\sum_{i=1}^{n} \log q_{j} \alpha_{i} \frac{1}{\alpha-1}, \quad j = 1,...,m,$$

(1.2.17)

which is the conditional entropy of order $\alpha$ of the distribution $P$ with respect to the distribution $Q$. In the same manner we can derive the conditional entropy of order $\alpha$ for $Q$ with respect to $P$,

$$\sum_{j=1}^{m} \log q_{j} \alpha_{j} \frac{1}{\alpha-1}, \quad i = 1,...,n,$$

(1.2.18)

A different definition of the conditional entropy of order $\alpha$ arises if we interchange in (1.2.15) the operation of expectation
and that of raising to the power $\frac{1}{\alpha-1}$, namely

$$\alpha^p_{n/m} = \left[ \sum_{j=1}^{m} q_j \sum_{i=1}^{n} p_{ij}^\alpha \right] \frac{1}{\alpha-1}$$

(1.2.19)

(Van der Lubbe, 1981). The corresponding conditional entropy attains the form

$$\alpha^{H'_{n/m}}(P/Q) = \frac{1}{\alpha-1} \log \left[ \sum_{j=1}^{m} q_j \sum_{i=1}^{n} p_{ij}^\alpha \right].$$

(1.2.20)

Expressions for $\alpha^{p_{m/n}}$ and $\alpha^{H'_{m/n}}(Q/P)$ can be found analogously.

In the limiting case, $\alpha \to 1$, both $\alpha^{H'_{n/m}}(P/Q)$ and $\alpha^{H'_{n/m}}(P/Q)$ reduce to the Shannon conditional entropy given in (1.1.17). Other definitions of the conditional entropy of order $\alpha$ have been introduced in (Aczél, 1963) and (Arimoto, 1977).

For a compound experiment consisting of the performance of two experiments, corresponding to $P$ and $Q$, the average probability of its outcome is given by

$$\alpha^{x_{nm}} = \left[ \sum_{i=1}^{n} \sum_{j=1}^{m} r_{ij}^\alpha \right] \frac{1}{\alpha-1}$$

(1.2.21)

which is an analogue of (1.2.9). Taking logarithm of the right hand side in (1.2.21), we obtain the following expression for the joint entropy of order $\alpha$

$$\alpha^{H_{nm}}(P,Q) = \frac{1}{1-\alpha} \log \sum_{i=1}^{n} \sum_{j=1}^{m} r_{ij}^\alpha.$$

(1.2.22)

For independent $P$ and $Q$ we have $r_{ij} = p_{i}q_{j}$ ($i=1, \ldots, n$; $j=1, \ldots, m$), and (1.2.22) reduces to
\[ H^\alpha_n(P,Q) = \frac{1}{1-\alpha} \log \sum_{i=1}^{n} p_i^\alpha + \frac{1}{1-\alpha} \log \sum_{j=1}^{m} q_j^\alpha \]
\[ = H(P) + H(Q), \quad (1.2.23) \]
which shows the weak additivity of the entropy of order \( \alpha \).

It can easily be seen that the properties (1.1.19) to (1.1.25) and (1.1.32) of the Shannon entropy also hold for the entropy of order \( \alpha \). The property defined in (1.1.30) (subadditivity) holds for \( \alpha=1 \) only. Some other properties, which are typical for the entropy of order \( \alpha \), can be expressed as follows (Van der Lubbe, 1981).

1. \[ \lim_{\alpha \to +\infty} H(P) = -\log \max_{1 \leq i \leq n} (p_1, \ldots, p_i) \quad (1.2.24) \]

2. \[ \alpha_2 > \alpha_1 \quad \text{implies} \quad H(P) \leq H(P) \quad (1.2.25) \]
(i.e. \( H_n(P) \) is a decreasing function of \( \alpha \), with equality for \( P = \{ \frac{1}{n}, \ldots, \frac{1}{n} \} \) and for \( P = \{0, \ldots, 0, 1, 0, \ldots, 0\} \)

3. (Concavity properties) \( (1.2.26) \)
   a) For \( \alpha \in (0,1] \), \( H_n(P) \) is strictly concave with respect to \( P \).
   b) For \( \alpha \in (0,2] \) and \( n = 2 \), \( H_n(P) \) is also concave with respect to \( P \).
   c) For \( \alpha > 2 \) and \( n > 2 \), \( H_n(P) \) is neither concave nor convex with respect to \( P \).
   d) For every \( \alpha > 1 \), there exists an \( n \) such that \( H_n(P) \) is neither concave nor convex with respect to \( P \) for all \( n > n' \).

The concavity properties have been proved by Ben-Bassat and Raviv (1978).
1.3 Entropy of type $\beta$

Another generalisation of Shannon's entropy termed entropy of type $\beta$ is due to Havrda and Charvát (1967). It can be obtained by a certain generalization of the functional equation (1.1.14). Replacing the definition (1.1.11) of the relative uncertainty by

$$H(A/B) = p^\beta(B) f(p(A/B)) ; \ H(B/A) = p^\beta(A) f(p(B/A))$$  \hspace{1cm} (1.3.1)

results in a different functional equation,

$$f(x) + (1-x)^\beta f\left(\frac{y}{1-x}\right) = f(y) + (1-y)^\beta f\left(\frac{x}{1-y}\right).$$  \hspace{1cm} (1.3.2)

The real valued function $f$, defined in $[0,1]$ and satisfying (1.3.2) under the boundary conditions

$$f(0) = f(1)$$  \hspace{1cm} (1.3.3)

and

$$f\left(\frac{1}{n}\right) = 1$$  \hspace{1cm} (1.3.4)

is called entropy function of type $\beta$. This function is given by

$$f_\beta(x) = \frac{1}{2-\beta} (x^\beta + (1-x)^\beta -1), \ \beta \neq 1$$  \hspace{1cm} (1.3.5)

(Daróczy, 1970). Analogously to (1.1.16) we obtain an expression for the entropy of type $\beta$:

$$H_\beta^n(P) = \sum_{i=1}^{n} q_i^\beta f_\beta\left(\frac{p_i}{q_i}\right), \ q_i = p_i + \ldots + p_i, \ (i=2,\ldots,n).$$  \hspace{1cm} (1.3.6)

Substituting (1.3.5) in (1.3.6) results in an explicit definition

$$H_\beta^n(P) = \frac{1}{1-2^{1-\beta}} (1 - \sum_{i=1}^{n} p_i^\beta ), \ \beta > 0, \ \beta \neq 1,$$  \hspace{1cm} (1.3.7)

with convention $0^\beta = 0$ ($\beta \neq 0$).
The entropies of order \( \alpha \) and of type \( \beta \) are related to each other by

\[
H_{n}^{\beta}(P) = \frac{1}{2^{1-\beta}-1} \left( 2^{(1-\beta)} H_{n}^{\alpha}(P) - 1 \right), \tag{1.2.8}
\]

and

\[
H_{n}^{\alpha}(P) = \frac{1}{1-\alpha} \log \left( (2^{1-\alpha}-1) H_{n}^{\alpha}(P) + 1 \right) \tag{1.3.9}
\]

which follow from (1.2.10) and (1.3.7).

It can be seen from the list of the properties of \( H_{n}^{\beta}(P) \) given below, that the entropy of type \( \beta \) shows even more resemblance to the Shannon entropy than the entropy of order \( \alpha \).

1. Non-negativity, as defined by (1.1.19)
2. Symmetry, as defined by (1.1.20)
3. Expansibility, as defined by (1.1.21)
4. Normality, as defined by (1.1.22)
5. Continuity, as defined by (1.1.23)
6. Monotony, as defined by (1.1.24)
7. Maximaliy, as defined by (1.1.25), with \( \frac{1-n^{1-\beta}}{1-2^{1-\beta}} \) in place of \( \log n \).
8. Recursivity of type \( \beta \):

\[
H_{n}^{\beta}(p_1, \ldots, p_n) = H_{n-1}^{\beta}(p_1+p_2, p_3, \ldots, p_n) + (p_1 \cdot p_2)^{\beta} H_{2}^{\beta}\left(\frac{p_1}{p_1+p_2}, \frac{p_2}{p_1+p_2}\right) \tag{1.3.10}
\]

with \( p_i > 0 \) (i=1,...,n) and \( p_1 + p_2 \neq 0 \).
9. Strong additivity of type \( \beta \)

\[
H_{nn}(p_1 q_{11}, \ldots, p_1 q_{m_1}, p_2 q_{12}, \ldots, p_2 q_{m_2}, \ldots, p_n q_{1n}, \ldots, p_n q_{nn})
\]
\[ H_n^{\beta}(p_1, \ldots, p_n) = H_m^{\beta}(q_1, \ldots, q_m) \]

with \[ p_i > 0 \quad (i=1, \ldots, n), \quad \sum_{i=1}^n p_i < 1, \quad q_j > 0 \quad (j=1, \ldots, m) \]

\[ \sum_{j=1}^m q_j < 1. \]

10. Weak additivity of type \( \beta \) (non-additivity)

\[ H_n^{\beta}(p_1 q_1, \ldots, p_n q_m) = H_n^{\beta}(p_1, \ldots, p_n) + H_m^{\beta}(q_1, \ldots, q_m) + (2^{-1-\beta} - 1)H_n^{\beta}(p_1, \ldots, p_n)H_m^{\beta}(q_1, \ldots, q_m) \]

11. Decisivity, as defined by (1.1.32).

12. Concavity with respect to \( P \) for \( \beta > 1 \) and convexity for \( \beta < 1 \) (Sharma, 1973).

13. Limiting properties

a) \[ \lim_{\beta \to 0^+} H_n^{\beta}(P) = n - 1. \]

b) \[ \lim_{\beta \to 1^-} H_n^{\beta}(P) = H_n(P). \]

c) \[ \lim_{n \to \infty} H_n^{\beta} \left( \frac{1}{n}, \ldots, \frac{1}{n} \right) = \begin{cases} 1 & \beta > 1, \\ 1 - 2^{1-\beta} & \beta \in (0, 1). \end{cases} \]

Taking into consideration (1.3.11), a reasonable definition of the conditional entropy of type \( \beta \) seems to be

\[ H_{n/m}(Q/P) = \sum_{i=1}^n p_i^{\beta} H_m^{\beta}(q_{1i}, q_{2i}, \ldots, q_{mi}) \]

and

\[ H_{n/m}(P/Q) = \sum_{j=1}^m q_j^{\beta} H_n^{\beta}(p_{1j}, p_{2j}, \ldots, p_{nj}). \]

In a limiting case, when \( \beta \to 1 \), the conditional entropy of type \( \beta \) reduces to the Shannon conditional entropy defined by (1.1.17). The following relation
implies that the conditional entropy of type $\beta$ cannot exceed the marginal entropy of type $\beta$.

The joint entropy of type $\beta$ is defined by
\[ H_\beta^{B}(P,Q) = \frac{1}{1-2^{1-\beta}} \left[ \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} r_{ij}^{\beta} \right], \]
which follows from (1.3.7) after replacing $p_i$ by $r_{ij}^{\beta}$. In the limiting case, when $\beta \to 1$, the joint entropy of type $\beta$ reduces to the Shannon joint entropy given in (1.1.18). The property (1.3.11) implying strong additivity of type $\beta$ can be expressed by (1.3.15) and (1.3.18) as
\[ H_\beta^{B}(P,Q) = H_\beta^{B}(P) + H_\beta^{B}(Q/P). \]

For independent distributions $P, Q$, (1.3.19) reduces to
\[ H_\beta^{B}(P,Q) = H_\beta^{B}(P) + H_\beta^{B}(Q) + (2^{1-\beta} - 1) H_\beta^{B}(P) H_\beta^{B}(Q), \]
which is another expression for weak additivity given in (1.3.12). As $\beta \to 1$, this relation attains the form of (1.1.31). On account of (1.3.17) and (1.3.19) we also have
\[ H_\beta^{B}(P,Q) < H_\beta^{B}(P) + H_\beta^{B}(Q), \]
which shows that the entropy of type $\beta$ is subadditive (cf. (1.1.30)).

The entropy of type $\beta$ can be expressed as an ordinary sum
\[ H_\beta^{B}(P) = \sum_{i=1}^{n} f(p_i), \]
with
\[ f(p_i) = \frac{p_i^{\beta} - p_i}{2^{1-\beta} - 1}, \quad \beta > 0, \beta \neq 1. \]

The characterization theorem due to Daróczy (1970) is based on three postulates defined by (1.1.20) (symmetry), (1.1.22) (normality) and (1.3.10) (recursivity of type $\beta$). Another characterization can be found in (Forte, 1973; Mathai, 1975).
1.4 Entropy of order $\alpha$ and type $\beta$

The entropy of type $\beta$ given in (1.3.7) can be represented by a weighted sum

$$H_n^\beta(P) = \sum_{i=1}^{n} p_i h^\beta(p_i), \quad (1.4.1)$$

with

$$h^\beta(p) = \frac{1-p^{\beta-1}}{1-p^{2\beta-1}}, \quad \beta \neq 1, \quad \beta > 0. \quad (1.4.2)$$

Sharma and Mittal (1975) have shown that the function $h^\beta(p)$ as defined in (1.4.2), called also self-entropy of type $\beta$, is the only function satisfying the following postulates

1. $h^\beta(p)$ is continuous in $(0,1]$, \quad (1.4.3)
2. $h^\beta(pq) = h^\beta(q) + h^\beta(q) + \lambda h^\beta(p) h^\beta(q), \quad \lambda \neq 0, \quad (1.4.4)$
3. $h^\beta(1) = 1, \quad (1.4.5)$

which correspond to the properties of the Wiener's self-entropy given in (1.1.3). The generalization consists in (1.4.4) implying strong additivity of type $\beta$. Following Sharma and Mittal, let us consider the entropy as a generalized average self-entropy of type $\beta$,

$$\phi_{H_n}(P) = \phi^{-1} \left[ \sum_{i=1}^{n} p_i \phi(h^\beta(p_i)) \right], \quad (1.4.6)$$

where $\phi$ is such a strictly monotonic continuous function that $\phi_{H_n}(P)$ satisfies the requirement of weak additivity as defined by (1.3.20). These conditions admit two solutions given by

$$H_n^\beta(P) = \frac{(\beta-1) \sum_{i=1}^{n} p_i \log p_i}{1-2^{-\beta}}, \quad \beta \neq 1, \quad \beta > 0 \quad (1.4.7)$$
and

\[
H_{\alpha}^\beta(P) = \frac{\sum_{i=1}^{\alpha} p_i^{\beta-1}}{1-2^{1-\beta}}, \quad \beta \neq 1, \beta > 0; \alpha \neq 1, \alpha > 0,
\]

(1.4.8)

called the entropy of order 1 and type \(\beta\) and the entropy of order \(\alpha\) and type \(\beta\), respectively.

Being a further generalization, this measure possesses fewer properties of the Shannon entropy than the entropy of order \(\alpha\) or the entropy of type \(\beta\). Taking into consideration that \(H_{\alpha}^\beta(P)\) can be regarded as a particular kind of \(H_{\alpha}^\beta(P)\) when \(\alpha \to 1\), most of their properties can be expressed in terms of \(H_{\alpha}^\beta(P)\) only. In what follows we give a list of the basic properties of \(H_{\alpha}^\beta(P)\).

1. Non-negativity, as given in (1.1.19).
2. Symmetry, as given in (1.1.20).
3. Expansibility, as given in (1.1.21).
4. Normality, as given in (1.1.22).
5. Continuity (in \(P\)), as given in (1.1.23).
6. Monotony (in \(n\)), as given in (1.1.24).
7. Maximality

\[
H_{\alpha}^\beta(P) < H_{\alpha}^\beta\left(\frac{1}{n}, \ldots, \frac{1}{n}\right) = \frac{1-n^{-1-\beta}}{1-2^{1-\beta}}, \quad \alpha > 1.
\]

(1.4.9)

8. Monotony (in \(\alpha\))

For a fixed \(\beta\), \(H_{\alpha}^\beta(P)\) is a monotonically decreasing function of \(\alpha\) and thus

\[
H_{\alpha}^\beta(P) < H_{\alpha}^\beta(P), \quad \alpha > 1.
\]

(1.4.10)

9. Weak additivity of type \(\beta\)

\[
H_{\alpha}^\beta(p_1, \ldots, p_n, q_1, \ldots, q_m) = H_{\alpha}^\beta(p_1, \ldots, p_n) + H_{\alpha}^\beta(q_1, \ldots, q_m) +
\]
\[ + (2^{1-\beta}-1) \alpha_n^\beta (p, \ldots, p_n) \quad (1.4.11) \]

10. Decisivity, as given (1.1.32).

11. Limiting properties

\( a) \lim_{n \to \infty} \alpha_n^\beta \left( \frac{1}{n}, \ldots, \frac{1}{n}, \right) = \frac{1}{2^{1-\beta} - 1}, \beta \neq 1. \quad (1.4.12) \)

\( b) \lim_{\alpha \to 1} \alpha_n^\beta (P) = \lim_{\beta \to 1} \alpha_n^\beta (P) = \alpha_n \quad (1.4.13) \)

\( c) \lim_{\beta \to 1} \alpha_n^\beta \left( \frac{1}{\beta}, \ldots, \frac{1}{\beta} \right) = \alpha_n \quad (1.4.14) \)

where \( \alpha_n (P) \) is the entropy of order \( \alpha \), as defined by (1.2.10).

\( d) \lim_{\alpha \to 1} \left[ \lim_{\beta \to 1} \alpha_n^\beta (P) \right] = \lim_{\beta \to 1} \alpha_n^\beta (P) = \alpha_n (P), \quad (1.4.15) \)

where \( \alpha_n (P) \) is the Shannon entropy as defined by (1.1.1).

Setting \( \alpha = \beta \neq 1 \) in (1.4.8) gives the entropy of type \( \beta, H_n^\beta (P), \) defined by (1.3.7). In general, the following relations hold

\[ \alpha_n^\beta (P) = \frac{1 - 2^{1-\beta} H_n^\beta (P)}{1 - 2^{1-\beta}}, \beta \neq 1, \beta \neq 0, \quad (1.4.16) \]

\[ \alpha_n^\beta (P) = \frac{1 - 2^{1-\beta} H_n^\beta (P)}{1 - 2^{1-\beta}}, \beta \neq 1, \alpha \neq 1, \alpha \neq 0, \beta \neq 0, \quad (1.4.17) \]
\[ H^\beta_n(P) = \frac{1 - [(2 \alpha - 1) H^\alpha_n(P) + 1]}{1 - 2^{1 - \beta}}, \quad (1.4.18) \]

which follow directly from the definitions (1.1.1), (1.2.10), (1.3.7), (1.4.7) and (1.4.8).

Analogously to (1.4.6), the conditional entropy of order \( \alpha \) and type \( \beta \) can be defined as an average

\[ \phi_{H_{n/m}}(P/Q) = \varphi^{-1} \left\{ \sum_{j=1}^{m} q_j \varphi \left[ H_n(P/j) \right] \right\}, \quad (1.4.19) \]

with

\[ \phi_{H_n}(P/j) = \varphi^{-1} \left\{ \sum_{i=1}^{n} p_{ij} \varphi \left[ h^\beta(p_{ij}) \right] \right\}, \quad (1.4.20) \]

\( \varphi \) being the same monotonic and continuous function as in (1.4.6).

Again, two possible functions \( \varphi \) admit two different measures given by

\[ h^\beta_{n/m}(P/Q) = \frac{1 - 2(1 - \beta) H_{n/m}(P/Q)}{1 - 2^{1 - \beta}}, \quad \beta \neq 1, \beta > 0 \quad (1.4.21) \]

where \( H_{n/m}(P/Q) \) is the Shannon conditional entropy as defined in (1.1.17) and

\[ \alpha^{H^\beta_{n/m}}(P/Q) = \frac{1 - \left[ \sum_{j=1}^{m} q_j \sum_{i=1}^{n} p_{ij}^\alpha \right]^{\beta - 1}}{1 - 2^{1 - \beta}}, \quad \beta \neq 1, \beta > 0; \]

\[ \alpha \neq 1, \alpha > 0. \quad (1.4.22) \]

Expressions for \( h^\beta_{m/n}(Q/P) \) and \( a^{H^\beta_{m/n}}(Q/P) \) can be obtained from (1.4.21) and (1.4.22) after replacing \( p_{ij} \) by \( q_j \) and \( p_{ij} \) by \( q_{ji} \).
The joint entropy of order \( \alpha \) and type \( \beta \) is given by

\[
H^\beta_{nm}(P,Q) = 1 - 2^{(\beta-1)} \sum_{j=1}^{m} \sum_{i=1}^{n} r_{ij} \log r_{ij} \left/ \left( 1 - 2^{1-\beta} \right) \right., \quad \beta \neq 1, \beta > 0
\]  

(1.4.23)

and

\[
H^\beta_{nm}(P,Q) = 1 - \left( \sum_{j=1}^{m} \sum_{i=1}^{n} r_{ij}^\alpha \right)^{\frac{\beta-1}{\alpha-1}} \left/ \left( 1 - 2^{1-\beta} \right) \right., \quad \beta \neq 1, \beta > 0, \alpha \neq 1, \alpha > 0,
\]

(1.4.24)

which follow from (1.4.7) and (1.4.8) by substituting \( r_{ij} \) for \( p_i \). The marginal, conditional and joint entropies of order \( \alpha \) and type \( \beta \) are related by

\[
H^\beta_{nm}(P,Q) = H^\beta_n(P) + H^\beta_{m/n}(Q/P) - (1-2^{1-\beta}) H^\beta_n(P) H^\beta_{m/n}(Q/P),
\]

(1.4.25)

\[
H^\alpha_n(P) + H^\beta_{m/n}(Q/P) - (1-2^{1-\beta}) \frac{H^\beta_n(P) H^\beta_{m/n}(Q/P)}{1 - 2^{1-\beta}} =
\]

(1.4.26)

where \( H^\beta_n(P) \) and \( H^\beta_{m/n}(Q,P) \) are the marginal and conditional entropies of order \( \alpha \) and

\[
H^\beta_n(P) > H^\beta_{n/m}(P/Q), \quad (1.4.27)
\]

\[
H^\alpha_n(P) > H^\beta_{n/m}(P/Q), \quad (1.4.28)
\]
with equality in (1.4.27) to (1.4.29) for independent $P$ and $Q$. The proofs of these relations are given in (Sharma, 1975). Note that (1.4.25) implies the strong additivity property of type $\beta$ for $1H_n^\beta(P)$.

1.5 Arimoto's entropies

The entropies discussed so far can be expressed either as a (weighted) sum or a certain average of self-entropies or as a weighted sum of certain entropy functions. A different approach to design of the measures of uncertainty has been developed by Arimoto (1971). Arimoto's entropies are given by a class of functions

$$f_H^\beta(P) = \inf_{P, \tilde{P}} \sum_{i=1}^{n} p_i f(\tilde{p}_i),$$

(1.5.1)

where $f$ is a non-negative real valued function having a continuous derivative and defined in $(0,1]$; $P = \{p_1, \ldots, p_n\}$, $\sum_{i=1}^{n} p_i = 1$, $p_i > 0$

$(i = 1, \ldots, n)$ and $\tilde{P} = \{\tilde{p}_1, \ldots, \tilde{p}_n\}$, $\sum_{i=1}^{n} \tilde{p}_i = 1$, $\tilde{p}_i > 0$

$(i = 1, \ldots, n)$. A particular entropy measure can be derived from (1.5.1) by performing operation inf for a given function $f$. All of the entropies belonging to the class given in (1.5.1) possess the following properties (Arimoto, 1971).

1. Non-negativity, as defined by (1.1.19).
2. Symmetry, as defined by (1.1.20).
3. Expansibility, as defined by (1.1.21).
4. Continuity in $P$, as defined by (1.1.23).
5. Maximal

\[ H_n(P) \leq H_n \left( \frac{1}{n}, \ldots, \frac{1}{n} \right) = f \left( \frac{1}{n} \right), \] \hspace{1cm} (1.5.2)

provided \( f(p) \) is a convex function of \( p \).

6. Concavity with respect to \( P \).

7. Inequality

\[ f_n(P) \leq \sum_{i=1}^{n} p_i f(p_i) \] \hspace{1cm} (1.5.4)

(cf. (1.1.26)).

For \( n = 2 \), the equality in (1.5.4) holds for an infinite family of functions \( f \), including \( f(p) = C \log p \), where \( C \) is a non-positive constant. For \( n > 3 \), the latter is the only function yielding the said equality. In a particular case, when the function \( f \) attains the form

\[ f(p) = \frac{R}{R-1} (1-p^R), \quad R \neq 1, \quad R > 0, \] \hspace{1cm} (1.5.5)

the expression (1.5.1) reduces to

\[ H_n(P) = \frac{R}{R-1} \left[ 1 - \left( \sum_{i=1}^{n} p_i^R \right)^{\frac{1}{R}} \right], \quad R \neq 1, \quad R > 0. \] \hspace{1cm} (1.5.6)

This entropy was suggested by Arimoto (1971) and extensively studied by Boekee and Van der Lubbe (1980). In addition to the properties 1 to 7 above, the so-called \( R \)-norm entropy measure (1.5.6) possesses

1. Minimality

\[ H_n(P) \geq H_n(0, \ldots, 0, 1, 0, \ldots, 0) = 0. \] \hspace{1cm} (1.5.7)

2. Monotony, as defined by (1.1.24).

3. Pseudo-additivity

\[ H_{nm}(P,Q) = H_n(P) + H_m(Q) - \frac{R-1}{R} H_n(P) \frac{R}{R} H_m(Q). \] \hspace{1cm} (1.5.8)
4. Decisivity, as given in (1.1.32).
5. Continuity with respect to the real constant R. (1.5.9)
6. Limiting properties
   a) \( \lim_{R \to \infty} R H_n(P) = 1 - \max_{i=1}^{n} p_i, \quad i = 1, \ldots, n \)  
   b) \( \lim_{R \to 1} R H_n(P) = - \sum_{i=1}^{n} p_i \log p_i = H_n(P), \)  

where \( H_n(P) \) is the Shannon entropy given in (1.1.1).

The R-norm entropy is related to the entropy of order \( \alpha \) by

\[
R H_n(P) < \alpha H_n(P), \quad R > 1, \quad \alpha = R; 
\]

\[
R H_n(P) > \alpha H_n(P), \quad R \in (0,1), \quad \alpha = R \]

and

\[
R H_n(P) = \frac{R}{R-1} \left( 1 - \left( 1 - \frac{1-R}{R} \right)^{\alpha} \right) H_n(P), \quad \alpha = R. 
\]

The relation to the entropy of type \( \beta \) is given by

\[
R H_n(P) = \frac{R}{R-1} \left( 1 - \left( 1 - 2^{1-R} \right) H_\beta^\alpha (P) \right)^{1/R}, \quad \beta = R. \]

The conditional R-norm entropy can be defined as an expectation of

\[
R H_n(P/j) = \frac{R}{R-1} \left[ 1 - \left( \sum_{i=1}^{n} p_{ij} \right)^{1/R} \right], \quad R \neq 1, \quad R > 0, 
\]

\( j = 1, \ldots, m \), which follows from (1.5.6) by substituting \( p_{ij} \) for \( p_i \). This approach results in
\[ R_{n/m}^H(P/Q) = E_Q \left[ R_n^H(P/j) \right] \]

\[ = \frac{R}{R-1} \left[ 1 - \sum_{j=1}^{m} q_j \left( \sum_{i=1}^{n} p_{ij} \right)^{\frac{1}{R}} \right], \quad R \neq 1, \quad R > 0. \quad (1.5.16) \]

Another conditional R-norm entropy can be obtained by interchanging in (1.5.15) the operation of mathematical expectation with respect to Q and the operation of raising the power \( \frac{1}{R} \) (Boekee, 1980),

\[ R_{n/m}^H(P/Q) = \frac{R}{R-1} \left[ 1 - \left( \sum_{j=1}^{m} q_j \sum_{i=1}^{n} p_{ij} \right)^{\frac{1}{R}} \right], \quad R \neq 1, \quad R > 0. \quad (1.5.17) \]

Both (1.5.15) and (1.5.16) satisfy the following desired requirement

\[ R_{n/m}^H(P/Q) \leq R_n^H(P), \quad (1.5.18) \]

with equality iff \( P \) and \( Q \) are independent.

The joint R-norm entropy

\[ R_{nm}^H(P,Q) = \frac{R}{R-1} \left[ 1 - \left( \sum_{i=1}^{n} \sum_{j=1}^{m} r_{ij}^{\frac{1}{R}} \right) \right], \quad R \neq 1, \quad R > 0. \quad (1.5.19) \]

can be derived from (1.5.6) by substituting \( r_{ij} \) for \( p_{ij} \).

2. MEASURES OF DIVERGENCE

In this chapter we shall discuss measures of dissimilarity between discrete probability distributions called divergence measures, which have been developed within an information-theoretic framework. These measures show much resemblance to the corresponding entropy measures discussed in the preceding chapter. The properties of divergence measures and their correlation will also be presented.
2.1 Shannon directed divergence

Let $P = \{p_1, \ldots, p_n\}$ and $Q = \{q_1, \ldots, q_n\}$ denote finite complete discrete probability distributions with $p_i > 0, (i=1, \ldots, n)$, $q_j > 0 (j = 1, \ldots, n)$ and

$$\sum_{i=1}^{n} p_i = 1, \sum_{j=1}^{n} q_j = 1.$$

The Shannon directed divergence of the distribution $Q$ from the distribution $P$ is given by (Mathai, 1975)

$$J_{n}^{[P]} = \sum_{i=1}^{n} p_i \log \frac{p_i}{q_i},$$

(2.1.1)

with a convention $0 \log 0 = 0$, to which we shall adhere throughout this section. Analogously, we can introduce the directed divergence of $P$ from $Q$

$$J_{n}^{[Q]} = \sum_{i=1}^{n} q_i \log \frac{q_i}{p_i}.$$

(2.1.2)

Following Kullback and Leibler (1951), we can also introduce a (symmetric) divergence between $P$ and $Q$

$$J_{n}(P,Q) = J_{n}^{[P]} + J_{n}^{[Q]}$$

$$= \sum_{i=1}^{n} (p_i - q_i) \log \frac{p_i}{q_i} = \sum_{i=1}^{n} (q_i - p_i) \log \frac{q_i}{p_i}$$

(2.1.3)

For $n = 2$, the expression (2.1.1) reduces to

$$J_{2}^{[P]} = J_{2}^{[P,1-p]} = p \log \frac{p}{q} - (1-p) \log \frac{1-p}{1-q},$$

(2.1.4)

called the directed divergence function, which is an analogue of the entropy function given in (1.1.8).

Suppose $P$ is a prior probability distribution and $Q$ is a posterior distribution corresponding to the state of knowledge after observing one of $n$ possible outcomes in a given experiment. The directed divergence (2.1.1) seems to be a reasonable measure of information obtained through one observation (Rényi, 1961). The basic properties
of the directed divergence (2.1.1) listed below are similar to those of the Shannon entropy.

1. **Non-negativity**
   \[ J_n^P > 0, \quad (2.1.5) \]
   with equality iff \( p_i = q_i \) for all \( i = 1, \ldots, n \).

2. **Symmetry**
   \[
   J_n \begin{bmatrix} p_{k1}, \ldots, p_{kn} \\
   q_{k1}, \ldots, q_{kn} \end{bmatrix} = J_n \begin{bmatrix} p_1, \ldots, p_n \\
   q_1, \ldots, q_n \end{bmatrix}, \quad (2.1.6)
   \]
   where \( k \) is an arbitrary permutation on \( \{1, \ldots, n\} \) (note that \( k \) is the same permutation for both \( P \) and \( Q \)).

3. **Expansibility**
   \[
   J_{n+1} \begin{bmatrix} P, 0 \\
   Q, 0 \end{bmatrix} = J_n \begin{bmatrix} P \\
   Q \end{bmatrix}, \quad (2.1.7)
   \]

4. **Continuity**
   \[
   J_n \begin{bmatrix} p_1, \ldots, p_n \\
   q_1, \ldots, q_n \end{bmatrix}
   \]
   is a continuous function of all \( p_i, q_i \) \( (i=1, \ldots, n) \)
   \[
   (2.1.8)
   \]

5. **Recursivity**
   \[
   J_n \begin{bmatrix} p_1, \ldots, p_n \\
   q_1, \ldots, q_n \end{bmatrix} = J_{n-1} \begin{bmatrix}
   p + p_q & p & \ldots & p_n \\
   1 & 2 & \ldots & 3 \\
   q + q & q & \ldots & q_n \\
   1 & 2 & \ldots & 3 
\end{bmatrix}
   \]

   \[
   \cdot\cdot\cdot (p + p). J \begin{bmatrix}
   p & p \cr
   p + p & p + p \cr
   p & p \cr
   q + q & q + q \cr
   q & q \cr
   q + q & q + q \cr
   1 & 2 & 1 & 2 
\end{bmatrix}
   \]

   where \( p + p > 0, \ q + q > 0 \).
6. Strong additivity
Let \( P = \{p_{ij}\} \) and \( Q = \{q_{ij}\} \) \((i=1, \ldots, n; \ j=1, \ldots, m)\) denote finite complete discrete probability distributions with
\[
\sum_{i=1}^{n} \sum_{j=1}^{m} p_{ij} = 1, \quad p_{ij} > 0 \quad \text{and} \quad \sum_{i=1}^{n} \sum_{j=1}^{m} q_{ij} = 1, \quad q_{ij} > 0.
\]
Then the following equality holds:
\[
J_{nm} \begin{bmatrix} p_{11}, p_{12}, \ldots, p_{nm} \\ q_{11}, q_{12}, \ldots, q_{nm} \end{bmatrix} = J_{n} \begin{bmatrix} p_{1}, \ldots, p_{n} \end{bmatrix} + \sum_{i=1}^{n} p_{i} J_{m} \begin{bmatrix} q_{i1}, \ldots, q_{im} \end{bmatrix}
\]

(2.1.10)

7. Weak additivity
Let \( R = \{r_{1}, \ldots, r_{m}\} \) and \( S = \{s_{1}, \ldots, s_{m}\} \) denote complete finite discrete probability distributions with \( r_{i} > 0 \) \((i=1, \ldots, m), \ s_{j} > 0 \) \((j=1, \ldots, m)\) and
\[
\sum_{i=1}^{m} r_{i} = 1, \quad \sum_{j=1}^{m} s_{j} = 1.
\]
Then the following holds:
\[
J_{nm} \begin{bmatrix} p_{11}, p_{12}, \ldots, p_{1m}, p_{21}, p_{22}, \ldots, p_{2m}, \ldots, p_{n1}, p_{n2}, \ldots, p_{nm} \\ q_{11}, q_{12}, \ldots, q_{1m}, q_{21}, q_{22}, \ldots, q_{2m}, \ldots, q_{n1}, q_{n2}, \ldots, q_{nm} \end{bmatrix}
\]
\[
= J_{n} \begin{bmatrix} p_{1}, \ldots, p_{n} \end{bmatrix} + J_{m} \begin{bmatrix} r_{1}, \ldots, r_{m} \end{bmatrix}
\]

(2.1.11)
A characterization of the directed divergence as defined in (2.1.1) due to Kannapan and Rathie (1973) is based on the following postulates:

1. (2.1.6), for \( n = 3 \);
2. (2.1.9),

\[
J_2 \begin{bmatrix}
\frac{2}{3}, \frac{1}{3} \\
\frac{1}{3}, \frac{2}{3}
\end{bmatrix} = \frac{1}{3}
\]

(2.1.12)

and

\[
J_2 \begin{bmatrix}
p, \ 1-p \\
q, \ 1-q
\end{bmatrix} = 0, \ p \in (0,1).
\]

(2.1.13)

Besides, the divergence function \( J_2 \) given in (2.1.4) is supposed to have continuous first partial derivatives with respect to both \( p \) and \( q \) (regularity condition). Another characterization suggested by Kannapan (1972) involves a functional equation corresponding to that given in (1.1.14). Other characterization theorems can be found in (Mathai, 1975).

2.2. Directed divergence of order \( \alpha \)

The directed divergence of \( \alpha \) (Rényi, 1961) is given by

\[
\alpha J_n \begin{bmatrix}
p_i \\
q_i
\end{bmatrix} = \frac{1}{\alpha-1} \log \sum_{i=1}^{n} \frac{p_i^\alpha}{q_i^\alpha}, \ \alpha \neq 1
\]

(2.2.1)

When \( \alpha + 1 \), (2.2.1) reduces to the Shannon directed divergence as defined in (2.1.1).

The following properties of the Shannon directed divergence also hold for divergence of order \( \alpha \):

1. Non-negativity, as defined in (2.1.5).
2. Symmetry, as defined in (2.1.6).
3. Expansibility, as defined in (2.1.7).
4. Continuity, as defined in (2.1.8).
5. Weak additivity, as defined in (2.1.11).

Analogously to the entropy of order $a$, the divergence of order $a$ fails to be recursive and strongly additive. An extension of the concept of directed divergence of order $a$ to incomplete probability distributions, as well as its characterization, are given in (Rényi, 1961).

2.3 Directed divergence of type $\beta$

A directed divergence associated with the concept of the entropy of type $\beta$ has been introduced by Rathie and Kannapan (1972). This measure is given by

$$J_n^\beta [P] = \frac{1}{1-2^{\beta-1}} \sum_{i=1}^{n} \frac{p_i^\beta}{q_i^\beta-1}, \quad \beta \neq 1,$$

(2.3.1)

with a usual convention $0^\beta = 0$ ($\beta \neq 0$).

When $\beta + 1$, the divergence of type $\beta$ reduces to the Shannon divergence defined by (2.1.1). The following equality relating the divergence of type $\beta$ and the divergence of order $a$ can be derived from (2.2.1) and (2.3.1)

$$J_n^\beta [P] = \frac{(\beta-1)}{1-2^{\beta-1}} J_n^a [P], \quad \beta \neq 1.$$

(2.3.2)

For $n = 2$, (2.3.1) reduces to

$$J_2^\beta [p,1-p] = \frac{1-p^\beta}{q^\beta-1} - \frac{(1-p)^\beta}{q^\beta-1}, \quad \beta \neq 1,$$

(2.3.3)

called directed divergence function of type $\beta$.

The directed divergence of type $\beta$ can be expressed in terms of the
directed divergence function by
\[
\mathcal{J}^\beta_{n} [P] = \sum_{i=2}^{n} \frac{r_i^\beta}{s_i^{\beta-1}} f\left( \frac{p_i}{r_i}, \frac{q_i}{s_i} \right),
\]
where
\[
f(x,y) = J_2^\beta \begin{bmatrix} x,1-x \\ y,1-y \end{bmatrix}
\]
is the directed divergence of type \( \beta \) mentioned above and
\[
r_i = p_1 + \ldots + p_i, \quad s_i = q_1 + \ldots + q_i \quad (i = 2, \ldots, n).
\]
The main properties of the directed divergence of type \( \beta \) can be seen from the list below.

1. Non-negativity, as defined in (2.1.5).
2. Symmetry, as defined in (2.1.6).
3. Expansibility, as defined in (2.1.7).
4. Recursivity of type \( \beta \)
\[
J_{n}^\beta \left[ \begin{array}{c} p_1, \ldots, p_n \\ q_1, \ldots, q_n \end{array} \right] = J_{n-1}^\beta \left[ \begin{array}{c} p_1 + \ldots + p_{n-1} \\ q_1 + \ldots + q_{n-1} \end{array} \right] + 
\]
\[
\frac{(p_1 + p_2)^\beta}{(q_1 + q_2)^{\beta-1}} J_2^\beta \left[ \begin{array}{c} p_1 \\ q_1 \\ p_2 \\ q_2 \end{array} \right]
\]
for \( p_1 + p_2 > 0, \quad q_1 + q_2 > 0. \)  \hspace{1cm} (2.3.6)
5. Strong additivity of type $\beta$

\[
J_\beta^n \left[ \begin{array}{c} p_{11}, p_{12}, \ldots, p_{nm} \\ q_{11}, q_{12}, \ldots, q_{nm} \end{array} \right] = J_\beta^n \left[ \begin{array}{c} p_1, \ldots, p_n \\ q_1, \ldots, q_n \end{array} \right] + 
\sum_{i=1}^{n} \frac{p_i^\beta - 1}{q_i} J_\beta^m \left[ \begin{array}{c} p_1^\beta, \ldots, p_m^\beta \\ q_1^\beta, \ldots, q_m^\beta \end{array} \right]
\]

with the same notations as in (2.1.10).

6. Weak additivity of type $\beta$

\[
J_\beta^n \left[ \begin{array}{c} p_1 r_1, \ldots, p_m r_m, \ldots, p_n r_n \\ q_1 s_1, \ldots, q_m s_m, \ldots, q_n s_n \end{array} \right] = J_\beta^n \left[ \begin{array}{c} p_1, \ldots, p_n \\ q_1, \ldots, q_n \end{array} \right] + 
J_\beta^m \left[ \begin{array}{c} r_1, \ldots, r_m \\ s_1, \ldots, s_m \end{array} \right] - (1 - 2^{\beta - 1}) \cdot J_\beta^n \left[ \begin{array}{c} p_1, \ldots, p_n \\ q_1, \ldots, q_n \end{array} \right] - J_\beta^m \left[ \begin{array}{c} r_1, \ldots, r_m \\ s_1, \ldots, s_m \end{array} \right]
\]

with the same notations as in (2.1.11).

For characterizations of the directed divergence of type $\beta$, see (Rathie, 1972; Mathai, 1975; Patni, 1976).

2.4 Other generalizations of directed divergence

A generalization of the divergence of type $\beta$ has been introduced by Sharma and Autar (1974). It is defined by
called directed divergence of type \((\alpha, \beta)\). This measure has been characterized by Patni and Jain (1976).

Several other generalizations can be found in (Kapur, 1968; Rathie, 1971; Mathai, 1975). The concept of divergence can be extended to three or more probability distributions. Let \(P = \{p_1, \ldots, p_n\}\), \(Q = \{q_1, \ldots, q_n\}\) and \(R = \{r_1, \ldots, r_n\}\) denote finite complete probability distributions with \(p_i > 0, q_i > 0, r_i > 0\) \((i = 1, \ldots, n)\) and

\[
\sum_{i=1}^{n} p_i = \sum_{i=1}^{n} q_i = \sum_{i=1}^{n} r_i = 1.
\]

The directed divergence of \(R\) from \(Q\) with respect to \(P\) is given by (Mathai, 1975)

\[
J^\alpha, \beta_{n}^{P}[Q] = \sum_{i=1}^{n} p_i \log \frac{q_i}{r_i},
\]

with a convention \(0 \log 0 = 0\).

A generalized \textbf{divergence of order} \(\alpha\) involving three distributions can be defined by

\[
J^\alpha_{n}^{P}[Q] = \frac{1}{\alpha-1} \log \sum_{i=1}^{n} p_i q_i^{\alpha-1} r_i^{-1}, \quad \alpha \neq 1, \quad 0^\alpha = 0, \quad (\alpha \neq 0)
\]

In a case where \(\alpha + 1, (2.4.3)\) reduces to (2.4.2), and with \(Q = P\) we obtain (2.2.1).

The generalized \textbf{divergence of type} \(\beta\) for three probability distributions is given by
\[
J_\beta_n \left[ P, Q \right] = \frac{1 - \sum_{i=1}^{n} p_i q_i^{\beta-1}}{1 - 2^{-\beta-1}}, \quad \beta \neq 1, \quad 0^\beta = 0 (\beta \neq 0)
\]

(2.4.4)

Again, with \( \beta + 1 \) (2.4.4) reduces to (2.4.2), and for \( Q = P \) we have the directed divergence of type \( \beta \) as defined in (2.3.1). The generalized divergences of order \( \alpha \) and of type \( \beta \) are related by

\[
J_\beta_n \left[ P, Q \right] = \frac{1 - 2^{(\beta-1)} J_{\beta n} (P, Q)}{1 - 2^{\beta-1}}, \quad \beta \neq 1,
\]

(2.4.5)

which can be obtained from (2.4.3) and (2.4.4).

The properties of divergences involving three distributions are analogous to the corresponding properties, which hold for divergence measures discussed in the preceding sections. The recursivity property of the generalized divergence of type \( \beta \), for instance, can be expressed as follows:

\[
J_\beta n \begin{bmatrix} p_1, \ldots, p_n \\ q_1, \ldots, q_n \\ r_1, \ldots, r_n \end{bmatrix} = J_\beta \left[ p_1 + p_2, p_3, \ldots, p_n \right] + J_\beta \left[ q_1 + q_2, q_3, \ldots, q_n \right] + \frac{(p_1 + p_2)(q_1 + q_2)^{\beta-1}}{(r_1 + r_2)^{\beta-1}} J_\beta \begin{bmatrix} p_1 \\ p_1 + p_2 \\ q_1 \\ q_1 + q_2 \\ r_1 \\ r_1 + r_2 \end{bmatrix} \begin{bmatrix} p_2 \\ p_1 + p_2 \\ q_2 \\ q_1 + q_2 \\ r_2 \\ r_1 + r_2 \end{bmatrix}
\]

(2.4.6)

The expression for the weak additivity of type \( \beta \) attains the form
3. MEASURES OF INACCURACY

This chapter deals with the concept of inaccuracy introduced by Kerridge (1961). Inaccuracy can be considered as a generalization of both entropy and divergence. We shall show that the measures of inaccuracy have many properties of the corresponding measures of entropy and divergence. The relations of inaccuracy measures to the measures of entropy and divergence are also discussed.

3.1 Shannon inaccuracy

Consider two finite complete discrete probability distributions

\[ P = \{p_1, \ldots, p_n\} \text{ and } Q = \{q_1, \ldots, q_n\} \text{ with } p_i > 0, q_i > 0 \ (i=1, \ldots, n) \]

and

\[ \sum_{i=1}^{n} p_i = \sum_{i=1}^{n} q_i = 1. \]

Inaccuracy (of Q with respect to P) can be defined by

\[ \tilde{A} \left[ P \right] = \sum_{i=1}^{n} p_i \log q_i, \]  

(3.1.1)
with a usual convention $0 \log 0 = 0$. It is also supposed that $q_i = 0$ implies $p_i = 0$, for all $i = 1, \ldots, n$.

Definition given in (3.1.1) due to Kerridge (1961) is similar to the definition of Shannon's entropy as given in (1.1.1). It also resembles the definition of Shannon's directed divergence (2.1.1). In fact, the following relation holds

$$H_n(P) + J_n(Q),$$

which can be easily obtained on the account of (1.1.1), (2.1.1) and (3.1.1). The equality (3.1.2) shows that Shannon's inaccuracy of one distribution with respect to another distribution is a sum of the Shannon entropy for the first distribution and the Shannon divergence of the second distribution from the first one.

Suppose $P$ is a true distribution due to the intrinsic randomness of a certain phenomenon and $Q$ is an estimate of $P$ based on (possibly incorrect) knowledge available. In this case inaccuracy (3.1.2) can be considered as a measure of total uncertainty concerning the phenomenon in question, which is due to both its intrinsic vagueness (given by $P$) and to inaccuracy of the knowledge about this vagueness (given by $Q$).

The properties of Shannon's inaccuracy listed below resemble, in many respects, those of Shannon's directed divergence and entropy, which can be expected on account of the relation (3.1.2).

1. Non-negativity, as given in (2.1.5), with equality iff $p_i = q_i = 1$ for some $i$ ($i=1,\ldots,n$). (3.1.3)
2. Symmetry, as defined in (2.1.6).
3. Expansibility, as defined in (2.1.7).
4. Continuity, as defined in (2.1.8).
5. Recursivity, as defined in (2.1.9).
6. Strong additivity, as defined in (2.1.10).
7. Weak additivity, as defined in (2.1.11).

8. Monotony

\[
\frac{1}{n} \leq \frac{1}{n+1} \quad \text{(3.1.4)}
\]

(cf. (1.1.24)).

9. Minimality

\[
\inf_\mathcal{Q} \, \bar{A}_n[\mathcal{Q}] = \sup_\mathcal{P} \, \bar{A}_n[\mathcal{P}] = \bar{A}_n[\mathcal{P}] = H_n(P), \quad \text{(3.1.5)}
\]

where \(H_n(P)\) is the Shannon entropy as defined in (1.1.1) (cf. (1.1.26)).

10. Maximality

\[
\sup_\mathcal{P} \, \inf_\mathcal{Q} \, \bar{A}_n[\mathcal{P}] = \bar{A}_n[\mathcal{P}] = H_n(P), \quad \text{(3.1.6)}
\]

The latter two properties, which follow from (1.1.1), (2.1.1) and (3.1.1) on account of (3.1.2), are typical of Shannon's inaccuracy.

For \(n = 2\), (3.1.1) attains the form

\[
f(p, q) = \bar{A}_2[p, 1-p] = p \log p + (1-p) \log (1-q), \quad \text{(3.1.7)}
\]

called inaccuracy function, which is an analogue of the entropy function as defined in (1.1.8). This measure can be shown to be a solution of a functional equation given by (Kannapan, 1972)

\[
f(x, y) + (1-x)f\left(\frac{u}{1-x}, \frac{v}{1-y}\right) = f(u, v) + (1-u)f\left(\frac{x}{1-u}, \frac{y}{1-v}\right) \quad \text{(3.1.8)}
\]

with \(x, y, u, v \in [0, 1]\) and \(x+u, y+v \in [0, 1]\). Equation (3.1.8) is a generalization of the functional equation given in (1.1.14).

An expression for the Shannon inaccuracy in terms of the function (3.1.7) is given by
A generalization of Shannon's inaccuracy corresponding to both the entropy of order $\alpha$ and the directed divergence of order $\alpha$ can be defined by

$$\alpha_{n}[P] = H(P) + J_{\alpha}[P] =$$

$$= \frac{1}{1-\alpha} \log \sum_{i=1}^{n} p_i q_i^{\alpha-1}, \quad \alpha \neq 1,$$

where $r_i = p_i + \ldots + p_i$, $s_i = q_i + \ldots + q_i$ (i=2,...,n).

It can be easily derived on account of (3.1.1) and (3.1.7).

Several characterizations of the Shannon inaccuracy are known (Kerridge, 1961; Rathie, 1971; Kannapan, 1972; Mathai, 1975).

3.2 Inaccuracy of order $\alpha$

The properties of this measure are similar to those of $H(P)$ and of $J_{\alpha}[P]$. Some of them are listed below.

1. Non-negativity, as defined in (3.1.3).
2. Symmetry, as defined in (2.1.6).
3. Expansibility, as defined in (2.1.7).
4. Continuity, as defined in (2.1.8).
5. Weak additivity, as defined in (2.1.11).
6. Monotony, as defined in (3.1.4).
7. Minimality, as defined in (3.1.5) (after replacing $A_n^P$ by $A_n^P$ and $H_n(P)$ by $H_n(P)$).
8. Maximality, as defined by (3.1.6).

The properties 5 and 6 of the Shannon inaccuracy (recursivity and strong additivity) are not satisfied by the inaccuracy of order $\alpha$.

3.3 **Inaccuracy of type $\beta$**

An alternative generalization of Shannon's inaccuracy is given by

$$A_n^\beta[\sum_{i=1}^{\infty} p_i q_i, 1-p] = \frac{1-\sum_{i=1}^{\infty} p_i q_i}{1-2^{-\beta}}, \quad \beta \neq 1,$$

(3.3.1)

called inaccuracy of type $\beta$ (Mathai, 1975). In contrast to (3.2.1) this definition does not admit a representation of inaccuracy by a sum of the corresponding measures of entropy and directed divergence.

Another form of (3.3.1) can be obtained by making use of a so-called inaccuracy function of type $\beta$ given by

$$f^\beta(p,q) = A_2^\beta[p,q] = A_2^\beta[p,1-p, q,1-q] = \frac{1-pq^{\beta-1}-(1-p)(1-q)^{\beta-1}}{1-2^{-\beta}}, \quad \beta \neq 1$$

(3.3.2)

being a solution of a functional equation

$$f(x,y) + (1-x)(1-y)^{\beta-1} f(u, x, v, 1-y) = f(u,v) + (1-u)(1-v)^{\beta-1} f(u, x, v, 1-y),$$

(3.3.3)
with \( x, y, u, v \in [0,1] \); \( x+u, y+v \in [0,1] \), under the following boundary conditions

\[
\begin{align*}
  f (0,0) &= f(1,1) \quad (3.3.4) \\
  f \left( \frac{1}{2}, \frac{1}{2} \right) &= 1 \quad (3.3.5)
\end{align*}
\]

On account of (3.3.2), another expression for the inaccuracy of type \( \beta \) is given by (Mathai, 1975)

\[
\hat{\alpha}^\beta \begin{bmatrix} p_1, \ldots, p_n \\ q_1, \ldots, q_n \end{bmatrix} = \sum_{i=2}^{n} r_i s_i^{\beta-1} f^\beta \left( \frac{p_i}{r_i}, \frac{q_i}{s_i} \right), \quad (3.3.6)
\]

where \( r_i = p_1, \ldots, p_i, \quad s_i = q_1, \ldots, q_i \) \((i=2, \ldots, n)\).

Next we give the basic properties of the inaccuracy of type \( \beta \), which show much resemblance to those of the directed divergence of type \( \beta \).

1. Non-negativity, as given in (3.1.3).
2. Symmetry, as defined in (2.1.6).
3. Expansibility, as defined in (2.1.7).
4. Continuity, as defined in (2.1.8).
5. Recursivity of type \( \beta \).

\[
\hat{\alpha}^\beta \begin{bmatrix} p_1, \ldots, p_n \\ q_1, \ldots, q_n \end{bmatrix} = \hat{\alpha}^\beta \begin{bmatrix} p_1 + p_2, p_3, \ldots, p_n \\ q_1 + q_2, q_3, \ldots, q_n \end{bmatrix} + \]

\[
+ (p_1 + p_2)(q_1 + q_2)^{\beta-1} \hat{\alpha}^\beta \begin{bmatrix} p_1 \\ p_2 \\ p_1 + p_2 \\ q_1 \\ p_1 + p_2 \\ q_2 \\ q_1 + q_2 \\ q_1 + q_2 \end{bmatrix} \quad (3.3.7)
\]

where \( p_1 + p_2 > 0, \quad q_1 + q_2 > 0 \).
6. Strong additivity of type $\beta$

$$\bar{A}_{nm}^\beta \begin{bmatrix} p_{11}, p_{12}, \ldots, p_{nm} \\ q_{11}, q_{12}, \ldots, q_{nm} \end{bmatrix} = \bar{A}_n^\beta \begin{bmatrix} p_1, \ldots, p_n \\ q_1, \ldots, q_n \end{bmatrix} +$$

$$+ \sum_{i=1}^n p_i q_i^{\beta-1} \cdot \bar{A}_m^\beta \begin{bmatrix} p_{i1} / p_1, \ldots, p_{im} / p_m \\ q_{i1} / q_1, \ldots, q_{im} / q_m \end{bmatrix}$$

with the same notations as in (2.1.10).

7. Weak additivity of type $\beta$

$$\bar{A}_{nm}^\beta \begin{bmatrix} p_{11} r_1, \ldots, p_{1m} r_m, \ldots, p_{n1} r_1, \ldots, p_{nm} r_m \\ q_{11} s_1, \ldots, q_{1m} s_m, \ldots, q_{n1} s_1, \ldots, q_{nm} s_m \end{bmatrix} = \bar{A}_n^\beta \begin{bmatrix} p_1, \ldots, p_n \\ q_1, \ldots, q_n \end{bmatrix} + \bar{A}_m^\beta \begin{bmatrix} r_1, \ldots, r_m \\ s_1, \ldots, s_m \end{bmatrix} +$$

$$- (1-2^{1-\beta}) \bar{A}_n^\beta \begin{bmatrix} p_1, \ldots, p_n \\ q_1, \ldots, q_n \end{bmatrix} \bar{A}_m^\beta \begin{bmatrix} r_1, \ldots, r_m \\ s_1, \ldots, s_m \end{bmatrix},$$

with the same notations as in (2.1.11).

Note that the properties (3.3.7) to (3.3.9) do not coincide with the corresponding properties of the directed divergence of type $\beta$ given in (2.3.6) to (2.3.8).

A characterization theorem due to Rathie and Kannapan (1973) involves the following postulates: recursivity, as defined in (3.3.7); symmetry, as defined in (2.1.6) and (a boundary condition)

$$\bar{A}_2^\beta \begin{bmatrix} \frac{1}{2}, \frac{1}{2} \\ \frac{1}{2}, \frac{1}{2} \end{bmatrix} = 1.$$  \hspace{1cm} (3.3.10)

3.4 Inaccuracy of type ($\beta, \gamma$)

A further generalisation of the Shannon inaccuracy measure, called inaccuracy of type ($\beta, \gamma$), has been introduced by Sharma and Autar (1973). The inaccuracy of type ($\beta, \gamma$) is given by a sum
where $r_i = p_1 + \ldots + p_i$, $s_i = q_1 + \ldots + q_i$ ($i=1,\ldots,n$) and $f^{\beta}, \gamma$ is the inaccuracy function of type $(\beta, \gamma)$ defined by

$$f^{\beta}, \gamma(p, q) = A^{\beta, \gamma}_n \left[ \frac{p, 1-p}{q, 1-q} \right] = \frac{1-p q^{\beta-1} (1-p)^{\gamma-1} (1-q)^{\beta-1}}{1 - 2^{1-\beta}},$$

(3.4.2)

$\beta, \gamma > 0; \beta \neq 1$ when $\gamma = 1$.

Setting (3.4.2) in (3.4.1) results in another expression for the inaccuracy measure of type $(\beta, \gamma)$

$$A^{\beta, \gamma}_n \left[ \frac{p}{q} \right] = \frac{1 - \sum_{i=1}^{n} p_i q_i^{\beta-1}}{1 - 2^{1-\beta}},$$

(3.4.3)

The function of $f^{\beta}, \gamma$ appears to be a solution of a functional equation

$$f (x_1, y_1) + (1-x_1)^{\gamma-1} y_1^\beta - f \left( \frac{x_2}{1-x_1}, \frac{y_2}{1-y_1} \right) =$$

$$= f (x_2, y_2) + (1-x_2)^{\gamma-1} y_2^\beta - f \left( \frac{x_1}{1-x_2}, \frac{y_1}{1-y_2} \right)$$

(3.4.4)

under the following conditions

$$f (1,1) = f (0,0),$$

(3.4.5)

$$f (\delta, \delta) = 1.$$  

(3.4.6)

For $\gamma = 1$, the inaccuracy of type $(\beta, \gamma)$ reduces to the inaccuracy of type $\beta$, as defined in (3.3.1), and for $P = Q$ it becomes an entropy of type $\beta$ given by (1.3.7), with any $\gamma$. A characterization theorem due to Sharma and Autar (1973) is based on the following postulates:
1. Symmetry, as defined in (2.1.6), for $n = 3$.  

2. Recursivity of type $(\beta, \gamma)$

$$
\varphi_{A_n}^{\beta, \gamma} \left[ \frac{p_1, \ldots, p_n}{q_1, \ldots, q_n} \right] = \varphi_{A_{n-1}}^{\beta, \gamma} \left[ \frac{p_1 + p_2, p_3, \ldots, p_n}{q_1 + q_2, q_3, \ldots, q_n} \right] + \\
+ \frac{(p + p_2)^\gamma}{(q + q_2)^{\gamma - \beta}} \cdot \varphi_{A_1}^{\beta, \gamma} \left[ \frac{\frac{p_1}{1 + p}, \frac{p_2}{1 + p_2}}{\frac{q_1}{1 + q}, \frac{q_2}{1 + q_2}} \right]  
$$

(3.4.8)

3. Normality

$$
\varphi_{A_1}^{\beta, \gamma} \left[ \frac{\frac{1}{2}, \frac{1}{2}}{\frac{1}{2}, \frac{1}{2}} \right] = 1  
$$

(3.4.9)

Other properties of the inaccuracy of type $(\beta, \gamma)$ can be derived as consequences of those mentioned in (3.4.7) to (3.4.9). Some different generalizations of the inaccuracy measure can be found in (Rathie, 1970; 1971; 1972; Mathai, 1975).

4. MEASURES OF CERTAINTY

The concept of certainty appears already in the foundations of the theory of probability. Aczel and Daroczy (1975) have introduced a measure of an average probability, which is, in fact, another term for certainty. This concept proved to be useful for generalizations of Shannon's entropy. An explicit definition of the concept of certainty, as well as several measures of certainty is accredited to Van der Lubbe (1981), whose approach will be followed in this chapter. The certainty measures involving one or two discrete probability
distributions, their properties and relations between them, will be discussed.

4.1 Marginal measures of certainty

Let $P = \{p_1, \ldots, p_n\}$ and $Q = \{q_1, \ldots, q_m\}$ denote finite complete probability distributions with $p_i > 0, (i=1, \ldots, n), q_j > 0 (j=1, \ldots, m)$, 

$$\sum_{i=1}^{n} p_i = \sum_{j=1}^{m} q_j = 1$$

and let $R = \{r_{ij}\}$ $(i=1, \ldots, n; j = 1, \ldots, m)$ be another finite complete distribution related to both $P$ and $Q$, with 

$$\sum_{j=1}^{m} r_{ij} = p_i > 0 (i=1, \ldots, n), \sum_{i=1}^{n} r_{ij} = q_j > 0 (j=1, \ldots, m), r_{ij} > 0 (i=1, \ldots, n; j=1, \ldots, m), \sum_{i=1}^{n} \sum_{j=1}^{m} r_{ij} = 1.$$ 

We shall also use a notation $q_{ji}$ for $\frac{r_{ij}}{p_i}$ and $p_{ij}$ for $\frac{r_{ij}}{q_j}$ $(i=1, \ldots, n; j=1, \ldots, m)$.

The concept of certainty concerning a random event $A$ can be explicated by making use of its probability $p(A)$. Following Van der Lubbe, we can consider the certainty as a monotonically increasing function of the probability 

$$c(A) = f(p(A)).$$

(4.1.1)

Such an approach seems to be consistent with the intuitive idea of certainty. Surely, an increase in probability should imply a corresponding increase in certainty and vice versa. In order to further specify the function $f$, let us consider another event, say $B$, whose probability is $p(B)$. Suppose $B$ is independent of $A$ and consider a compound event $(A, B)$ comprising both $A$ and $B$. It also seems reasonable to require that the function $f$ be such that the degree of certainty associated with $(A, B)$ would be equal to the product of the
degrees of certainty concerning each single event, i.e.
\[ c(p(A, B)) = c(p(A)p(B)) = c(p(A))c(p(B)). \] (4.1.2)

Furthermore, we may expect \( f \) to be a continuous function of the probability with \([0,1]\) as a definition domain. It can be proved that these requirements result in the following general solution of the functional equation (4.1.2)
\[ c(p) = p^a, \quad a > 0, \] (4.1.3)
which can be regarded as a definition of a certainty associated with a single event, called a self-certainty. Actually, self-certainty is a measure of certainty concerning the occurrence of a single event.

Let us introduce a concept of a certainty function \( C(A) \), which should give a measure of certainty concerning both the occurrence and non-occurrence of a single event. To obtain a reasonable definition of \( C(A) \), we introduce a concept of relative certainty.

Following the argument presented in section 1.1, we consider two disjoint events \( A \) and \( B \) whose probabilities \( p(A) \) and \( p(B) \) satisfy the following conditions: \( p(A) > 0, \ p(B) > 0, \ p(A) + p(B) < 1 \). Let \( A, B, \overline{A}, \overline{B} \) denote the occurrence and non-occurrence of the events. The conditional probability of \( A \) with respect to \( B \) and the conditional probability of \( B \) with respect to \( A \) are given by
\[ p(A/B) = \frac{p(A)}{1-p(B)} \] (4.1.4)
and
\[ p(B/A) = \frac{p(B)}{1-p(A)} \] (4.1.5)
correspondingly.

Next we introduce the concept of a joint certainty concerning two events, \( C(A, B) \) and the concept of a relative certainty of one event with respect to another event, denoted by \( C(A/B) \) and \( C(B/A) \).

Suppose \( C(A, B) \) is a symmetric function of \( A \) and \( B \), satisfying
\[ C(A, B) = C(A) C(B/\overline{A}) = C(B) C(B/\overline{A}). \] (4.1.6)
Let us require that the certainty function \( C(A) \) only depends on the probability \( p(A) \),
\[
C(A) = f(p(A)), \quad C(B) = f(p(B)),
\]  
and the relative certainty is defined by
\[
C(A/B) = p(B) f(p(A/B)),
\]
\[
C(B/A) = p(A) f(p(B/A)).
\]

Substituting (4.1.7) and (4.1.8) in (4.1.6) results in
\[
f(p(A)) p(A) f(p(B/A)) = f(p(B)) p(B) f(p(A/B)). \tag{4.1.9}
\]

Setting \( x = p(A) \in [0,1) \), \( y = p(B) \in [0,1) \) in (4.1.9) and taking into consideration (4.1.4), (4.1.5), one gets
\[
f(x) (1-x) f\left(\frac{y}{1-x}\right) = f(y) (1-y) f\left(\frac{x}{1-y}\right), \quad x + y < 1 \tag{4.1.10}
\]
which will be termed a functional equation of certainty (cf. (1.1.14)).

Imposing upon the boundary condition
\[
f(1) = f(0), \tag{4.1.11}
\]
implying that the certainty about a sure event is equal to the certainty about an impossible event, leads to the following solution of (4.1.10)
\[
f(p) = C_2(p, 1-p) = [p(1-p)]^a, \quad a > 0. \tag{4.1.12}
\]

Note that the certainty function can be considered as a self-certainty of an event \((A, A)\), consisting of occurrence and non-occurrence of \(A\).

Consider a set of \(n\) events with a probability distribution \(P\). There are at least two ways to obtain a measure of certainty about the whole set. We can first determine an average probability for the distribution \(P\) and then apply the measure of self-certainty to an "averaged" event whose probability is equal to the average probability of \(P\). But we may also apply the measure of self-certainty to each single event and afterwards determine the certainty of the whole set as an average self-certainty.

Let us take the first way. Analogously to the argument followed in 1.2, we define the average probability of a given distribution \(P\) by
where $\phi$ is such a strictly monotonic function of $x \in (0,1]$ that the function

$$\phi^*(x) = \begin{cases} x \phi(x) & ; x \in (0,1] \\ 0 & ; x = 0 \end{cases}$$

be continuous. As has been mentioned in section 1.2, in this case $\psi_n$ appears to be symmetric (as defined in (1.2.3)), expansible (as defined in (1.2.4)) and it takes on values in $[p_{\min}, p_{\max}]$, where $p_{\min}$ and $p_{\max}$ denote the minimal and maximal probabilities in $P$ (cf. 1.2.5). Imposing another reasonable requirement given by

$$\phi(P, Q) = \phi_*(Q),$$

which implies that the average probability of two independent distributions be equal to the product of the average probabilities of each distribution, we arrive at two possible solutions for $\theta(x)$ (Daróczy, 1964),

$$\theta_1(x) = \log x, \ x \in (0,1]$$

and

$$\theta(x) = x^{\alpha-1}, \ x \in (0,1], \ \alpha > 0, \ \alpha \neq 1.$$  \hspace{1cm} (4.1.17)

Substituting (4.1.16) and (4.1.17) in (4.1.13) results in

$$\psi_n(1) = \prod_{i=1}^{n} p_i^{p_i}(4.1.18)$$

and

$$\psi_n(2) = \left( \sum_{i=1}^{n} p_i^{\alpha} \right)^{1/\alpha}, \ \alpha > 0, \ \alpha \neq 1, \hspace{1cm} (4.1.19)$$

respectively. A measure of certainty associated with a given distribution $P$ can be defined as a self-certainty of a single event whose probability is equal to $\psi_n$. Setting $\psi_n(1)$ and $\psi_n(2)$ in (4.1.3), we obtain two possible measures given by
\[ C_n^{(1)}(P) = c(P_n^{(1)}) = \prod_{i=1}^{n} p_i^a p_i^1, \quad a > 0 \] (4.1.20)

and

\[ C_n^{(2)}(P) = c(P_n^{(2)}) = \left( \sum_{i=1}^{n} p_i^a \right)^{\frac{a}{a-1}}, \quad a > 0, \quad a > 0, \quad a \neq 1. \] (4.1.21)

With a notation \( b = \frac{a-1}{a} \), the latter expression transforms to

\[ C_n^{(2)}(P) = \left( \sum_{i=1}^{n} p_i^{ab+1} \right)^{\frac{1}{b}}, \quad a > 0, \quad (ab+1) > 0, \quad b \neq 0. \] (4.1.22)

Note that in a limiting case, when \( b = 0 \), the measure given in (4.1.22) reduces to that given by (4.1.20). We also mention that (4.1.22) is identical to a measure given by (2.2.8) in (Van der Lubbe, 1981), which has been obtained under a somewhat involved requirement that \( C_n(P) \) be strictly Shur convex. On account of (4.1.2) and (4.1.15) we have

\[ C^{(k)}_{nm}(P,Q) = C^{(k)}_n(P) C^{(k)}_m(Q), \quad k = 1, 2, \] (4.1.23)

which expresses the so-called multiplicativity property occuring in (Van der Lubbe, 1981) as another requirement imposed upon \( C_n(P) \).

In what follows, we mention the basic properties of \( C_n^{(2)}(P) \) as defined in (4.1.22). The upper index "(2)" in the latter notation will be omitted throughout the remainder of this section. Wherever pertinent, a reference will be made to the corresponding properties of uncertainty measures discussed in chapter 1. For proofs, we refer to (Van der Lubbe, 1981).

1. Non-negativity (cf. (1.1.19))
   \[ C_n(P) > 0 \] (4.1.24)

2. Symmetry, as defined in (1.1.20).

3. Expansibility, as defined in (1.1.21).

4. Continuity, as defined in (1.1.23).

5. Strict monotony (cf. (1.1.24))
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\[ C_{n+1}(\frac{1}{n+1}, \ldots, \frac{1}{n+1}) < C_n(\frac{1}{n}, \ldots, \frac{1}{n}). \]  \hspace{1cm} (4.1.25)

6. Maximalità (cf. (1.1.25))
\[ C_n(p, \ldots, p_n) < C_n(0, \ldots, 0, 1, 0, \ldots, 0) = 1 \] \hspace{1cm} (4.1.26)

7. Minimality (cf. (1.1.19), (1.1.32))
\[ C_n(P) > C_n(\frac{1}{n}, \ldots, \frac{1}{n}) = \frac{1}{n^a}. \] \hspace{1cm} (4.1.27)

8. Weak multiplicativity (cf. (1.1.31))
\[ C_{nm}(P,Q) = C_n(P) C_m(Q) \] \hspace{1cm} (4.1.28)
where \( P \) and \( Q \) are independent distributions, as defined in the
beginning of this section.

9. Inequalities (cf. (1.1.30))
\[ C_{nm}(R) < C_n(P), \text{ with equality iff } R \text{ reduces to } P; \]
\[ C_{nm}(R) < C_m(Q), \text{ with equality iff } R \text{ reduces to } Q, \] \hspace{1cm} (4.1.29)
where \( P,Q,R \) are probability distributions as defined in the
beginning of this section.

10. \( C_2(p,1-p) \) is a monotonically non-increasing function of \( p \).
\hspace{1cm} (4.1.30)

11. For \( a > 1 \), the following inequality holds
\[ p_{\text{min}}^a < C_n(p_1, \ldots, p_n) < p_{\text{max}}^a < p_{\text{max}}^a \] \hspace{1cm} (4.1.31)
where
\[ p_{\text{min}} = \min_{1 \leq i \leq n} (p_1, \ldots, p_i, \ldots, p_n) \text{ and } p_{\text{max}} = \max_{1 \leq i \leq n} (p_1, \ldots, p_i, \ldots, p_n); \]
\[ p_{\text{min}} < \frac{1}{a}, \frac{1}{b} > 0, \frac{1}{b} > 0, \frac{1}{a} < 1 \text{ as well as for} \]
\[ 0 < (ab+1) < 1, \frac{1}{b} < 0, \frac{1}{a} < 1, \text{ it holds} \]
\[ p_{\text{min}}^a < p_{\text{min}}^a < C_n(P) < p_{\text{max}}^a. \] \hspace{1cm} (4.1.32)
12. $C_n(p_1, \ldots, p_n) < C_2(p_1, 1-p_1) = (p_1^{ab+1} + (1-p_1)^{ab+1}) \frac{1}{b}$ for all $i = 1, \ldots, n$. \hfill (4.1.33)

13. Convexity

$C_n(P)$ is convex in $P$ for $0 < (ab+1) < 1$, $\frac{1}{b} < 0$ and for $(ab+1) > 1$, $a + \frac{1}{b} > 1$ \hfill (4.1.34)

14. Strict Shur convexity (cf. (1.1.26))

$C_n(S) < C_n(P)$, \hfill (4.1.35)

where $P = \{p_1, \ldots, p_n\}$, $S = \{s_1, \ldots, s_n\}$, $p_i > 0$, $s_i > 0$

(i=1, \ldots, n),

$$\sum_{i=1}^{n} p_i = \sum_{i=1}^{n} s_i = 1$$

and $S$ is an arbitrary Shur transformation of $P$, i.e. such that $s_j = \sum_{i=1}^{n} t_{ij} p_i$ $(j=1, \ldots, n)$, $t_{ij} > 0$,

$$\sum_{i=1}^{n} t_{ij} = \sum_{j=1}^{n} t_{ij} = 1,$$

with equality in (4.1.35) iff $S$ is a permutation on $P$.

The properties given in (4.1.25) to (4.1.27) and (4.1.29) are direct consequences of the strict Shur convexity defined in (4.1.35). It can be seen from (4.1.27) that the constant $a$ determines the lower bound on a measurement scale for certainty. The references made in the list above indicate that much similarity exists between the measures of certainty and those of uncertainty.

We also notice that properties 1 to 14 hold for $C_n(1)(P)$ as well (in 11 to 13, the conditions involving the constant $b$ should be omitted of course).

4.2 Conditional and joint measures of certainty

Let $C_{n/m}(P/Q)$ be a certainty associated with the same probability distribution $P$, given another distribution $Q$. The knowledge of $Q$ may
increase the degree of certainty about $P$, provided $P$ is dependent on $Q$. For independent $P$ and $Q$, this knowledge does not contribute to our certainty about $P$. It seems to be reasonable to require that for any $P$ and $Q$ the following inequality holds

$$C_{n/m}(P/Q) > C_n(P),$$

with equality iff $P$ and $Q$ are independent (Van der Lubbe, 1981).

A measure for $C_{n/m}(P/Q)$ can be derived through an appropriate generalization of the marginal certainty measure. Different generalizations will yield different measures. Replacing marginal probabilities $p_i$ by conditional probabilities $p_{ij}$ in (4.1.20) and in (4.1.22), we obtain conditional certainty measures with respect to a $j$-th event of $Q$,

$$C^{(1)}_{n/j}(P/j) = \frac{n}{a} \prod_{i=1}^{a} p_{ij}, \quad a > 0$$

and

$$C^{(2)}_{n/j}(P/j) = (\prod_{i=1}^{a} p_{ij})^{b+1}, \quad a > 0, \quad ab + b > 0, \quad b \neq 0,$$

respectively. Taking mathematical expectation with respect to $Q$ on both sides of the latter expression results in

$$C^{(2)}_{n/m}(P/Q) = \sum_{j=1}^{m} q_j (\prod_{i=1}^{a} p_{ij})^{b+1}, \quad a > 0, \quad ab + b > 0, \quad b \neq 0,$$

which is the conditional certainty measure sought.

To obtain a conditional certainty measure corresponding to $C^{(1)}_n(P)$, we should take the expectation of (4.2.2), but this procedure leads to a rather cumbersome expression involving addition with respect to $i$ and multiplication with respect to $j$. Another possible approach arises by introducing a concept of an average conditional probability, which seems to be of interest as such. Replacing marginal probabilities $p_i$ in (4.1.13) by conditional probabilities $p_{ij}$ and introducing an operation of mathematical expectation with respect to $Q$ prior to $\Theta^{-1}$, we obtain,
which can be regarded as a definition of an average probability of \( P \) given \( Q \). Making use of the function \( \Phi \) given in (4.1.16) results in

\[
\nu_{n/m}(Q) = \phi^{-1}\left[ \sum_{j=1}^{m} q_j \sum_{i=1}^{n} p_{ij} \Phi(p_{ij}) \right], \tag{4.2.5}
\]

Setting the right hand side of (4.2.6) for \( p \) in (4.1.3), one gets a measure of conditional certainty

\[
C^{(1)}_{n/m}(P/Q) = \left( \prod_{j=1}^{m} \prod_{i=1}^{n} q_j p_{ij} \right)^{1/b}, \quad a > 0. \tag{4.2.7}
\]

An alternative definition of a conditional certainty corresponding to the marginal certainty \( C^{(2)}_{n/m}(P) \) arises if we reverse the order of taking the expectation and raising to the power \( 1/b \) on the right hand side of (4.2.4):

\[
C^{(2a)}_{n/m}(P/Q) = \left( \prod_{j=1}^{m} \prod_{i=1}^{n} q_j p_{ij}^{ab+1} \right)^{1/b}, \quad a > 0, \quad (ab+1) > 0, \quad b \neq 0. \tag{4.2.8}
\]

It appears that the latter satisfies the requirement (4.2.1) for the whole definition domain, i.e. for all \( a > 0, \quad b \neq 0 \), such that

\((ab+1) > 0\), whereas the measure \( C^{(2)}_{n/m}(P/Q) \) given in (4.2.4) appears to be larger than \( C^{(2)}_{n/m}(P) \) only for those \( a, b \) which guarantee its convexity in \( P \) defined by (4.1.34) (Van der Lubbe, 1981). The measure of conditional certainty given in (4.2.7) satisfies (4.2.1) for all \( a > 0 \). Some other properties common for all conditional certainty measures introduced in (4.2.4), (4.2.7), (4.2.8) are listed below (we omit the upper index in their notations to indicate that a given property holds for all of them).

1. Continuity

\( C_{n/m}(P/Q) \) is a continuous function of all \( q_j, p_{ij} \),

\( i = 1, \ldots, n; \quad j = 1, \ldots, m. \tag{4.2.9} \)
2. Symmetry

\[ C_{n/m}(P/Q) \text{ is a symmetric function with respect to } q_j \text{ and } p_{ij}, \]
\[ j = 1, \ldots, m; \ i = 1, \ldots, n. \text{ (cf. (1.1.20)).} \]

3. Expansibility (cf. (1.1.21)).

\[ C_{n+1/m}(P,0/Q) = C_{n/m}(P/Q). \]  

4. Monotony (cf. (4.1.30))

\[ C_{n/m}(P/Q) \text{ is a monotonically non-increasing function of} \]
\[ p_{ij}, \ i = 1, \ldots, n; \ j = 1, \ldots, m. \]

5. Minimality (cf. (4.1.27))

\[ C_{n/m}(P/Q) > \frac{1}{n}, \]
\[ \text{with equality iff } p_{ij} = \frac{1}{n} \text{ for all } i=1, \ldots, n \text{ and } j=1, \ldots, m. \]

6. Maximality (cf. (4.1.26))

\[ C_{n/m}(P/Q) < 1, \]
\[ \text{with equality iff there is such an } i=k \text{ that } p_{kj}=1 \text{ and } p_{ij}=0 \]
\[ \text{for all } j=1, \ldots, m \text{ and for all } i \neq k. \]

Inequalities involving \( C_{n/m}^{(2)}(P/Q) \) and \( C_{n/m}^{(2a)}(P/Q) \) as well as limiting of properties of conditional certainty measures are given in (Van der Lubbe, 1981). Some other important properties will be discussed later.

The joint certainty measures can be derived from (4.1.20) and (4.1.22) by setting \( r_{ij} = q_j p_{ij} \) (i=1,\ldots,n; j=1,\ldots,m) instead of \( p_i \).

Following this approach, we obtain

\[ C_{n/m}^{(1)}(P,Q) = \frac{n}{1} \frac{m}{1+1} \sum_{j=1}^{a} q_j p_{ij}, \quad a > 0 \]

and
\[ C_{nm}^{(2)}(P,Q) = \left( \sum_{i=1}^{n} \sum_{j=1}^{m} (q_{ij}p_{ij})^{ab+1} \right)^{1/b}, \quad a > 0, \ (ab+1) > 0, \ b \neq 0 \] (4.2.16)

The joint certainty \( C_{nm}^{(1)}(P,Q) \) related to the marginal certainty \( C_{n}^{(1)}(P) \) given in (4.1.20) and to the conditional certainty \( C_{n/m}^{(1)}(P,Q) \) given in (4.2.7) appears to be a symmetric function of \( P \) and \( Q \),

\[ C_{nm}^{(1)}(P,Q) = C_{nm}^{(1)}(Q,P). \]

It can be shown that the following desirable relations hold

\[ C_{nm}^{(1)}(P,Q) = C_{m}^{(1)}(Q) C_{n/m}^{(1)}(P/Q) \] (4.2.17)

(strong multiplicativity),

\[ C_{nm}^{(1)}(P,Q) > C_{n}^{(1)}(P) C_{m}^{(1)}(Q) \] (4.2.18)

(submultiplicativity)

\[ C_{nm}^{(1)}(P,Q) = C_{n}^{(1)}(P) C_{m}^{(1)}(Q), \] (4.2.19)

iff \( P \) and \( Q \) are independent (weak multiplicativity).

Regarding the measure \( C_{nm}^{(2)}(P,Q) \) given in (4.2.16), it is also symmetric but does not possess the multiplicativity properties above, either in conjunction with \( C_{n/m}^{(2)}(P/Q) \) as defined in (4.2.4), or with \( C_{n/m}^{(2a)}(P/Q) \) defined by (4.2.8) (Van der Lubbe, 1981). Therefore, it cannot be considered as an appropriate measure for a joint certainty.

Van der Lubbe has introduced two measures corresponding to \( C_{n/m}^{(2)}(P/Q) \) and \( C_{n/m}^{(2a)}(P/Q) \) defined by

\[ C_{nm}^{(2)}(P,Q) = C_{m}^{(2)}(Q) C_{n/m}^{(2)}(P/Q), \] (4.2.19)

\[ C_{nm}^{(2a)}(P,Q) = C_{m}^{(2)}(Q) C_{n/m}^{(2a)}(P/Q). \] (4.2.20)

It is obvious that the latter two measures have been designed so that the strong multiplicativity property should be automatically
guaranteed. Taking into consideration inequality (4.2.1) which is satisfied by both $C_{n/m}^{(2)}(P/Q)$ and $C_{n/m}^{(2a)}(P/Q)$, we can also see that the corresponding joint measures of certainty are sub-multiplicative, as defined in (4.2.18), and weak multiplicative, as defined in (4.2.19). But both of them appear to be non-symmetric and thus do not satisfy (4.2.17).

Certainty measures can serve as an appropriate basis for entropies. Since entropy is a measure of uncertainty, it should be a monotonically decreasing function of certainty. Three kinds of such functions have been suggested by Van der Lubbe (1981). Analogously to probability measures, all certainty measures discussed above take on values in $[0,1]$. As we have seen, the maximum value of certainty is achieved when one of the probabilities in a given distribution is equal to unit, while all other probabilities vanish. The minimum value appears to be dependent on a certain parameter of the certainty measure, as well as on the number of probabilities in the distribution. In the limiting case, however, as this number tends to infinity, all certainty measures tend to zero.

If we are willing to let the measure of uncertainty take on values in $[0,\infty]$ (as, e.g. the Shannon measure does), one of the non-linear monotonically decreasing functions has to be adopted. A conventional logarithmic function
\[ H_n(P) = -\log C_n(P) \] (4.2.21)
or a hyperbolic function
\[ H_n(P) = \frac{1}{C_n(P)} - 1 \] (4.2.22)
may be suitable in this case. If the entropy is supposed to take on values in $[0,1]$, we can have a linear function
\[ H_n(P) = 1 - C_n(P). \] (4.2.23)
Regarding the additivity properties, the function given in (4.2.21) is the only one to yield weak additive entropies. Both linear and hyperbolic functions can only provide weak additivity of type $\beta$ (see chapter 1).
Information measures considered in the preceding chapters involve discrete probability distributions. However, all of them can be easily extended to continuous distributions as well. An appropriate generalization preserves the fundamental properties of the measure in question, though certain specific problems with respect to the continuity may arise. Information measures still exist, which have been developed specially for continuous probability distributions.

In the present chapter, we shall consider some of these information measures, especially those which seem to be most appropriate for estimation and identification purposes. We shall mainly concentrate on Kullback-Leibler's divergence and on Fisher's measure of information. Several generalizations of these two measures will be also discussed briefly later.

5.1 Kullback-Leibler divergence

The directed divergence discussed in section 2.1 has been originally introduced for continuous probability distributions (Kullback, 1951). We first consider its definition as given in (Kullback, 1951; 1959) and then proceed to the properties. Suppose X is a random variable, whose probability distribution f(x) is unknown. Suppose further that we have two hypotheses: H₁, implying that the true density function is f₁(x) and H₂, implying that this density function is f₂(x). Let P(H₁) and P(H₂) denote prior probabilities and P(H₁/x), P(H₂/x) denote posterior (after observation of one value X=x) probabilities of H₁ and H₂. It can be seen from the Bayes theorem that the following relation holds

\[
\log \frac{f_1(x)}{f_2(x)} = \log \frac{P(H_1/x)}{P(H_2/x)} = \log \frac{P(H_1)}{P(H_2)} \quad (5.1.1)
\]
The right hand side of (5.1.1) is a change of the log-likelihood ratio in favour of $H_1$ against $H_2$ for one observation $X=x$. The left hand side shows that this change is completely determined by the ratio of $f_1(x)$ and $f_2(x)$, i.e. by the degree of dissimilarity between $H_1$ and $H_2$ for a given $x$. The more $H_1$ and $H_2$ differ from each other, the more information for discrimination between them is provided by the given observation $x$. Taking expectations on both sides of equation (5.1.1) with respect to $f_1(x)$ results in

$$\int f_1(x) \log \frac{f_1(x)}{f_2(x)} \, dx = \int f_1(x) \log \frac{P(H_1|x)}{P(H_2|x)} \, dx - \log \frac{P(H_1)}{P(H_2)}$$

(5.1.2)

the right hand side of which is a mean (expected) increase of the log-likelihood ratio in favour of $H_1$ against $H_2$ for one observation, provided $H_1$ is true. It can also be interpreted as a mean (or expected) information for one observation in favour of $H_1$ against $H_2$, provided $H_1$ is true. Therefore, the left hand side of (5.1.2) is frequently termed information measure. Actually it is a measure of deviation of probability distribution $f_2(x)$ from the true probability distribution $f_1(x)$. In order to avoid any confusion with the Shannon measure of information, we shall refer to

$$\mathcal{J} \left[ \begin{array}{c} f_1(x) \\ f_2(x) \end{array} \right] = \mathcal{J} \left[ \begin{array}{c} f_1 \\ f_2 \end{array} \right] = \int f_1(x) \log \frac{f_1(x)}{f_2(x)} \, dx$$

(5.1.3)

as the Kullback-Leibler directed divergence between $f_1(x)$ and $f_2(x)$. A symmetric divergence between $f_1(x)$ and $f_2(x)$ can be defined by

$$\mathcal{J}(f_1,f_2) = \mathcal{J} \left[ \begin{array}{c} f_1 \\ f_2 \end{array} \right] = \int (f_1(x) - f_2(x)) \log \frac{f_1(x)}{f_2(x)} \, dx.$$ 

(5.1.4)

In terms of hypotheses testing, it can be considered as the difference between the mean posterior log-likelihood ratio in favour of $H_1(H_2)$ against $H_2(H_1)$ after one observation, provided $H_1(H_2)$ is true, and the mean value of the said ratio, provided the hypothesis $H_2(H_1)$ is true.

The basic properties of the Kullback-Leibler directed divergence are identical to those of the Shannon directed divergence defined in (2.1.1). These are
1. **Non-negativity ((cf. 2.1.5))**

\[
\begin{bmatrix} f_1(x) \\ f_2(x) \end{bmatrix} > 0,
\]

with equality iff \( f_1(x) = f_2(x) \).  

\[ (5.1.5) \]

2. **Strong additivity (cf. (2.1.10))**

Let \( f_1(x,y), f_2(x,y) \) denote the joint probability densities of two random variables, \( X \) and \( Y \). The following equality holds

\[
J \begin{bmatrix} f_1(x,y) \\ f_2(x,y) \end{bmatrix} = J \begin{bmatrix} f_1(x) \\ f_2(x) \end{bmatrix} + \int f_1(x) \int f_1(y/x) \log \frac{f_1(y/x)}{f_2(y/x)} dy \, dx,
\]

where \( f_1(x) = \int f_1(x,y) dy \) and \( f_2(x) = \int f_2(x,y) dy \) are the marginal probability densities of \( X \) and

\[
f_1(y/x) = \frac{f_1(x,y)}{f_1(x)}, \quad f_2(y/x) = \frac{f_2(x,y)}{f_2(x)}
\]

denote the conditional probability densities of \( Y \) given \( x \).

\[ (5.1.6) \]

3. **Weak additivity (cf. (2.1.11))**

\[
J \begin{bmatrix} f_1(x) f_1(y) \\ f_2(x) f_2(y) \end{bmatrix} = J \begin{bmatrix} f_1(x) \\ f_2(x) \end{bmatrix} + J \begin{bmatrix} f_1(y) \\ f_2(y) \end{bmatrix}.
\]

\[ (5.1.7) \]

4. **Inequalities**

\[
J \begin{bmatrix} f_1(x,y) \\ f_2(x,y) \end{bmatrix} > J \begin{bmatrix} f_1(x) \\ f_2(x) \end{bmatrix},
\]

with equality iff

\[
\int f_1(x) \int f_1(y/x) \log \frac{f_1(y/x)}{f_2(y/x)} dy \, dx = 0.
\]

\[
J \begin{bmatrix} f_1(x,y) \\ f_2(x,y) \end{bmatrix} > \int f_1(x) \int f_1(y/x) \log \frac{f_1(y/x)}{f_2(y/x)} dy \, dx,
\]

\[ (5.1.9) \]
with equality iff $J \left[ \frac{f_1(x)}{f_2(x)} \right] = 0$. Note that (5.1.8) and (5.1.9) also hold if we interchange $x$ and $y$ on the right hand side.

5. Invariance

Let $T(x) : X \rightarrow Y$ be a statistic, i.e. a measurable function whose domain and range are $X$ and $Y$, respectively. Then the following relation holds

$$J \left[ \frac{f_1(x)}{f_2(x)} \right] > J \left[ \frac{f_1(t(x))}{f_2(t(x))} \right],$$

(5.1.10)

where $f_1(t(x))$ and $f_2(t(x))$ are the probability densities of $T(x)$ corresponding to those of $X$, with equality iff

$$\frac{f_1(x)}{f_2(x)} = \frac{f_1(t(x))}{f_2(t(x))}.$$

With respect to the symmetric divergence defined by (5.1.4) we have the following properties.

1. Non-negativity

$$J[f_1(x), f_2(x)] \geq 0,$$

(5.1.11)

with equality iff $f_1(x) = f_2(x)$.

2. Symmetry

$$J[f_1(x), f_2(x)] = J[f_2(x), f_1(x)].$$

(5.1.12)

3. Strong additivity

$$J[f_1(x, y), f_2(x, y)] = J[f_1(x), f_2(x)] +$$

$$+ J[f_1(x, y) - f_2(x, y)] \log \frac{f_1(y/x)}{f_2(y/x)} dy dx$$

(5.1.13)

4. Weak additivity

$$J[f_1(x) f_1(y), f_2(x) f_2(y)] = J[f_1(x), f_2(y)] +$$

$$+ J[f_1(y), f_2(y)].$$

(5.1.14)
5. **Inequalities**

\[ J[f_1(x, y), f_2(x, y)] > J[f_1(x), f_2(x)], \quad (5.1.15) \]

with equality iff

\[ \int [f_1(x, y) - f_2(x, y)] \log \frac{f_1(y/x)}{f_2(y/x)} \, dy \, dx = 0. \]

\[ J[f_1(x, y), f_2(x, y)] > \int [f_1(x, y) - f_2(x, y)] \log \frac{f_1(y/x)}{f_2(y/x)} \, dy \, dx, \]

with equality iff \( J[f_1(x), f_2(x)] = 0. \)

Again the same relations hold if we interchange \( x \) and \( y \) on the right hand side.

6. **Invariance**

\[ J[f_1(x), f_2(x)] > J[f_1(t(x)), f_2(t(x))], \quad (5.1.17) \]

with the same notations and the same condition for equality as in (5.1.10). A statistic, for which (5.1.10) and (5.1.17) become equalities, is said to be sufficient. It is sufficient in the sense that it preserves all information in \( X \), which is relevant for discrimination between \( f_1(x) \) and \( f_2(x) \).

We can also introduce joint and conditional divergences. For two random variables \( X \) and \( Y \), the **directed joint divergence** is given by

\[ J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; X, Y \right] = J \left[ \begin{array}{c} f_1(x, y) \\ f_2(x, y) \end{array} \right] = \int f_1(x, y) \log \frac{f_1(x, y)}{f_2(x, y)} \, dx \, dy \quad (5.1.18) \]

and the **symmetric joint divergence** can be defined by
The directed conditional divergence
\[ J[f_1, f_2; X, Y] = J[f_1(x,y), f_2(x,y)] = \int [f_1(x,y) - f_2(x,y)] \log \frac{f_1(x,y)}{f_2(x,y)} \, dx \, dy. \]  
(5.1.19)

and the symmetric condition divergence
\[ J[f_1, f_2; Y/X] = \int [f_1(x,y) - f_2(x,y)] \log \frac{f_1(y/x)}{f_2(y/x)} \, dx \, dy \]  
(5.1.20)

are suggested by (5.1.6) and (5.1.13), respectively.

The properties 2 to 4 of the directed divergence can be expressed in terms of the joint and conditional measures (5.1.18) and (5.1.20) as follows.

2a. Strong additivity (cf. (5.1.6))
\[ J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; X, Y \right] = J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; X \right] + J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; Y/X \right]. \]

3a. Weak additivity (cf. (5.1.7))
\[ J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; X, Y \right] = J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; X \right] + J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; Y \right], \]
iff \( X \) and \( Y \) are independent.

4a. Inequalities
\[ J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; X, Y \right] \geq J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; X \right], \text{with equality iff } J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; Y/X \right] = 0 \]  
(cf. (5.1.8)).
\[ J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; X, Y \right] \geq J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; Y/X \right], \text{with equality iff } J \left[ \begin{array}{c} f_1 \\ f_2 \end{array} ; X \right] = 0 \]  
(cf. (5.1.9)).

In the same way we could reformulate the basic properties of the
symmetric divergence in terms of the joint and conditional measures given in (5.1.19) and (5.1.21). The property given in (5.1.7) (weak additivity) implies that the mean directed divergence, expected from \( N \) independent observations \( X^1, \ldots, X^N \), is \( N \) times greater than that expected from one observation provided, of course, \( f(x^1) = \ldots = f(x^N) = f(x) \). We thus have

\[
J \left[ \begin{array}{c} f_1 \\ f_2 \\ \end{array} \right] (X^1, \ldots, X^N) = N J \left[ \begin{array}{c} f_1 \\ f_2 \\ \end{array} \right] (X).
\]

Suppose we have two hypotheses: \( H_1 \), implying \( f_1(x) \), and \( H_2 \), implying \( f_2(x) \). Let \( H_2 \) denote the null hypothesis. Then the probability \( \alpha_N \) of a wrong accepting \( H_1 \) (the type I error) on the basis of \( N \) independent observations on \( X \) and the probability \( \beta_N \) of a wrong accepting \( H_2 \) (the type II error) can be related to the Kullback-Leibler divergence by

\[
J \left[ \begin{array}{c} f_1 \\ f_2 \\ \end{array} \right] (X) > \beta_N \log \frac{\beta_N}{1-\alpha_N} + (1-\beta_N) \log \frac{1-\beta_N}{\alpha_N} \quad (5.1.23)
\]

and

\[
J \left[ \begin{array}{c} f_2 \\ f_1 \\ \end{array} \right] (X) > \alpha_N \log \frac{\alpha_N}{1-\beta_N} + (1-\alpha_N) \log \frac{1-\alpha_N}{\beta_N} \quad (5.1.24)
\]

(Kullback, 1959). These inequalities give the lower bound on \( \alpha_N \) (\( \beta_N \)) for the given \( f_1(x) \), \( f_2(x) \), \( N \) and \( \beta_N (\alpha_N) \).

It should be emphasised that (5.1.10) and (5.1.17) impose an upper bound upon the performance of an estimator \( T(x) \) in terms of divergence for two probability densities \( f_1(x) \), \( f_2(x) \). The relation of the Kullback-Leibler directed divergence to other information measures will be discussed in the next chapter.

5.2 Fisher information

Perhaps the very first probabilistic information measure was introduced
by Fisher (1925). The Fisher measure of information is intrinsically based on parametric probability distributions of continuous variables and is specially designed for statistical estimation. In the present section we shall consider the definition of Fisher's measure and its basic properties.

Suppose the probability distribution of some continuous random variable $X$ is given by a density function $f(x; \theta)$ dependent on a scalar parameter $\theta$. For a given value of $\theta$, $f(x; \theta)$ becomes a deterministic function of $x$ only. If $\theta$ is unknown, it can be estimated through observations on $X$ on the basis of the given relationship $f(x; \theta)$. Each observation on $X$ provides a certain information about the value of $\theta$, and this information is entirely determined by the function $f(x; \theta)$. The stronger the dependence of $f(x; \theta)$ on $\theta$, the larger the information concerning the value of $\theta$ provided by the given observation $X = x$.

In the limiting case, when $f(x; \theta)$ is such that there exists a one-to-one correspondence between $x$ and $\theta$, one single observation on $X$ gives the true value of $\theta$ and thus provides exhaustive information. Another limiting case arises when $f$ does not depend on $\theta$. Certainly, in such a case, observations on $X$ cannot yield any information about $\theta$.

Suppose the density function $f(x; \theta)$ satisfies the following regularity conditions:

1. $\frac{\partial f(x; \theta)}{\partial \theta}$ exists for all values of $\theta$ and almost all $x$; (5.2.1)
2. $\int \frac{\partial^2 f(x; \theta)}{\partial \theta^2} f(x; \theta) \, dx = \int G \frac{\partial f(x; \theta)}{\partial \theta} \, dx$, (5.2.2)
   
   for all values of $\theta$ and for all $G$ belonging to the definition domain of $f(x; \theta)$;
3. $\int \left[ \frac{\partial f(x; \theta)}{\partial \theta} \right]^2 f(x; \theta) \, dx < \infty$. (5.2.3)

The mean Fisher information about a certain value $\theta$ of $\theta$ expected from one observation on $x$ is given by

$$F(\theta; X) = \int \left[ \frac{\partial f(x; \theta)}{\partial \theta} \right]^2 f(x; \theta) \, dx.$$
\begin{align*}
\mathbb{E}[\ln f(x;\theta)]^2 f(x;\theta) dx. \quad (5.2.4)
\end{align*}

It can be seen from (5.2.4) that the Fisher information about \( \theta \) depends on the true value of \( \theta \). For a given density function of \( \theta \) denoted by \( f(\theta) \), the mean Fisher information about the true value of \( \theta \) expected from one observation on \( X \) can be evaluated by

\begin{align*}
F(\theta;X) = \int f(\theta;X) f(\theta) d\theta. \quad (5.2.5)
\end{align*}

The regularity conditions (5.2.1) to (5.2.3) are satisfied e.g. for a so-called exponential (Koopman-Darmois) family of density functions given by

\begin{align*}
f(x;\theta) = C(\theta) \exp \left[ \sum_j S_j(\theta) T_j(x) \right] g(x), \quad (5.2.6)
\end{align*}

where \( C(\theta) \) and \( S_j(\theta) \) are certain functions of \( \theta \) alone (independent of \( x \)) and \( T_j(x) \), \( g(x) \) are functions of \( x \) alone (independent of \( \theta \)). This is not the case, however, when the range of the density function \( f(x;\theta) \) depends on \( \theta \) and the tails of \( f(x;\theta) \) do not touch the \( x \)-axis (see e.g. (Papaioannou, 1970)).

Suppose \( f(x,y;\theta) \) is the joint probability density of two random variables \( X \) and \( Y \), satisfying the regularity conditions (5.1.1) to (5.1.3). The mean Fisher information about the true value \( \theta \) expected from one observation on both \( X \) and \( Y \) is given by

\begin{align*}
F(\theta;X,Y) = \int \int \frac{\partial^2}{\partial \theta} \ln f(x,y;\theta) \right] \ f(x,y;\theta) \ dx \ dy, \quad (5.2.7)
\end{align*}

called the joint Fisher information. Averaging \( F(\theta;X,Y) \) with respect to the probability distribution \( f(\theta) \) of \( \theta \) results in

\begin{align*}
F(\theta;X,Y) = \int F(\theta;X,Y) f(\theta) d\theta, \quad (5.2.8)
\end{align*}

which is a measure of the Fisher information about \( \theta \) expected from one observation on both \( X \) and \( Y \).

Let us consider now the conditional Fisher measure of information. The
mean Fisher information about the true value $\theta$ of $\theta$ expected from one observation on $Y$ given $x$ can be measured by

$$
F(\theta; Y/x) = \int \left( \frac{\partial \ln f(y/x; \theta)}{\partial \theta} \right)^2 f(y/x; \theta) \, dy,
$$

(5.2.9)

where

$$
f(y/x; \theta) = \frac{f(x,y; \theta)}{\int f(x,y; \theta) \, dy}
$$

is the conditional probability density of $Y$ given $x$. Taking expectation on both sides of (5.2.9) with respect to the probability distribution of $X$, $f(x; \theta) = \int f(x,y; \theta) \, dy$, gives rise to

$$
F(\theta; Y/X) = \iint \left( \frac{\partial \ln f(y/x; \theta)}{\partial \theta} \right)^2 f(x,y; \theta) \, dx \, dy,
$$

(5.2.10)

which is a conditional measure of Fisher's information. It is a measure of the mean Fisher information about the true value $\theta$ of $\theta$ provided by one observation on $Y$ given an arbitrary value $x$ of $X$.

Again, averaging with respect to the probability distribution $f(\theta)$ of $\theta$ gives the mean Fisher information about $\theta$ provided by one observation on $Y$ given arbitrary value $x$ of $X$,

$$
F(\theta; Y/X) = \int F(\theta; Y/X) \, f(\theta) \, d\theta.
$$

(5.2.11)

Note that the Fisher information measures (5.2.5), (5.2.8) and (5.2.11) do not depend on the parameter $\theta$.

We can now state the properties of Fisher's information measure defined in (5.2.4), (5.2.7) and (5.2.10), which obviously hold for all values of $\theta$ of $\theta$.

1. **Non-negativity**

   $$
   F(\theta; X) \geq 0,
   $$

   (5.2.12)

   with equality iff $f(x; \theta)$ is independent of $\theta$.

2. **Symmetry**

   $$
   F(\theta; X,Y) = F(\theta; Y,X).
   $$

   (5.2.13)
3. **Strong additivity**
\[ F(\theta;X,Y) = F(\theta;X) + F(\theta;Y|X). \]  
(5.2.14)

4. **Sub-additivity**
\[ F(\theta;X,Y) < F(\theta;X) + F(\theta;Y). \]  
(5.2.15)

5. **Weak additivity**
For independent \( X \) and \( Y \) it holds
\[ F(\theta;X,Y) = F(\theta;X) + F(\theta;Y). \]  
(5.2.16)

6. **Inequalities**
\[ F(\theta;X,Y) > F(\theta;X), \]  
(5.2.17)
with equality iff \( F(\theta;Y|X) = 0 \).
\[ F(\theta;X,Y) > F(\theta;Y|X), \]  
(5.2.18)
with equality iff \( F(\theta;X) = 0 \).
\[ F(\theta;Y|X) > F(\theta;Y), \]  
(5.2.19)
with equality iff \( X \) and \( Y \) are independent.

7. \[ F(\theta;Y|X) = 0, \]  
(5.2.20)
iff \( X \) is sufficient for \( \theta \).

8. Let \( T \) be a measurable transformation of \( X \) with a density function \( f(t;\theta) \). Then it holds
\[ F(\theta;T) < F(\theta;X), \]  
(5.2.21)
with equality iff \( T \) is sufficient for \( \theta \).

9. **Convexity**
\[ F(\theta;X) \text{ is a convex function of } f(x;\theta). \]  
(5.2.22)

10. **Cramér-Rao inequality** (Rao, 1945)
Let \( \tau(\theta) \) be a continuously differentiable function of \( \theta \). If \( T = T(x) \) is an unbiased estimator of \( \tau(\theta) \), then it holds (for all \( \theta \))
\[ \mathbb{E}[(T - \tau(\theta))^2] \geq \frac{\left(\frac{d}{d\theta} \tau(\theta)\right)^2}{F(\theta;X)}, \]  
(5.2.23)
where \( \mathbb{E} \) denotes the mathematical expectation with respect to \( f(x;\theta) \).

If \( T \) is a biased estimator of \( \theta \) with the bias \( b(\theta) \), then we can write
\( \tau(\theta) = \theta + b(\theta) \), and the latter inequality transforms to

\[
E[(T - \theta)^2] > \frac{(1 + \frac{d}{d\theta} b(\theta))^2}{F(\theta;X)} \quad \text{for all } \theta. \quad (5.2.24)
\]

For an unbiased estimator \( \tilde{\theta} \) of \( \theta \), (5.2.24) reduces to

\[
E[(\tilde{\theta} - \theta)^2] > \frac{1}{F(\theta;X)} \quad \text{for all } \theta, \quad (5.2.25)
\]

which gives a lower bound on the variance of an unbiased estimator.

Suppose, for instance, \( f(x;\theta) \) is a Gaussian function with unknown mean \( \theta \) and variance \( \sigma^2 \). The Fisher information about \( \theta \) expected from an observation on \( X \) can be evaluated by (5.2.4), which yields

\[
F(\theta;X) = \frac{1}{\sigma^2}. \quad \text{Let us take } \tilde{\theta} = x \text{ as an estimator for } \theta. \]

The variance of \( \tilde{\theta} \), \( E[(\tilde{\theta} - \theta)^2] = E[(x - \theta)^2] = \sigma^2 \), i.e. is equal to \( \frac{1}{F(\theta;X)} \), which is the right hand side of (5.2.25). It follows thus that \( \tilde{\theta} = x \) is the best possible estimator of the mean \( \theta \), based on an observation \( x \). For \( N \) independent observations \( x_1, \ldots, x_N \) the Fisher (joint) information becomes (by (5.2.16))

\[
F(\theta;X_1, \ldots, X_N) = N \cdot F(\theta;X) = \frac{N}{\sigma^2}.
\]

If we take the sample mean \( \frac{1}{N} \sum_i x_i \) as an estimator \( \bar{\theta} \), we find \( E[(\bar{\theta} - \theta)^2] = \frac{\sigma^2}{N} \) and thus again (5.2.25) becomes equality, implying that in this case the sample mean is an estimator which possesses the least possible variance.

A generalization of the Cramer-Rao inequality due to Boekee (1977) is given by

\[
E[|T - \tau(\theta)|^s] = \frac{\left| \frac{d}{d\theta} \tau(\theta) \right|^s}{F_s(\theta;X)} \quad \text{for all } \theta, \quad s > 1, \quad (5.2.26)
\]

where
\[ F_s(\theta;X) = \left[ \int \left| \frac{\partial \ln f(x;\theta)}{\partial \theta} \right|^s f(x;\theta) \, dx \right]^{s-1}, \quad s > 1 \] (5.2.27)

is a generalized Fisher information measure. For \( s = 2 \), (5.2.26) and (5.2.27) reduce to (5.2.23) and (5.2.4), respectively. Inequality (5.2.26) gives an upper bound on the performance of \( T \) in terms of the \( s \)-th absolute moment of its error.

Suppose \( \theta \) is a random parameter with a probability density \( f(\theta) \). Making use of (5.2.5), we can obtain inequality (Gart, 1959)

\[ E_\theta \left[ E\left[ (\bar{\theta} - \theta)^2 \right] \right] > \frac{1}{F(\theta;X)}, \] (5.2.28)

where \( E_\theta \) denotes expectation with respect to \( f(\theta) \). This inequality is an extension of the Cramér-Rao inequality given in (5.2.25).

A similar extension can also be written for (5.2.26). Several modifications of the Cramér-Rao inequality stating sharper bounds on the performance of an estimator are available (Barankin, 1949; Bhattacharyya, 1946; Chapman 1951).

As we have already mentioned, the Fisher information depends, in general, on the value of the parameter \( \theta \). This dependence is determined by the function \( f(x;\theta) \). In this respect, two kinds of parameters, the so-called location parameters and scale parameters (Kagan, 1973; Boekee, 1978) show peculiarity. Let \( \theta \) be a location parameter of \( X \), i.e. such that there exists an \( Y = X - \theta \) with probability density \( f(y) \) satisfying

\[ f(x;\theta) = f(y). \] (5.2.29)

Then it can be shown that the Fisher information does not depend on the value of \( \theta \), so that \( F(\theta;X) = F(0;X) = F(\theta;X) \big|_{\theta = 0} \).

If \( \theta \) is a scale parameter of \( X \), i.e. such that there exists an \( Y = X / \theta \) with probability density \( f(y) \) satisfying

\[ f(x;\theta) = \frac{1}{\theta} f(y), \] (5.2.30)
then \( F(\theta;X) = \frac{1}{\theta^2} F(1;X) = F(\theta;X) \bigg|_{\theta=1} \frac{1}{\theta^2} \) (Kagan, 1973; Boekee, 1978).

An extension of the Fisher information measure given in (5.2.4) to a vector valued parameter \( \Theta = (\Theta_1, \ldots, \Theta_n) \) is given by a symmetric matrix

\[
F(\Theta;X) = \left| \left| F(\Theta_1, \Theta_j;X) \right| \right|, \ i=1, \ldots, n; \ j=1, \ldots, n
\]  

(5.2.31)

with

\[
F(\Theta_1, \Theta_j;X) = \int \left( \frac{\partial}{\partial \Theta_1} \ln f(x;\Theta) \right) \left( \frac{\partial}{\partial \Theta_j} \ln f(x;\Theta) \right) f(x;\Theta) \, dx.
\]  

(5.2.32)

\( i=1, \ldots, n; \ j=1, \ldots, n \). Note that the diagonal elements of the Fisher information matrix, \( F(\Theta_1, \Theta_1;X) \), \( i=1, \ldots, n \), are equal to the Fisher information measures \( F(\Theta_1;X) \), \( i=1, \ldots, n \) for respective components of \( \Theta \), while the meaning of other elements is somewhat vague.

The Cramér-Rao inequality suggests, however, a reasonable interpretation: \( F(\Theta_1, \Theta_j;X) \) with \( i \neq j \) gives a lower bound on the covariance for the respective estimators \( \hat{\Theta}_1 \) and \( \hat{\Theta}_j \).

A simple modification of (5.2.31) has been introduced by Papaioannou (1970). Neglecting the off-diagonal elements \( F(\Theta_1, \Theta_j;X), \ i \neq j \), we can define the Fisher information about the value \( \Theta \) of a vector parameter \( \Theta \) by

\[
F^*(\Theta;X) = \sum_{i=1}^{n} F(\Theta_1;X),
\]

(5.2.33)

i.e. as the trace of the Fisher information matrix (5.2.31). The joint modified Fisher information can be given by

\[
F^*(\Theta;X,Y) = \sum_{i=1}^{n} F(\Theta_1;X,Y)
\]

(5.2.34)

and the conditional modified Fisher information can be defined as a sum

\[
F^*(\Theta;Y/X) = \sum_{i=1}^{n} F(\Theta_1;Y/X).
\]

(5.2.35)

The mean Fisher information about a vector parameter \( \Theta \) can be expressed as a matrix.
\[ F(\Theta; X) = \left\| F(\Theta_1, \Theta_j; X) \right\|, \quad i=1, \ldots, n; \quad j=1, \ldots, n, \quad (5.2.36) \]

where
\[ F(\Theta_1, \Theta_j; X) = \mathbb{E}_{\Theta_1, \Theta_j} \left[ F(\Theta_1, \Theta_j; X) \right] \]
\[ = \int \int F(\Theta_1, \Theta_j; X) \ f(\Theta_1, \Theta_j) \ d\Theta_1 \ d\Theta_j, \quad (5.2.37) \]

\[ i=1, \ldots, n; \quad j=1, \ldots, n, \quad f(\Theta_1, \Theta_j) \] being the joint probability density of the respective components of \( \Theta \).

The modified mean Fisher information about \( \Theta \) is given by the trace of \( F(\Theta; X) \),
\[ F^*(\Theta; X) = \sum_{i=1}^{n} F(\Theta_i, \Theta_j; X) \quad (5.2.38) \]

Some further extensions of the Fisher information measure will be discussed in the next section. The relation of Fisher's information to other information measures is considered in chapter 6.

5.3 Generalizations of Fisher's information measure

Several generalizations of the Fisher measure of information are known, both imposing upon \( f(x; \theta) \) less stringent regularity conditions and improving the Cramer-Rao inequality. In this section we shall consider contributions to the former of the two problems mentioned above. One of the first generalizations of this kind is due to Kagan (1963).

Kagan's measure of information is based on the \( \chi^2 \)-divergence of one probability distribution, say \( f_2(x) \), from another distribution, \( f_1(x) \), which is defined by
\[ \chi^2 \left[ \frac{f_1(x)}{f_2(x)} \right] = \int \left[ \frac{f_1(x) - f_2(x)}{f_1(x)} \right]^2 f_1(x) \ dx. \quad (5.3.1) \]

Let \( f(x; \theta) \) denote the probability density of \( X \) with a parameter \( \theta \) and \( f(x; \theta + \Delta \theta) \) be the same density function of \( X \) with \( \theta + \Delta \theta \). Setting \( f_1(x) = f(x; \theta) \) and \( f_2(x) = f(x; \theta + \Delta \theta) \) in (5.3.1) leads to the following
definition of the generalized Fisher-Kagan information measure:

$$FK(\theta;X) = \lim_{\Delta \theta \to 0} \inf \int \frac{1}{(\Delta \theta)^2} \chi^2 \left[ \frac{f(x;\theta)}{f(x;\theta + \Delta \theta)} \right].$$  (5.3.2)

It is obvious that $FK(\theta;X)$ exists even when $f(x;\theta)$ is not differentiable with respect to $\theta$ and thus appears to be free from regularity assumptions given in (5.2.1) to (5.2.3). If the density function $f(x;\theta)$ happens to satisfy the regularity conditions, (5.3.2) reduces to the usual Fisher information as defined in (5.2.4). It can easily be proved that all basic properties of the Fisher information measure listed in (5.2.12) to (5.2.25) above remain valid for the generalized Fisher-Kagan measure as well. Inequality (5.2.23) attains the form of

$$E[(T - \tau(\theta))^2] > \frac{\left[ \frac{d}{d\theta} \tau(\theta) \right]^2}{FK(\theta;X)},$$  (5.3.3)

where $T$ is an unbiased estimator of $\tau(\theta)$.

For a multivariate parameter $\Theta = (\theta_1, \ldots, \theta_n)$ the following relation

$$\|\tilde{\theta}\| - \|FK(\theta;X)\|^{-1} > 0$$  (5.3.4)

gives an extension of the Cramér-Rao inequality (5.2.25), where $\|\tilde{\theta}\|$ is the covariance matrix of the estimator $\tilde{\theta} = (\tilde{\theta}_1, \ldots, \tilde{\theta}_n)$ and

$$\|FK(\theta;X)\| = \|FK(\theta_1, \theta_j;X)\|$$  (5.3.5)

with

$$FK(\theta_1, \theta_j;X) = \lim_{\Delta \theta \to 0} \inf \int \frac{1}{\Delta \theta_1 \Delta \theta_j} f(x;\theta) f(x;\theta + \Delta \theta_1) f(x;\theta) f(x;\theta + \Delta \theta_j) \frac{f(x;\theta) - f(x;\theta + \Delta \theta_1)}{f(x;\theta)} f(x;\theta) \, dx.$$  (5.3.6)

A further generalization of the Fisher information measure, which can also be considered as an extension of the Fisher-Kagan information, has been suggested by Vajda (1973). The generalization consists of a more general measure of divergence termed $\chi$-divergence of order $\alpha$ being used, which is given by
The generalized Fisher-Vajda information measure is defined by
\[
\gamma_{FV}(\theta;X) = \lim_{\Delta \theta \to 0} \inf \frac{1}{|\Delta \theta|^{\alpha}} \left[ f(x;\theta) \right]^\alpha \left[ f(x;\theta + \Delta \theta) \right]^\alpha, \alpha > 1. \tag{5.3.8}
\]

Setting \( \alpha = 2 \), we obtain the Fisher-Kagan information (5.3.2). The measure \( \gamma_{FV}(\theta;X) \) appears to be non-negative and additive. It also possesses an invariance property so that if \( T(X) \) is a measurable function of \( X \), then it holds
\[
\gamma_{FV}(\theta;X) > \gamma_{FV}(\theta;T(X)), \text{ for all } \theta, \tag{5.3.9}
\]
with equality if \( T \) is sufficient for \( \theta \). An extension of the Cramer-Rao inequality (5.2.23) in terms of \( \gamma_{FV}(\theta;X) \) is given by (Vajda, 1973)
\[
\left\{ E \left[ (T - \tau(\theta))^2 \right] \right\}^{\frac{1}{\beta}} > \frac{d}{d\theta} \tau(\theta) \frac{1}{\gamma_{FV}(\theta;X)} \alpha^{-1}, \alpha > 1 \tag{5.3.10}
\]

where \( \frac{1}{\alpha} + \frac{1}{\beta} = 1 \). This relation states a lower bound on the \( \beta \)th absolute mean error of an unbiased estimator \( T \) for \( \tau(\theta) \). With \( \alpha = \beta = 2 \) it reduces to
\[
E \left[ (T - \tau(\theta))^2 \right] \geq \frac{\left( \frac{d}{d\theta} \tau(\theta) \right)^2}{2 \gamma_{FV}(\theta;X)}, \tag{5.3.11}
\]
which is a generalization of (5.2.23) in the sense that it is valid irrespective of the regularity conditions (5.2.1) to (5.2.3). Note that the latter expression is identical to (5.3.3), since \( 2\gamma_{FV}(\theta;X) = \gamma_{FK}(\theta;X) \).

A further generalization, based on Csiszár's \( \phi \)-divergence (Csiszár, 1967), has been suggested by Aggarwal (1974). Let \( f_1(x) \) and \( f_2(x) \) denote probability densities of \( X \). The directed \( \phi \)-divergence of the density function \( f_2(x) \) from the density function \( f_1(x) \) is defined by

\[
\chi^\alpha \left[ \begin{array}{c} f_1(x) \\ f_2(x) \end{array} \right] = \int \left| \frac{f_1(x) - f_2(x)}{f_1(x)} \right|^\alpha f_1(x) \, dx, \alpha > 1. \tag{5.3.7}
\]
where $\phi(u)$ is a convex function of $u$ satisfying certain regularity conditions (see Csiszar, 1967). Note that for $f_1(x) = f_2(x)$, this measure is equal to $\phi(1)$. Suppose $\phi$ is a non-negative function. Then it can easily be seen that the "improved" directed $\phi$-divergence given by

$$
J_\phi \left[ f_1 \middle| f_2 \right] = J_\phi \left[ f_1 \right] - \phi(1) = 
\int f_2(x) \phi \left[ \frac{f_1(x)}{f_2(x)} \right] dx - \phi(1).
$$

is a non-negative measure satisfying

$$
J_\phi \left[ f_1 \middle| f_2 \right] > 0.
$$

Setting $\phi(u) = u \log u$, we obtain from (5.3.13) the Kullback-Leibler directed divergence of $f_2(x)$ from $f_1(x)$ as defined in (5.1.3), and $\phi(u) = u(1 - \frac{1}{u})^2$ yields the $\chi^2$-divergence given in (5.3.1).

The more general $\chi$-divergence of order $\alpha$ can be derived as a special case of (5.3.13) with $\phi(u) = u(1 - \frac{1}{u})^\alpha$, which appears to be identical to (5.3.7).

Substituting $f(x; \theta)$ for $f_1(x)$ and $f(x; \theta+\Delta\theta)$ for $f_2(x)$ in (5.3.13), we obtain the directed $\phi$-divergence of $f(x; \theta+\Delta\theta)$ from $f(x; \theta)$,

$$
J_\phi \left[ f(x; \theta) \middle| f(x; \theta+\Delta\theta) \right] = \int f(x; \theta+\Delta\theta) \phi \left[ \frac{f(x; \theta)}{f(x; \theta+\Delta\theta)} \right] dx - \phi(1).
$$

following Aggarwal (1974), we can define the generalized Fisher information based on $\phi$-divergence as

$$
F_\phi(\theta; X) = \lim_{\Delta\theta \to 0} \inf \frac{1}{(\Delta\theta)^2} \int f(x; \theta) \phi \left[ \frac{f(x; \theta)}{f(x; \theta+\Delta\theta)} \right] dx.
$$
This measure can be considered as a further generalization of the Fisher-Kagan information given in (5.3.2), which follows from (5.3.16) for \( \phi(u) = u(1 - \frac{1}{u})^2 \). Let \( T \) be a measurable function of \( X \). Then the following relation holds

\[
F_\phi(\theta; T(X)) \geq F_\phi(\theta; X),
\]

with equality iff \( T \) is sufficient for \( \theta \). This relation is clearly a generalization of (5.2.21). The relation of \( F_\phi(\theta; X) \) with the Fisher information \( F(\theta; X) \) has been discussed in (Aggarwal, 1974). It should be mentioned that \( F_\phi(\theta; X) \) cannot be considered as a generalization of \( F_{\phi/V}(\theta; X) \) as defined in (5.3.8), though both measures become identical for \( \phi(u) = u(1 - \frac{1}{u})^2 \) with \( \alpha = 2 \).

An extension of the generalized Fisher information measure defined in (5.2.27), based on the \( \phi \)-divergence, has been introduced by Boekee (1977).

A different approach has been suggested by Papaioannou (1970). As we have seen from the considerations above, the probabilistic measures of divergence do not require any regularity conditions except (for some of them, e.g. for Kullback-Leibler's divergence) that the probability measures involved should be absolutely continuous with respect to one another. Consider two density functions, \( f(x; \theta) \) and \( f(x; \theta + \Delta \theta) \), and suppose \( \Delta \theta \) is a known (finite) change of \( \theta \), dependent on \( \theta \), such that

\[
\Delta \theta = q(\theta) - \theta,
\]

where \( q \) denotes a one-to-one mapping of \( \theta \) onto itself, satisfying

\[
q(\theta) \neq \theta. \tag{5.3.18}
\]

The directed divergence of \( f(x; \theta + \Delta \theta) = f(x; q(\theta)) \) from \( f(x; \theta) \) appears to be a function of both \( \theta \) and \( q \). If we fix \( q \), the divergence becomes a function of \( \theta \) alone. It can be regarded thus as a measure of information about \( \theta \) expected from one observation on \( X \). Suppose \( q \) is
such that \( f(x; \theta) = 0 \) whenever \( f(x; q(\theta)) = 0 \), which implies that the corresponding probability measures are absolutely continuous with respect to one another. In this case, the directed Kullback-Leibler measure of divergence appears to be applicable. Setting \( f(x; \theta) \) for \( f_1(x) \) and \( f(x; q(\theta)) \) for \( f_2(x) \) in (5.1.3) yields

\[
J \begin{bmatrix} \theta \\ q(\theta) ; X \end{bmatrix} = J \begin{bmatrix} f(x; \theta) \\ f(x; q(\theta)) \end{bmatrix} = \int f(x; \theta) \log \frac{f(x; \theta)}{f(x; q(\theta))} \, dx,
\]

called the \textbf{modified Kullback-Leibler functional information measures} (based on \( q \)).

This measure can also be considered as a generalization of the Fisher information, since it is free from regularity assumptions, which appear in the definition of the latter, and at the same time it is essentially a measure of information about a parameter \( \theta \).

For two random variables \( X \) and \( Y \) with a given joint probability density \( f(x, y; \theta) \) we can introduce

\[
J \begin{bmatrix} \theta \\ q(\theta) ; X, Y \end{bmatrix} = J \begin{bmatrix} f(x, y; \theta) \\ f(x, y; q(\theta)) \end{bmatrix} = \int f(x, y; \theta) \log \frac{f(x, y; \theta)}{f(x, y; q(\theta))} \, dx \, dy
\]

(5.3.20)

called the \textbf{joint modified Kullback-Leibler functional information measure based on} \( q \). For a given \( q \), it can be considered as a measure of information about \( \theta \) expected from one observation on both \( X \) and \( Y \).

The \textbf{conditional modified Kullback-Leibler functional information measure based on} \( q \) is given by

\[
J \begin{bmatrix} \theta \\ q(\theta) ; Y/X \end{bmatrix} = J \begin{bmatrix} f(x; \theta) \\ f(x; q(\theta)) ; Y/X \end{bmatrix} = \int f(x, y; \theta) \log \frac{f(y/x; \theta)}{f(y/x; q(\theta))} \, dx \, dy
\]

(5.3.21)

which follows from (5.1.20) with \( f_1(y/x) = f(y/x; \theta) \) and \( f_2(y/x) = f(y/x; q(\theta)) \). Being a special case of the Kullback-Leibler directed divergence, the measure given in (5.3.19) to (5.3.21) possesses all the properties listed in (5.1.5) through (5.1.10). The latter attains the
following form
\[
J \left[ \theta ; X \right] > J \left[ q(\theta) ; T \right], \quad \text{for all } \theta, \quad (5.3.22)
\]
with equality iff \( t \) is sufficient for \( \theta \).

The modified Kullback-leibler information measure based on \( q \) is related to the Fisher information measure by
\[
\lim_{q(\theta) \to \theta} \frac{J \left[ q(\theta) ; X \right]}{(q(\theta) - \theta)^2} = \frac{1}{2} F(\theta;X) \quad (5.3.23)
\]
(see (Papaioannou, 1970)). An extension to multivariate as well as to discrete parameter \( \theta \) can be easily obtained. Note that in a multivariate case (5.3.19) remains a scalar, which may be considered as another advantage over the Fisher information measure.

The modified Kullback-leibler functional information measure is not applicable, however, if the range of the probability density \( f(x;\theta) \) depends on the parameter \( \theta \). In such a case, there exists no transformation \( q(\theta) \) satisfying (5.3.18) and such that \( f(x;q(\theta)) = 0 \) whenever \( f(x;\theta) = 0 \). This difficulty may be overcome by making use of different measure of dissimilarity between \( f(x;\theta) \) and \( f(x,q(\theta)) \), which would be insensitive to the latter condition. An appropriate solution, as suggested by Papaioannou (1970), can be obtained on the basis of the Bhattacharyya divergence (Bhattacharyya, 1943)
\[
\rho[f_1(x), f_2(x)] = \int \sqrt{f_1(x)f_2(x)} \, dx \quad (5.3.24)
\]
or by its generalization
\[
\rho^*[f_1(x), f_2(x)] = \int \sqrt{s f_1(x) t f_2(x)} \, dx, \quad s > 0, \ t > 0, \quad (5.3.25)
\]
\[
\frac{1}{s} + \frac{1}{t} = 1 \quad \text{is called affinity. For } s = t = 2 \text{ affinity becomes symmetric with respect to } f_1(x) \text{ and } f_2(x). \text{ Affinity ranges over } [0,1] \text{ with } \rho^* = 0 \text{ for mutually singular density functions } f_1(x), f_2(x) \text{ and } \rho^* = 1 \text{ for identical distributions, } f_1(x) = f_2(x). \text{ It is also known to possess the invariance property given by}
\]
\[ \rho^*[f_1(x), f_2(x)] = \rho^*[f_1(T(x)), f_2(T(x))], \quad (5.3.26) \]

where \( T(x) \) is a measurable transformation of \( X \), which is sufficient for \( X \), and \( f_1(T(x)), f_2(T(x)) \) are the probability densities induced by this transformation.

The Bhattacharyya functional information measure based on \( q \) can be defined by

\[ B_{\theta}^{[q(\theta); X]} = -\ln \int \left[ \frac{1}{f(x; \theta)} \right]^S \left[ \frac{1}{f(x; q(\theta))} \right]^T \, dx = \]

\[ = -\ln \int \left[ \frac{f(x; \theta)}{f(x; q(\theta))} \right]^S f(x; q(\theta)) \, dx, \quad (5.3.27) \]

where \( s > 0, t > 0, \frac{1}{s} + \frac{1}{t} = 1 \) and \( q(\theta) \) is a one-to-one mapping of \( \Theta \) onto itself satisfying the only condition given in (5.3.18).

The joint and conditional Bhattacharyya functional information measures based on \( q \) are given by

\[ B_{\theta}^{[q(\theta); X, Y]} = -\ln \iint \left[ \frac{f(x, y; \theta)}{f(x, y; q(\theta))} \right]^S f(x, y; q(\theta)) \, dx \, dy \quad (5.3.28) \]

and

\[ B_{\theta}^{[q(\theta); X/Y]} = -\ln \iint \left[ \frac{f(x/y; \theta)}{f(x/y; q(\theta))} \right]^S f(x/y; q(\theta)) \, dx \, dy \quad (5.3.29) \]

respectively.

The following properties of the Bhattacharyya functional information measure can be easily obtained from its definition given in (5.3.27) to (5.3.29) (see also (Papaloannou, 1970)).
1. **Non-negativity**

\[ B_{\theta}^{\theta} ; X_{q(\theta)} \geq 0 \text{ for all } \theta, \]  
(5.3.30)

with equality iff \( f(x; \theta) \) does not depend on \( \theta \).

2. **Weak additivity**

\[ B_{\theta}^{\theta} ; X,Y_{q(\theta)} = B_{\theta}^{\theta} ; X_{q(\theta)} + B_{\theta}^{\theta} ; Y_{q(\theta)}, \]  
(5.3.31)

iff \( X \) and \( Y \) are independent and \( q \) is such that \( f(x; \theta) = 0 \) for all \( x \), for which \( f(x; q(\theta)) = 0 \) and \( f(y; \theta) = 0 \) for all \( y \), for which \( f(y; q(\theta)) = 0 \).

3. **Non-(strong) additivity**

\[ B_{\theta}^{\theta} ; X,Y_{q(\theta)} \neq B_{\theta}^{\theta} ; X_{q(\theta)} + B_{\theta}^{\theta} ; Y_{q(\theta)}. \]  
(5.3.32)

4. **Invariance**

\[ B_{\theta}^{\theta} ; T(X)_{q(\theta)} < B_{\theta}^{\theta} ; X_{q(\theta)} \]  
(5.3.33)

with equality iff \( T \) is sufficient for \( \theta \).

5. \( B_{\theta}^{\theta} ; Y/X_{q(\theta)} > 0 \),  
(5.3.34)

with equality iff \( X \) is sufficient for \( \theta \).

6. \( B_{\theta}^{\theta} ; Y/X_{q(\theta)} > B_{\theta}^{\theta} ; Y_{q(\theta)} \),  
(5.3.35)

with equality iff \( X \) and \( Y \) are independent.

Suppose \( q(\theta) > \theta \) for all \( \theta \). Then the Bhattacharyya functional information measure can be related to the Fisher information measure by

\[ B_{\theta}^{\theta} ; X_{q(\theta)} = -\ln \left[ \frac{1 - \frac{(q(\theta) - \theta)^2}{2\sigma^2}}{F(\theta; X)} \right] \]  
(5.3.36)

The relation to the modified Kullback-Leibler functional information measure is given by the following inequality
The relations (5.3.30) through (5.3.37) hold, of course, for all \( \theta \).

It should also be mentioned that both the Kullback-Leibler functional measure and the Battacharyya functional measure fail to be additive with respect to the components of a multivariate parameter so that information about the value of a vector \( \theta \) does not equal the sum of information evaluated for each component of \( \theta \).

6. INFORMATION-THEORETIC APPROACH TO IDENTIFICATION

Identification is a cognitive process whose principal task is the acquisition of knowledge about an object. The information-theoretic approach thus seems to be a good basis for discussing methods/techniques for deriving objective criteria and for presenting a unified picture or identification in general. The present chapter is an attempt to give an account of useful and effective applications of information theory in identification and to indicate some new problems, which can be solved within an information-theoretic framework.

The first section deals with the measures of information in identification, with especial emphasis on their mutual relations in the context of estimation problems. Restriction has been made to the Shannon, Fisher and Kullback-Leibler information measures, which seem to be the most appropriate ones from the point of view of identification. We shall dwell upon the Kerridge measure of inaccuracy, closely related to the above-mentioned information models.

In the subsequent sections, an information-theoretic approach to identification will be developed and numerous applications will be discussed. Special attention is paid to the problems, the solution of which in the information-theoretic framework seems to be the most effective or even the only possible one, such as:
- determination of the most informative input test signals;
- choice of the probability distribution and, consequently, of the identification method most adequate to the a priori knowledge;
- determination of structure (order) of the model.

Numerous contributions to the solution of traditional problems such as prediction, filtering, smoothing made by information approach are also discussed. It appears that all optimal identification methods and techniques are derived through an appropriate information approach.

6.1 Information in identification

Most of the phenomena dealt with in identification are stochastic and continuous. Therefore, the best suitable information models seem to be those which are based on the prior knowledge represented by continuous probability distributions. In this respect the following distinction appears to be useful. Prior probabilities may be given as deterministic functions of random variables alone, or as functions of those and of certain unknown parameters which, in turn, can be deterministic or random quantities. In what follows we shall refer to parametric or non-parametric probability distributions, dependent on whether unknown parameters are involved or not. Information models based on probability density functions will be termed parametric or non-parametric, respectively. The Shannon and Kullback-Leibler measures, for instance, are non-parametric, whereas Fisher's information is essentially parametric. As we have seen in section 5.3, parametric modification of non-parametric models can be easily derived. An inverse transition is hardly possible: parametric models lose their value when losing unknown parameters.

Information in an experiment is usually regarded as a reduction of uncertainty due to the experiment. From this point of view, the Shannon theory suggests perhaps one of the most appropriate models for identification. The Shannon measure of uncertainty for discrete
probability distributions has been already discussed in the first chapter.

Let us now consider, in brief, its continuous analogue, which will be used later as a basis for an information model of identification.

Suppose $X$ is a real valued random variable with probability density $f(x)$. Then uncertainty about the true instantaneous value of $X$ can be measured by

$$H(X) = -\int f(x) \log f(x) \, dx,$$  \hspace{1cm} (6.1.1)

called the (Shannon) entropy of $X$. Uncertainty about the true instantaneous values of two random variables $X$, $Y$ with a bivariate density function $f(x,y)$ is given by the joint entropy

$$H(X,Y) = -\iint f(x,y) \log f(x,y) \, dx \, dy.$$  \hspace{1cm} (6.1.2)

The mean uncertainty about the value of $Y$ given the value of $X$ is determined by the conditional entropy

$$H(Y/X) = -\iint f(x,y) \log f(y|x) \, dx \, dy,$$  \hspace{1cm} (6.1.3)

where $f(y|x)$ is the conditional probability density of $Y$ given $X = x$.

The basic properties of the Shannon entropy defined in (6.1.1) to (6.1.3) are identical to the respective properties of its discrete analogue presented in section 1.1. The most useful of them is the strong additivity, which in this case attains the form

$$H(X,Y) = H(X) + H(Y/X) = H(Y) + H(X/Y).$$  \hspace{1cm} (6.1.4)

For stochastically independent variables $X$ and $Y$ we have $H(Y/X) = H(Y)$ and (6.1.4) reduces to

$$H(X,Y) = H(X) + H(Y),$$  \hspace{1cm} (6.1.5)

termed weak additivity.

Suppose now that $X$ is an unobservable random variable and $Y$ is an observable random variable related to $X$ by the known joint probability density $f(x,y)$. The mean information about the true instantaneous
value of \( X \) expected from one single observation on \( Y \) is measured by the mean (expected) reduction in uncertainty about \( X \) due to observation on \( Y \),

\[
I(X;Y) = H(X) - H(X/Y),
\]

(6.1.6)

where \( H(X/Y) \) is the conditional entropy of \( X \) given \( Y \), defined, analogously to (6.1.3), by

\[
H(X/Y) = - \int f(x,y) \log f(x/y) \, dx \, dy.
\]

(6.1.7)

Substituting (6.1.1) and (6.1.7) in (6.1.6) results in the Shannon measure of information

\[
I(X;Y) = \int f(x,y) \log \frac{f(x,y)}{f(x)f(y)} \, dx \, dy.
\]

(6.1.8)

This measure is symmetric in \( X,Y \) and non-negative, i.e.

\[
I(X;Y) = I(Y;X) > 0.
\]

(6.1.9)

It is also additive so that for two independent observed variables \( Y_1, Y_2 \) we have

\[
I(X;Y_1Y_2) = I(X;Y_1) + I(X;Y_2)
\]

(6.1.10)

The Shannon information as defined in (6.1.8) is a non-parametric measure, though it becomes parametric if the probability densities involved are given as functions of an unknown parameter.

Let us now relate the Shannon information and the Kullback-Leibler directed divergence given in (5.1.3). Setting \( f_1(x) = f(x,y) \) and \( f_2(x) = f(x)f(y) \) in (5.1.3) yields

\[
\int f_1 f_2 = \int f(x,y)\log \frac{f(x,y)}{f(x)f(y)} \, dx \, dy,
\]

(6.1.11)

the right hand side of which is exactly the right hand side in (6.1.8).

It follows thus that in this particular case the Kullback-Leibler directed divergence reduces to the Shannon information. Note that equality \( f_2(x) = f(x)f(y) \) implies that \( X \) and \( Y \) are stochastically independent. In terms of hypotheses testing, the Kullback-Leibler divergence (6.1.11) can be expressed (on account of (5.1.2)) by
\[
\mathcal{J} \left[ \frac{f(x,y)}{f(x)f(y)} \right] = \int f(x,y) \log \frac{P(H_1/x,y)}{P(H_2/x,y)} \, dx \, dy - \log \frac{P(H_1)}{P(H_2)},
\]

(6.1.12)

where \( H_1 \) implies that the joint probability density of \( X \) and \( Y \) is \( f_1(x,y) = f(x,y) \) and \( H_2 \) implies another density function \( f_2(x,y) = f(x)f(y) \) with \( f(x) = \int f_1(x,y) \, dy = \int f(x,y) \, dy \) and \( f(y) = \int f_1(x,y) \, dx = \int f(x,y) \, dx \). It appears thus that the marginal probability densities of \( X \) and \( Y \) under both \( H_1 \) and \( H_2 \) are the same. The only difference that exists is that \( H_2 \) considers \( X \) and \( Y \) as independent variables, whereas \( H_1 \) ascribes to them a certain dependence given by \( f(x,y) \).

It follows from (6.1.8) and (6.1.11) that the mean Shannon information about the value of \( X \) expected from one observation on \( Y \), given the stochastic dependence between \( X \) and \( Y \), can be regarded as the mean directed Kullback-Leibler divergence of the joint distribution \( f_2(x,y) \) from the true distribution \( f_1(x,y) = f(x,y) \), provided \( f_2(x,y) \) is a particular case of \( f_1(x,y) \) with independent \( X \) and \( Y \), so that \( f_2(x,y) = f(x)f(y) = \left[ \int f(x,y) \, dy \right] \left[ \int f(x,y) \, dx \right] \).

Another interpretation of the relation between Shannon's information and Kullback-Leibler's divergence arises by equating (6.1.8) and (6.1.12):

\[
I(X,Y) = \int f(x,y) \log \frac{P(H_1/x,y)}{P(H_2/x,y)} \, dx \, dy - \log \frac{P(H_1)}{P(H_2)} \quad (6.1.13)
\]

It is apparent from (6.1.13) that the mean Shannon information about the value of \( X \) expected from one observation on \( Y \) given \( f(x,y) \) is equal to the mean (expected) increase of the log-likelihood ratio in favour of hypothesis \( H_1 \), implying the true density function \( f(x,y) \), against another hypothesis \( H_2 \), implying a different density function \( f_2(x,y) = f(x)f(y) \) (by preserving the true marginal distributions of \( X \) and \( Y \) but proclaiming them independent), which could be obtained through one observation on both \( X \) and \( Y \), provided, of course, that \( X \) is also observable.
Another information measure which seems to be very appropriate for estimation purposes is the Kerridge inaccuracy discussed in section 3.1. The continuous analogue of (3.1.1) is given by

\[ A \left[ \frac{f_1(x)}{f_2(x)} \right] = - \int f_1(x) \log f_2(x) \, dx, \tag{6.1.14} \]

called inaccuracy of the probability density \( f_2(x) \) with respect to the probability density \( f_1(x) \). The following equality can be easily obtained from (6.1.1), (5.1.3) and (6.1.14)

\[ A \left[ \frac{f_1(x)}{f_2(x)} \right] = - \int f_1(x) \log f_1(x) \, dx + \int f_1(x) \log \frac{f_1(x)}{f_2(x)} \, dx = \]

\[ = H(f_1(x)) + J \left[ \frac{f_1(x)}{f_2(x)} \right], \tag{6.1.15} \]

(cf. (3.1.2)), which relates inaccuracy to both Shannon's entropy and Kullback-Leibler's directed divergence. Inaccuracy (6.1.14) appears to be a non-negative and strongly additive measure. Suppose \( f_1(x) \) represents the true probability density of a random variable \( X \) due to its intrinsic stochastic nature and \( f_2(x) \) is an approximation of \( f_1(x) \), based on some inaccurate knowledge of \( X \). Then inaccuracy can be regarded as a measure of total uncertainty about the true instantaneous value of \( X \) due to both intrinsic vagueness of \( X \) (given by \( f_1(x) \)) and to inaccuracy of our knowledge (given by \( f_2(x) \)) about this vagueness.

Note that the minimal value of inaccuracy is bounded by the entropy \( H(f_1(x)) \) and is achieved iff \( f_2(x) = f_1(x) \).

We can also relate the Kerridge inaccuracy to the Shannon entropy and information directly, without involving the directed divergence. Setting \( f_1(x) = f(x,y) \) and \( f_2(x) = f(x)f(y) \) in (6.1.14), one gets

\[ X \left[ \frac{f(x,y)}{f(x)f(y)} \right] = - \iint f(x,y) \log f(x) \, dx \, dy - \iint f(x,y) \log f(y) \, dx \, dy = \]

\[ = - \int f(x) \log f(x) \, dx - \int f(y) \log f(y) \, dy = \]

\[ = H(X) + H(Y), \tag{6.1.16} \]

which coincides with the right hand side in (6.1.5). This implies that the Kerridge inaccuracy of a hypothesis, stating that the the joint
probability density of X and Y is f_2(x,y) = f(x)f(y) - \int f(x,y) \, dx \int f(x,y) \, dy \] (i.e. assuming the true marginal probability densities of X and Y but claiming them independent), while the true joint density is f(x,y), appears to be identical with the Shannon joint entropy of X and Y evaluated under the conditions stipulated by this hypothesis (i.e. for independent X and Y with the true marginal probability distributions).

Taking into consideration (6.1.16), (6.1.6) and (6.1.4), we can obtain another relation

\[ I(X;Y) = A \left[ \frac{f(x,y)}{f(x)f(y)} \right] - H(X,Y) \tag{6.1.17} \]

from which it follows that the Shannon information about X expected from one observation on Y, given the true joint probability density f(x,y), is equal to the difference between the inaccuracy of a hypothesis, implying that the joint probability density is f_2(x,y) = f(x)f(y) (i.e. assuming X and Y to be independent variables with the true marginal probability densities f(x), f(y)) and the Shannon joint entropy of X and Y, corresponding to their true joint probability density f(x,y).

Incidentally, relations (6.1.16) and (6.1.17) suggest another interpretation of the Shannon information. As mentioned above, Shannon's information obtained from a certain message is defined as a reduction in uncertainty (in terms of the Shannon entropy), which is due to this message. The second term on the right hand side of (6.1.17) can be regarded as a measure of uncertainty about the true values of both X and Y after receipt of a message about their true joint probability density f(x,y), whereas the first term, given by the right hand side of (6.1.16), is a measure of uncertainty about the true values of X and Y, which corresponds to an incorrect prior knowledge implying independence of X and Y.

We can state now that the Shannon information about the true value of X
expected from one observation on Y, given their (true) joint probability density \( f(x,y) \), is equal to the Shannon information gain from a message about the true stochastic relationship between X and Y, corresponding to a prior knowledge, which implies the true marginal probability distributions of X and Y but incorrectly assumes them to be independent. In a case where X and Y are, in fact, independent, such a message does not yield any new knowledge, and the right hand side of (6.1.17) becomes 0. Consequently, \( I(X/Y) = 0 \), which means that certainly observations on Y cannot give any information about X, since Y is independent of X.

The relationship between Fisher's information and Kullback-Leibler's divergence has been discussed in (Kullback, 1959). Let \( f(x;\theta) \) be a density function of a certain random variable with a multivariate parameter \( \theta = (\theta_1, \ldots, \theta_n) \). Consider another density function \( f(x;\theta+\Delta\theta) \) differing from \( f(x;\theta) \) by a slight change of its parameter, \( \Delta\theta = (\Delta\theta_1, \ldots, \Delta\theta_n) \). Setting \( f_1(x) = f(x;\theta) \) and \( f_2(x) = f(x;\theta+\Delta\theta) \) in the right hand side of (5.1.3) and making use of the Taylor series expansion results in the following relation between Kullback-Leibler's directed divergence of \( f(x;\theta+\Delta\theta) \) from \( f(x;\theta) \) and Fisher's information about \( \theta \) expected from one observation on X

\[
\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} F(\theta_i, \theta_j; X) \Delta\theta_i \Delta\theta_j
\]

with \( F(\theta_i, \theta_j; X) \) as defined in (5.2.32).

For a scalar parameter \( \theta \), the above relation reduces to

\[
\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left[ f(x;\theta) - f(x;\theta+\Delta\theta) \right] = \frac{1}{2} (\Delta\theta)^2 F(\theta; X),
\]

implying that a small change \( \Delta\theta \) of a scalar parameter \( \theta \) results in a Kullback-Leibler directed divergence of the density function from its initial form \( f(x;\theta) \), which can be approximated by the product of the Fisher information about \( \theta \) expected from one observation on X and a factor \( \frac{1}{2} (\Delta\theta)^2 \).

Now we are in a position to relate the Fisher and Shannon measures of information. Suppose \( f(x;y;\theta) \) is a joint probability density of two
random variables $X$, $Y$ with a scalar parameter $\theta$. The mean Fisher information about a certain value $\theta$ of $\theta$ expected from one observation on both $X$ and $Y$ given $f(x,y;\theta)$ can be expressed by

$$F(\theta; X,Y) = \iint f(x,y;\theta) \left[ \frac{\partial \ln f(x,y;\theta)}{\partial \theta} \right]^2 \, dx \, dy \quad (6.1.20)$$

(cf. (5.2.7)).

Consider

$$\iint f(x,y;\theta) \log \frac{f(x,y;\theta)}{f(x,y;\theta+\Delta \theta)} \, dx \, dy, \quad (6.1.21)$$

where $\Delta \theta$ is such a change of the parameter $\theta$ that

$$f(x,y;\theta+\Delta \theta) = \left[ \int f(x,y;\theta) \, dy \right] \left[ \int f(x,y;\theta) \, dx \right] = f(x;\theta)f(y;\theta),$$

i.e. it preserves the marginal densities of both $X$ and $Y$ but makes them independent. Then (6.1.21) can be regarded as the mean Kullback-Leibler directed divergence of $f(x,y;\theta+\Delta \theta)$ from $f(x,y;\theta)$ as defined in (5.1.3) and, at the same time, as the mean Shannon information (6.1.8) about the true value of $X$ expected from one observation on $Y$ given $f(x,y;\theta)$. Now on account of (6.1.19) we have

$$I(X;Y) = \frac{1}{2} (\Delta \theta)^2 F(\theta; X,Y), \quad (6.1.22)$$

which relates the Shannon and Fisher measures of information.

It follows thus that the mean Shannon information about the true value of $X$ expected from one observation on $Y$ given $f(x,y;\theta)$ is approximately equal to the mean Fisher information about the value of the parameter $\theta$ expected from one observation on both $X$ and $Y$ (provided, of course, $X$ is also observable), given $f(xy;\theta)$, multiplied by a factor $\frac{1}{2}(\Delta \theta)^2$,

where $\Delta \theta$ is such a change of $\theta$ that $X$ and $Y$ become independent with the same marginal probability densities.

If $\theta$ is a vector valued parameter $(\theta_1,\ldots,\theta_n)$, then by (6.1.18)

$$I(X;Y) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} F(\theta_i,\theta_j; X,Y) \Delta \theta_i \Delta \theta_j \quad (6.1.23)$$
can be obtained in the same manner, where \( \Delta \theta = (\Delta \theta_1, \ldots, \Delta \theta_n) \) is such a change of \( \theta \) that \( X \) and \( Y \) become independent with the same marginal densities, and

\[
F(\theta_1, \theta_j; X, Y) = \int \frac{\partial}{\partial \theta_1} \ln f(x,y; \theta) \frac{\partial}{\partial \theta_j} \ln f(x,y; \theta) f(x,y; \theta) \, dx \, dy
\]

(cf. (5.2.32)).

6.2 Information-theoretic estimation principle

Information measures appear to be suitable performance criteria in estimation and identification. Surely, an estimate \( \tilde{\theta} \) of a model parameter or an estimate \( \tilde{x} \) of a certain unobservable variable \( x \) should provide as much information about the true value \( \theta \) or \( x \) as possible. For parametric models given in a form of a density function \( f(x; \theta) \), the best estimate \( \tilde{\theta} \) of an unknown parameter \( \theta \), given observations on \( X \), can be obtained by use of the Fisher information theory. If the optimal estimator appears to be computationally intractable, we can choose a feasible estimator whose performance (in terms of the Fisher information), related to the best possible performance following from the Cramer-Rao inequality, shows information loss due to its non-optimality.

For non-parametric models, when the relationship between the observed and the estimated variables can be expressed in the form of a certain equation rather than by a parametric probability distribution, the direct application of the Fisher information theory fails. In such cases the Shannon measure of information involving non-parametric distributions appears to provide a more appropriate performance criterion. Let us consider estimation of an unobservable variable \( X \) through observations on another variable, say \( Y \). The mean information about the true value of \( X \) expected from one observation on \( Y \) given the joint probability density \( f(x,y) \) is determined by (6.1.8). Let \( \tilde{x} = \tilde{x}(Y) \) denote and estimate of \( X \) based on observations on \( Y \), let \( f(x, \tilde{x}) \) be the joint probability density of \( X \) and \( \tilde{x} \) and let \( f(x) \),
f(\tilde{x}) \) be the joint probability densities of \( X \) and \( \tilde{X} \), respectively. Then the Shannon information about \( X \) provided by \( \tilde{X} \) is given by

\[
I(X;\tilde{X}) = \int \int f(x,\tilde{x}) \log \frac{f(x,\tilde{x})}{f(x)f(\tilde{x})} \, dx \, d\tilde{x},
\]

which follows directly from (6.1.8).

It can be shown that the following relation holds

\[
I(X;\tilde{X}) \leq I(X;Y), \tag{6.2.1}
\]

with equality iff \( \tilde{X} \) is sufficient for \( X \), i.e. preserves all information in \( Y \) about \( X \). Regarding \( I(X;\tilde{X}) \) as a performance criterion for \( \tilde{X} \), we arrive at the basic information-theoretic estimation principle: choose that estimate \( \tilde{X} = \tilde{X}(Y) \), which yields the largest information \( I(X;\tilde{X}) \) defined in (6.2.1). Thus optimizing \( \tilde{X} \) reduces to maximizing \( I(X;\tilde{X}) \).

Information \( I(X;\tilde{X}) \) can be expressed through the entropy analogously to (6.1.6),

\[
I(X;\tilde{X}) = H(X) - H(X/\tilde{X}), \tag{6.2.2}
\]

where \( H(X) \) and \( H(X/\tilde{X}) \) denote the marginal entropy of \( X \) and the conditional entropy of \( X \) given \( \tilde{X} \), respectively. It follows from (6.2.3) that maximizing \( I(X;\tilde{X}) \) is equivalent to minimizing \( H(X/\tilde{X}) \). The information-theoretic estimation principle implies then a choice of such an estimate \( \tilde{X} \) so that the condition entropy

\[
H(X/\tilde{X}) = -\int f(x,\tilde{x}) \log f(x/\tilde{x}) \, dx \, d\tilde{x} \tag{6.2.4}
\]

attains its minimum. It can also be shown that the following relation holds

\[
H(X/\tilde{X}) > H(X/Y), \tag{6.2.5}
\]

with equality iff \( \tilde{X} \) is sufficient for \( X \).

In order to relate the information principle to the well-established estimation principles, let us consider the estimate error
\( \hat{x} = \bar{x} - x \). (6.2.6)

It is apparent from (6.2.6) that the probability density of \( \hat{x} \) is equal to the conditional probability density of \( X \) given \( \bar{x} \),

\[
f(\hat{x}) = f(x - \bar{x}) = f(x/\bar{x})
\]

and thus,

\[
H(\hat{x}) = H(X/\bar{x}).
\] (6.2.8)

Now it is clear that minimizing \( H(X/\bar{x}) \) is equivalent to minimizing \( H(\hat{x}) \) and the said information-theoretic estimation principle can be reformulated as follows: choose that estimate \( \hat{x} \), for which the error entropy is minimal. The following relation

\[
H(\hat{x}) > H(X/Y),
\]

with equality iff \( \hat{x} \) is sufficient for \( X \), can be obtained from (6.2.5) and (6.2.8).

The latter formulation of the information-theoretic principle seems to be illuminating for its relation to other estimation principles and methods. The error entropy may be written as

\[
H(\hat{x}) = -\int f(\hat{x}) \log f(\hat{x}) \, d\hat{x} = -E[\log f(\hat{x})] \quad (6.2.10)
\]

which is a kind of a moment of the error \( \hat{x} \). The least squares method, for instance, is based on minimizing the second central moment of the error (variance). It is known that if \( f(\hat{x}) \) is Gaussian, then \( H(\hat{x}) \) is entirely determined by the variance of \( \hat{x} \) alone, and thus minimizing \( H(\hat{x}) \) implies minimizing the variance. In this case the information-theoretic principle reduces to the well-known least squares method.

On the other hand, the least squares method is known to be a particular kind of the maximum likelihood principle under the same condition, i.e. by a normal distribution. Consequently, the information principle is equivalent to the maximum likelihood principle, provided the observations are normally distributed.
Yet another formulation of the information-theoretic estimation principle is possible. It was first introduced by Weidemann (1969; 1970) in the context of control systems analysis. A measure of information in $\hat{X}$ about $Y$ appears to be a good performance criterion for $\hat{X}$. The following relation

$$I(Y; \hat{X}) = H(\hat{X}) + H(Y) - H(\hat{X}, Y),$$

(6.2.11)

which can be derived from (6.1.4) and (6.1.6) after setting $Y$ for $X$ and $\hat{X}$ for $Y$, together with

$$H(\hat{X}, Y) = H(\hat{X} - X, Y) = H(\hat{X}(Y) - X, Y) = H(X, Y),$$

(6.2.12)

which is a direct consequence of (6.1.2) and (6.2.6), lead to

$$I(Y; \hat{X}) = H(\hat{X}) + H(Y) - H(X, Y) = H(\hat{X}) - H(X/Y),$$

(6.2.13)

relating information in $X$ about $Y$ and the error entropy. It follows hence that minimizing $H(X)$ is equivalent to minimizing $I(Y; \hat{X})$, since $H(X/Y)$ is a constant for a given probability density $f(x,y)$.

In terms of $I(Y; \hat{X})$, the information-theoretic estimation principle implies that the estimate $\hat{X}$ should minimize information about the observed variable $Y$ provided by the estimate error $\hat{X}$. The lower bound on $I(Y; \hat{X})$ is given by

$$I(Y; \hat{X}) > 0,$$

(6.2.14)

with equality iff $\hat{X}$ is sufficient for $X$, which is a direct consequence of (6.2.9) and (6.2.13).

It is obvious that $I(X; \hat{X})$, $H(X/\hat{X})$, $H(\hat{X})$ and $I(Y; \hat{X})$ are equivalent performance criteria for $\hat{X}$: optimizing either of them results in the same estimate $\hat{X}$. It is only a matter of convenience as to which criterion out of (6.2.1), (6.2.4), (6.2.10) and (6.2.13) to use in a given problem.

In a case where the probability distributions involved in information
criteria are unknown and only the respective variances are available, we can assume, by the maximum entropy principle, (see next section), the Gaussian densities yielding the maximal entropies $H(X/X)$ and $H(\hat{X})$. Implementation of the information-theoretic estimation principle implies minimization of $H(X/X)$ or $H(\hat{X})$, and this procedure is termed the minimax entropy principle. Note that by making use of the said minimax entropy principle Rissanen succeeds in estimating the structure of a statistical model (see section 6.4).

Several applications of the information-theoretic principle to identification and estimation, including recursive filtering, prediction and smoothing are known. Let e.g. $\hat{X}(Y,K)$ denote a given form of a recursive estimator with an unknown parameter $K$. Maximizing $I(X;\hat{X}(Y,K))$ or minimizing $H(\hat{X}(K))$ or $I(Y;\hat{X}(K))$ with respect to $K$ results in an optimal estimate of $K$. Kalata and Priemer (1979) have shown that the maximum information recursive estimator coincides with the Kalman filter in the case of a linear Gaussian model. When the probability distribution is unknown, the use of the minimax entropy principle results in an estimator, which is also identical to a Kalman filter. This is no suprise, since the minimax entropy principle is equivalent to the least squares method used in the Kalman filtering.

In (Kalata, 1979), the optimal linear recursive predictor and smoother have been derived by an information-theoretic principle. A computationally feasible minimax error entropy recursive filter for nonlinear systems (Kalata, 1974) compares favourably (especially for small numbers of observations) to an optimal mean square error filter, regarding the average absolute error $|\hat{X}|$. Filtering problems for linear discrete and continuous Gaussian processes have been considered by an information-theoretic approach also in (Tomita, 1976; 1976a).

The idea of identification by an information approach can be explained as follows. Let us consider a model $Y = Y(X,A)$, which relates an observable variable $Y$ to an unobservable variable $X$, $A$ being an unknown (also unobservable) parameter. The problem consists of estimating $A$ through observations on $Y$. The use of an information-theoretic principle implies minimizing the estimate error entropy $H(\hat{A}) = H(\hat{A}-A)$, which results in an optimal estimate $\hat{A}$. For a given form
of estimator \( \hat{A} = \hat{A}(Y,K) \) minimizing \( H(\hat{A}(K)) = H(\hat{A}(Y,K) - A) \) with respect to \( K \) leads to an optimal estimate for \( K \). A recursive minimax error entropy estimator \( \hat{A}(Y,K) \) (Kalata, 1978) shows much resemblance to an adaptive identification algorithm based on the Kalman filtering theory.

The information-theoretic approach also seems to suggest the best way to choose an optimal input test signal. Certainly, such an optimal signal should provide maximum information about the estimated process. Suppose we have a model \( Y = Y(X,A) \), where \( X, Y \) and \( A \) are an input variable, an output variable and an unknown parameter, respectively. The problem is to determine (under certain constraints) the best form of the input signal \( X \) for identification of \( A \) by observations on \( Y \). Maximizing information \( I(A;Y(X)) \) about \( A \), provided by \( Y \), with respect to \( X \) under the given constraints results in an optimal input signal \( \hat{X} \). For a given shape of the input signal \( X = X(K) \), maximizing \( I(A;Y(K)) \) with respect to \( K \), gives an optimum value of the unknown parameter \( K \).

Arimoto and Kimura (1971) implemented an information-theoretic approach to design the optimal input test signals for identification of impulse response function as well as of transfer function of a linear system with a white Gaussian noise under a constraint imposed on the signals amplitude \( (X < C) \). In both cases a pseudo-random binary sequence \( X \) with an amplitude \( C \) appears to be an optimal information-theoretic solution.

6.3 Prior probability distributions in identification

There is no need to prove the importance of a choice of the probability distribution related to an estimated process. The whole theory of identification is essentially based on a probabilistic approach. It is also well recognized that, unfortunately, very often the prior knowledge available does not specify the probability distribution.
needed for the choice of an appropriate identification model. Sometimes the shape of a probability density is suggested by the physical nature of the estimated process. It frequently happens, however, that even such "pre-knowledge" is lacking. In such cases the decisions taken are usually based on subjective (sometimes explicit) assumptions.

Information theory provides a good means to overcome this arbitrariness. It seems reasonable to choose that specific probability distribution which corresponds to the least certainty and, consequently, to the least information expected from observations, under a given prior knowledge. In discussing this problem we shall make use of the distinction introduced in the first section of the present chapter.

Two kinds of statistical models - parametric and non-parametric - imply two different forms of relationship between the observed and estimated variables, corresponding to two different information models.

Let us consider first the choice of a non-parametric probability distribution. Suppose we are going to estimate an observable variable $X$ through observations on another variable $Y$ related to $X$. Suppose further that the true relationship between $X$ and $Y$ is unknown. We may have, however, some (vague) information about $X$ or $Y$ or even about their mutual relationship, which can be used in estimating $X$. For instance, $X$ may be known to be a non-negative variable, contaminated by some noise, the probability distribution of which is unknown. It might seem that in this case the best estimate of $X$ is the observation on $Y$ itself. For negative values of $Y$, however, such a decision rule appears to be in conflict with the prior knowledge, implying that $X$ is non-negative.

We can improve the estimate by taking into consideration the probability density of $X$, which certainly should satisfy the following conditions

\[
\begin{align*}
  f(x) &= 0, \text{ for } x < 0. \\
  \int f(x) dx &= 1. 
\end{align*}
\]

The next step is to choose a density function $f(x)$, which would not
assume any other knowledge of $X$ and thus correspond to the least
certainty (or to the maximal uncertainty) about $X$ under the given prior
knowledge. Since we are willing to use a non-parametric probability
density $f(x)$, the Shannon entropy appears to be an appropriate measure
of uncertainty. These considerations lead to a so-called **maximum
entropy principle** advocated by Jaynes (1968), implying the following
decision rule: take that distribution $f(x)$, which, under certain
constraints (a priori knowledge), yields to the maximum entropy of $X$.
Any other distribution chosen corresponds to some additional knowledge,
which, as a matter of fact, does not exist, or neglects some prior
knowledge available.

Suppose the prior knowledge on $X$ to be given by the mean values of
certain functions of $X$, say $q_i(x)$, $i=1,\ldots,k$. Taking equations
\[
\int q_i(x) f(x) \, dx = \bar{q}_i(x), \quad i=1,\ldots,k
\]
(6.3.2)
and certainly (6.3.1) as constraints and making use of the method of
Lagrange multipliers, we can find that specific probability density
$f(x)$, which yields a maximal Shannon entropy defined in (6.1.1).
The solution is given by (Kopilovich, 1964; Boekee, 1976)
\[
f(x) = \exp(\lambda_0 - 1 + \sum_{i=1}^{k} \lambda_i q_i(x)),
\]
(6.3.3)
where $\lambda_0$, $\lambda_i$ ($i=1,\ldots,k$) are the constants, which can be found on
account of constraints (6.3.1) and (6.3.2). If, for example, the prior
knowledge is represented by a known variance $\sigma^2$ of $X$, then we have
$\bar{q}_i(x) = \sigma^2$
and
$\bar{q}_i(x) = (x - m)^2$,
where $m$ is the mean of $X$. Equation (6.3.3) gives in this case a
Gaussian function $f(x)$ with $\sigma^2$ as variance.

A different form of constraints arises when only the mean value of $a$
sum
\[
q(x) = \sum_{i=1}^{k} t_i q_i(x) \tag{6.3.4}
\]
is known. Maximizing the Shannon entropy (6.1.1) under constraints given in (6.3.1) and
\[
\overline{q(x)} = \frac{1}{k} \sum_{i=1}^{k} t_i q_i(x) = \int q(x) f(x) \, dx \tag{6.3.5}
\]
results in (Boekee, 1976)
\[
f(x) = \exp(\lambda_0 - 1 + \lambda_1 \sum_{i=1}^{k} t_i q_i(x)) \tag{6.3.6}
\]
where \( t_i(i=1, \ldots, k) \) are the constants given in (6.3.4) and \( \lambda_0, \lambda_1 \) are the Lagrange multipliers, which can be found by (6.3.1) and (6.3.5).

If the prior information on \( f(x) \) cannot be expressed in the form of (6.3.2) or (6.3.4), (6.3.5), different optimization procedures may be needed. As to our knowledge, no solutions for an optimal \( f(x) \) under such (more general) constraints are available so far.

An inverse problem arises in situations when, for certain reasons, we are inclined to assume a particular probability density \( f(x) \). Then we may ask what additional information on \( X \) is needed in order that this specific function should be justified. In other words, which constraints should be imposed upon \( X \) in order to make \( f(x) \) the most probable density function for \( X \). The Gaussian distribution, for example, appears to be optimal iff the variance of \( X \) is known. A general solution for \( f(x) \) given in (6.3.3) or (6.3.6) can be expressed by (6.3.2) (Noonan, 1976) or by (6.3.5) (Rozenberg, 1966), respectively. The difference between these two solutions exists in the number of constraints.

If, for instance, \( f(x) \) is supposed to be a Rayleigh distribution
\[
f(x) = a^2 x \exp \left( -\frac{a^2 x^2}{2} \right), \quad x > 0,
\]
then making use of (6.3.2) results in two constraints given by
\[
q_1(x) = x^2 = \int x^2 f(x) \, dx
\]
and 
\[ q_2(x) = \ln x = \int \ln x \, f(x) \, dx, \]
whereas (6.3.5) leads to one single constraint
\[ q(x) = \frac{x^2}{2} - \ln x = \int \left( \frac{x^2}{2} - \ln x \right) f(x) \, dx \] (Noonan, 1976).

Let us consider now the choice of a parametric probability distribution. Suppose that the estimated variable can be considered as parameter \( \theta \) of a probability density \( f(x; \theta) \) of some observed variable \( X \). The estimated parameter \( \theta \) can be a scalar or vector, random or non-random variable. Both \( X \) and \( \theta \) may be continuous or discrete variables. We also assume that no functional relationship between \( X \) and \( \theta \) is known (otherwise we could use the non-parametric model discussed above).

Suppose now that the probability density \( f(x; \theta) \) is unknown. We may still have some information about \( X \) and/or about \( \theta \) or, perhaps, about the influence of \( \theta \) upon the probability distribution of \( X \). We may know, e.g., that \( \theta \) is a location parameter, satisfying (5.2.29), or a scale parameter, as defined in (5.2.30). It seems reasonable to accept that density function \( f(x; \theta) \), which, under constraints given by this prior knowledge, corresponds to the least certainty about \( \theta \) after one observation on \( X \). Any other distribution chosen would neglect some knowledge available or imply some additional prior knowledge which, in fact, does not exist. An appropriate measure of certainty about \( \theta \) on the evidence of one observation on \( X \) is given by the Fisher information defined in (5.2.4), (5.2.5).

Now we are in a position to formulate the decision rule for the choice of an optimal prior parametric probability distribution, which we call a minimum information principle: take that probability density \( f(x; \theta) \) which, under certain constraints, determined by the prior knowledge on \( X \) and \( \theta \), yields the minimal Fisher information about \( \theta \) expected from one observation on \( X \).

This principle seems to be consistent with the maximum entropy
principle discussed above, from which it differs in two aspects: first, it applies to parametric probabilistic models and, secondly, it is based on the Fisher information measure, whereas the latter makes use of the Shannon entropy. The probability density \( f(x;\theta) \) chosen by using the minimum information principle can be considered as a basis for the choice of an optimal estimator for \( \theta \). Let \( F^*(\theta;X) \) denote the mean Fisher information about \( \theta \) expected from one observation on \( X \), corresponding to an optimal probability density \( f^*(x;\theta) \). Then choosing a different density function, say \( f_1(x;\theta) \) such that \( F_1(\theta;X) > F^*(\theta;X) \), we obtain, by the Cramér-Rao inequality, a sharper lower bound on the variance of an estimator \( \hat{\theta} \) for \( \theta \), than can be justified with the given prior knowledge. Thus, the accuracy of an optimal estimate \( \hat{\theta}_1 \) based on \( F_1(\theta;X) \) will be, as a matter of fact, lower than we might expect. The reason is that \( f_1(x;\theta) \) assumes some non-existing prior knowledge. Suppose \( f_2(x;\theta) \) is another non-optimal density function, such that \( F_2(\theta;X) < F^*(\theta;X) \), which results in a larger lower bound on the variance of \( \theta \). The accuracy of an estimate \( \hat{\theta}_2 \) based on \( F_2(\theta;X) \) would be lower than could be expected. This is because in choosing \( f_2(x;\theta) \), we neglect some prior knowledge, which should be used to improve the estimate of \( \theta \).

Let us consider some examples. Suppose \( \theta \) is known to be a location parameter for an observed random variable \( X \), satisfying (5.2.29). Suppose we also know the variance of \( X \), given by

\[
j(x - m)^2 f(x;\theta) \, dx = \sigma^2,
\]

(6.3.7)

where \( m \) is the mathematical expectation of \( X \) and \( f(x;\theta) \) is an unknown probability density of \( X \).

Minimizing the Fisher information given in (5.2.4) with respect to \( f(x;\theta) \) under constraints given in (5.2.29) and 6.3.7), we obtain an
optimal probability density (Stam, 1959; Kagan, 1973)

\[ f^*(x; \theta) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{(x-\theta)^2}{2\sigma^2} \right], \quad (6.3.8) \]

which is a Gaussian function with \( \theta \) as a mathematical expectation and a variance \( \sigma^2 \). Note that the minimal Fisher information is equal to \( \frac{1}{\sigma^2} \).

Consider a more general case, when \( \theta \) is also known to be a location parameter for \( X \), but in place of (6.3.7) an \( s \)-th absolute central moment of \( X \),

\[ \int |x-m|^s f(x; \theta)dx = C_s, \quad s > 1, \quad (6.3.9) \]

is given. Note that for \( s = 2 \), (6.3.9) reduces to (6.3.7). Minimizing the generalized Fisher information given in (5.2.27) with respect to \( f(x; \theta) \) under constraints given in (5.2.29) and (6.3.9) leads to an optimal probability density (Boekee, 1977)

\[ f^*(x; \theta) = \frac{s-1}{s} \frac{s}{\Gamma \left( \frac{s}{2} \right) \sigma^s} \exp \left[ -\frac{(x-\theta)^2}{2\sigma^2} \right], \quad s > 1, \quad (6.3.10) \]

called an exponential power distribution. For \( s = 2 \), (6.3.10) reduces to the normal distribution given in (6.3.8). The minimal value of a generalized fisher information defined in (5.2.27), corresponding to the optimal function \( f^*(x; \theta) \) given in (6.3.10), is equal to

\[ F^*(\theta; x) = \frac{1}{C_s}. \]

for \( s = 2 \), we have \( F^*(\theta; x) = \frac{1}{\sigma^2} \), which coincides with the minimal Fisher information in the example above. It should be mentioned that both (6.3.8) and (6.3.10) appear to be the optimal solutions for an unknown (non-parametric) probability density \( f(x) \), which can be obtained by the maximum entropy principle under a single constraint given in (6.3.7) or (6.3.9), respectively. (cf. (Boekee, 1977a)).
Suppose now that \( \theta \) is known to be a scale parameter for an observed random variable \( X \), satisfying (5.2.30). Suppose further that the prior knowledge on \( X \) is given by
\[
X > 0, \quad (6.3.11)
\]
implying that \( X \) is a positive valued variable,
\[
\int_x f(x; \theta) \, dx = m \quad (6.3.12)
\]
and
\[
\int (x-m)^2 \, f(x; \theta) \, dx = \sigma^2, \quad (6.3.13)
\]
where \( m \) and \( \sigma^2 \) are the known mean and variance of \( X \), respectively.

Minimizing the Fisher information (5.2.4) under constraints given in (5.2.30), (6.3.11) to (6.3.13) results in an optimal probability density (Kagan, 1973)
\[
f^*(x; \theta) = \frac{1}{\theta \Gamma(\theta)} \left( \frac{m}{\theta} \right)^{\frac{m}{\theta} - 1} \exp\left(-\frac{x}{\theta}\right), \quad x > 0, \quad (6.3.14)
\]
which is a gamma distribution with \( \theta = \frac{\sigma^2}{m} \).

The minimum information principle can be extended to a random parameter \( \theta \) as follows. In this case we have to choose both the probability density \( f(x; \theta) \) for an observed random variable \( X \) and the probability density \( f(\theta) \) for an unknown parameter \( \theta \). The Fisher information about a random parameter \( \theta \) expected from one observation on \( X \) is given by (5.2.5), which suggests the following optimization procedure. Making use of the minimum information principle discussed above, we can find an optimal function \( f^*(x; \theta) \) assuming \( \theta \) to be non-random. Next we determine the minimum Fisher information \( F^*(\theta; X) \) given in (5.2.4), corresponding to \( f^*(x; \theta) \). Setting \( F^*(\theta; X) \) for \( F(\theta; X) \) in the right hand side of (5.2.5) and subsequent minimization of the Fisher information \( F(\theta; X) \) given in (5.2.5) with respect to \( f(\theta) \) under constraints imposed by a prior knowledge on \( \theta \), will yield an optimal probability density \( f^*(\theta) \) sought.
If the function $F^*(\theta;X)$, obtained after the first minimization procedure, appears to be independent of $\theta$, any probability density $f(\theta)$ will satisfy the optimality condition in the second minimization. This implies that $f(\theta)$ is irrelevant from the point of view of the Fisher information theory. The right hand side in the Cramér-Rao inequality (5.2.28) also appears to be independent of $f(\theta)$ and thus the lower bounds on the variance of the best estimator $\hat{\theta}$ will be the same for all possible distributions of $\theta$.

We might, however, need the probability density $f(\theta)$ for other purposes. In that case an optimal $f^*(\theta)$ can be obtained by the maximum entropy principle, as such a density function $f(\theta)$, which yields (under certain constraints imposed by a prior knowledge on $\Theta$) the maximal entropy of $\Theta$ given in

$$H(\Theta) = -\int f(\theta) \log f(\theta) \, d\theta.$$  

(6.3.15)

Note that $F(\theta;X)$ is independent of $\theta$, e.g., if $\theta$ is a location parameter. For a scale parameter, the Fisher information $F(\theta;X)$ can be represented by

$$F(\theta;X) = \frac{1}{\theta^2} F(1;X)$$  

(6.3.16)

(see section 5.2). The minimal Fisher information corresponding to an optimal probability density $f^*(x;\theta)$ can be expressed by a similar relation

$$F^*(\theta;X) = \frac{1}{\theta^2} F^*(1;X).$$  

(6.3.17)

where $F^*(1;X)$ denotes the minimal Fisher information corresponding to an optimal $f^*(x;\theta)$, with $\theta = 1$. Setting (6.3.17) in the right hand side of (5.2.5) leads to

$$F^*(\theta;X) = F^*(1;X) \int_{1/\theta^2}^1 f(\theta) \, d\theta.$$  

(6.3.18)

Thus, minimizing $F^*(\theta;X)$ with respect to $f(\theta)$ appears to be equivalent to minimizing

$$E_{\Theta} \left[ \frac{1}{\theta^2} \right] = \int \frac{1}{\theta^2} f(\theta) \, d\theta.$$  

(6.3.19)

It follows that an optimal density function $f^*(\theta)$ of a scale parameter
\theta can be found by minimizing (6.3.19) with respect to \( f(\theta) \) under constraints given by a prior knowledge on \( \theta \).

6.4 Information approach to identification of structure of the model

The information-theoretic approach appears to be useful for determination of the structure (dimension) of a given statistical model. Suppose the model is represented by a probability density \( f(x; \theta^k) \), where \( \theta^k \) is an unknown vector valued parameter \((\theta_1, \ldots, \theta_k)\) with an unknown dimension \( k \). The problem exists in the choice of such a density function \( f(x; \theta^k) \), which would be the best approximation of the true distribution \( f(x; \theta^k) \) corresponding to a given observation sample \( x = (x_1, \ldots, x_N) \). A solution for an optimal \( \tilde{k} \) based on an information-theoretic consideration has been suggested by Akaike (1973; 1981). We shall review this problem by making use of the measure of inaccuracy given in (6.1.14), which seems to be illuminating in this case.

Inaccuracy of the estimated probability density \( \tilde{f} = f(x; \tilde{\theta}^k) \) with respect to the true probability distribution \( f = f(x; \theta^k) \) can be expressed, according to (6.1.14), by

\[
\tilde{A} \left[ \frac{f}{\tilde{f}} \right] = - \int f(x; \theta^k) \log f(x; \tilde{\theta}^k) \, dx = \mathbb{E}_f[-\log f(x; \tilde{\theta}^k)],
\]

(6.4.1)

where \( \mathbb{E}_f \) denotes the mathematical expectation with respect to the true density function \( f(x; \theta^k) \). Given a sample \( x = (x_1, \ldots, x_N) \), we can estimate this expectation by the sample mean log-likelihood function

\[
\tilde{A} \left[ \frac{f}{\tilde{f}} \right] = - \frac{1}{N} \sum_{i=1}^{N} \log f(x_i; \tilde{\theta}^k),
\]

(6.4.2)

Minimization (6.4.2) with respect to \( \tilde{\theta}^k \) (note that both \( \tilde{\theta}_i, i=1, \ldots, k \) and \( \tilde{k} \) are unknown) will yield the solution sought.
The estimate (6.4.2) is known, however, to be biased. In order to improve \( \hat{\Theta}_k \), let us return to the relation (6.1.15), which now attains the form

\[
\tilde{\Lambda} \left[ f \right] = H(f) + J \left[ f \right], \tag{6.4.3}
\]

where

\[
H(f) = - \int f(x; \Theta^k) \log f(x; \Theta^k) \, dx \tag{6.4.4}
\]

is the Shannon entropy of \( X \) corresponding to its true probability distribution and

\[
J \left[ f \right] = \int f(x; \Theta^k) \log \frac{f(x; \Theta^k)}{f(x; \hat{\Theta}_k)} \, dx \tag{6.4.5}
\]

is the Kullback-Leibler divergence of \( f(x; \Theta^k) \) from the true density function \( f(x; \Theta_k) \).

The first term on the right hand side of (6.4.3) is thus determined by the true density function \( f \) and can be regarded as a constant. Then minimizing (6.4.2) with respect to \( \hat{\Theta}_k \) is by (6.4.3) and (6.4.4) equivalent to minimizing the estimate of divergence given in (6.4.5), which is actually an estimate of the log-likelihood ratio,

\[
\tilde{\lambda} \left[ f \right] = \frac{1}{N} \sum_{i=1}^{N} \log \frac{f(x_i; \Theta^k)}{f(x_i; \hat{\Theta}_k)} = - \frac{1}{N} \sum_{i=1}^{N} \log \frac{f(x_i; \Theta^k)}{f(x_i; \hat{\Theta}_k)}. \tag{6.4.6}
\]

Suppose the true distribution \( f(x; \Theta^k) \) to be given. In that case the statistic

\[
2 N \tilde{\lambda} \left[ f \right] = - 2 \sum_{i=1}^{N} \log \frac{f(x_i; \hat{\Theta}_k)}{f(x_i; \Theta^k)} \tag{6.4.7}
\]
is known to be asymptotically distributed as $\chi^2$ with $k - \tilde{k}$ degrees of freedom. Thus it follows that the mathematical expectation of the estimate (6.4.6) is equal to

$$E \left[ \hat{\phi} \left( \frac{\hat{f}}{f} \right) \right] = \frac{k - \tilde{k}}{2N}. \quad (6.4.8)$$

Taking into consideration (6.4.3) and (6.4.8), the mathematical expectation of the estimate (6.4.2) may be written as

$$E \left[ \hat{\phi} \left( \frac{\hat{f}}{f} \right) \right] = H(f) + E \left[ \hat{\phi} \left( \frac{\hat{f}}{f} \right) \right] = H(f) + \frac{k - \tilde{k}}{2N}. \quad (6.4.9)$$

The last term on the right hand side of (6.4.9) is the bias of the estimate of inaccuracy sought. The improved (unbiased) estimate is given by

$$W(x; \hat{\Theta}^k) = -\frac{1}{N} \sum_{i=1}^{N} \log f(x_i; \hat{\Theta}^k) - \frac{k}{2N} + b(k, N), \quad (6.4.10)$$

where $b(k, N) = \frac{k}{2N}$.

Taking into account that the number $k$, which occurs in (6.4.10), denotes the true dimension given in $f(x; \Theta^k)$ and thus may be treated as a constant, we can see that minimizing (6.4.10) with respect to $\hat{\Theta}^k$ is equivalent to minimizing

$$W(x; \hat{\Theta}^k) = -\frac{1}{N} \sum_{i=1}^{N} \log f(x_i; \hat{\Theta}^k) + b_1, \quad (6.4.11)$$

where $b_1 = \frac{\tilde{k}}{2}$.

It should be mentioned that (6.4.8) and hence the final criterion (6.4.11) have been obtained by assuming the true distribution $f(x; \Theta^k)$ to be known. As a matter of fact, however, $\Theta^k$ is unknown. On account of this, Akaike arrives at a different last term on the right hand side of (6.4.11) given by

$$b'_1 = b_1 + \frac{\tilde{k}}{2} = \tilde{k}. \quad (6.4.12)$$

It appears, however, that both $b_1$ and $b'_1$ yield inconsistent estimates.
The probability of getting a correct estimate of $k$ differs from unity even if $N$ tends to infinity. Kashyap (1980) has shown that minimizing (6.4.11) with respect to $\tilde{k}$ can give a consistent estimate for $k$ only if the last term on the right hand side attains the form

$$b_2 = \tilde{k} \phi(N),$$  \hspace{1cm} (6.4.13)

where $\phi$ is any function of $N$ such that $\phi(N) > 0$ and if $N \to \infty$, then $\phi(N) \to \infty$ and $\phi(N)/N \to 0$. This seems to be consistent with the result reported by Schwarz (1978), who arrived at

$$b_2 = \frac{k}{2} \log N = \tilde{k} \log \sqrt{N}$$  \hspace{1cm} (6.4.14)

(cf. (Kashyap, 1977). The use of $\phi(N) = \ln N$ has also been discussed by Akaike (1977). Asymptotic properties of Akaike's criterion have been studied by Shibata (1976).

A different approach to identification of structure of the model, based on the minimax entropy principle (see section 6.2), has been developed by Rissanen (1976; 1976a). Suppose $X = X(\Theta^n)$ to be an observed variable related to an estimated vector valued parameter $\Theta^n = (\Theta_1, \ldots, \Theta_n)$ with unknown $n$. The probability densities of both $X$ and $\Theta^n$ are assumed to be known. If this is not the case, we can choose the best suitable distributions, corresponding to the prior knowledge available, by the maximum entropy principle discussed in the preceding section. We can take, e.g., normal distributions, provided the variances of $X$ and $\Theta^n$ are known.

Let $\Theta^{ik} = (\Theta_{i1}, \ldots, \Theta_{ik})$, $k < n$ denote the true parameter, where $i_1, \ldots, i_k$ are different from each other, the numbers taking on values $1, \ldots, n$. Given a sample of observations $x^N = (x_1, \ldots, x_N)$, the best estimate $\hat{\Theta}^{ik} = (\hat{\Theta}_{i1}, \ldots, \hat{\Theta}_{ik})$ of $\Theta^{ik}$ is supposed to yield the minimal joint entropy
where \( \tilde{x}^N = \tilde{x}^N - x^N = (\tilde{x}_1 - x_1, \ldots, \tilde{x}_N - x_N) \) is the prediction error, \( \tilde{x}^N = (\tilde{x}_1, \ldots, \tilde{x}_N) \) being the estimate of \( x^N \) evaluated on the basis of the estimate \( \tilde{\theta}^{\tilde{k}} \), and \( f(\tilde{\theta}^{\tilde{k}}, \tilde{x}^N) \) denotes the joint probability density of the estimate \( \tilde{\theta}^{\tilde{k}} \) and the prediction error \( \tilde{x}^N \).

Another requirement imposed upon an optimal \( \tilde{\theta}^{\tilde{k}} \) exists in that its dimension \( \tilde{k} \) should be minimal. Assuming, by the maximum entropy principle, the distribution \( f(\tilde{\theta}^{\tilde{k}}, \tilde{x}^N) \) to be normal, Rissanen has shown that minimizing (6.4.15) is equivalent to minimizing (with respect to \( i \) and \( k \))

\[
W(\tilde{x}^N, \tilde{\theta}^{\tilde{k}}) = \log \det \tilde{P}(\tilde{x}^N) + \frac{1}{N} \sum_{j=1}^{\tilde{k}} \log \tilde{\sigma}^2(\tilde{\theta}_{ij}) + \frac{\tilde{k}}{N}(1 + \log(2\pi)),
\]

where \( \tilde{P}(\tilde{x}^N) \) is the prediction error covariance matrix, evaluated with the given sample \( x^N \) and the estimate \( \tilde{\theta}^{\tilde{k}} \), and \( \tilde{\sigma}^2(\tilde{\theta}_{ij}) \) is the sample estimate of the variance of \( \tilde{\theta}_{ij} \) (Rissanen, 1976). As compared with Akaike's information criterion given in (6.4.11) together with (6.4.12) Rissanen's criterion (6.4.16) tends to yield a lower order \( \tilde{k} \) of the estimated model.

Ishii and Suzumura (1977) have used an information-theoretic approach for estimating the order of an autoregressive process. Suppose the process to be given by a sequence \( x_1, \ldots, x_m \). The conditional entropy of \( x_k \) given \( x_{k-1}, \ldots, x_1 \) can be expressed as

\[
H_k = H(X_k / X_{k-1}, \ldots, X_1) = -\int f(x_1, \ldots, x_k) \log f(x_k / x_{k-1}, \ldots, x_1) dx_1 \ldots dx_k,
\]

\[
k = 1, \ldots, m,
\]

where \( f(x_1, \ldots, x_k) \) is the joint probability density of \( x_1, \ldots, x_k \) and \( f(x_k / x_{k-1}, \ldots, x_1) \) is the conditional probability density of \( x_k \) given \( x_{k-1}, \ldots, x_1 \). The optimal estimate of the order of the
given process can be found as such a number $\tilde{k}$, which satisfies the following relation

$$H_1 > H_2 > \ldots > H_{\tilde{k}} = H_{\tilde{k}+1} = \ldots .$$

(6.4.18)

An information measure of the degree of identity for statistical models has been introduced by Durgaryan and Rajbman (1968; see also (Rajbman, 1980)). This measure is given by

$$q(X,Y) = \frac{I(Y;X)}{H(Y)},$$

(6.4.19)

where $H(Y)$ is the Shannon entropy of the model output variable $Y$ and $I(Y;X)$ is the Shannon information about the input variable $X$, provided by $Y$. The quantity (6.4.19) seems to give a suitable criterion for discrimination between the competing models, including multi-input multi-output ones.

An extended Kullback-Leibler divergence, satisfying the triangle inequality and thus being a metric measure, due to Baram and Sandell (1977) appears to be an effective criterion for estimating the order of dynamic processes.

For a list of publications on information theory and identification, see (Ponomarenko, 1981).

7. CONCLUSIONS

Identification is a cognitive process whose principle task is the acquisition of knowledge about an object. The information approach thus seems to be a good basis for discussing methods/techniques, for deriving objective criteria and for presenting a unified picture of identification in general.

The most natural information model of identification is suggested by the well-established Shannon information theory, which considers
information as a reduction in uncertainty about the estimated phenomena due to observations. The Shannon information measure is based on the prior knowledge of the joint probability distribution for both observed and estimated variables. Different forms of the prior knowledge suggest alternative information models. Certain generalizations of the Shannon information measure such as information of order \( \alpha \) or information of type \( \beta \), as well as other information models discussed in the present report may appear more appropriate in specific identification problems, dependent on the form of the prior knowledge and on its kind of statistical representation.

An intuitively appealing information model results, for example, by making use of the concept of inaccuracy introduced by Kerridge. The concept of certainty due to Van der Lubbe, which can be regarded as an analogue of the concept of information, leads to another information model of identification, since the latter is aimed at raising the degree of certainty concerning the estimated object.

From the point of view of identification, the main distinction between different information models lies in the form of the probability distributions involved. Parametric and non-parametric representations result in different information models. The relations between several information measures discussed in chapter 6 seem to be useful for a better understanding of the respective information concepts as well as for the choice of a suitable information model in a given identification problem.

Information theory provides the most general approach to identification, suggesting optimal solutions for many problems. The maximum entropy principle, together with its extension termed minimum information principle, appear to be the only tools available so far, for the choice of the prior probability distribution related to an estimated process. Optimal information-theoretic solutions can also be derived in such problems as the choice of the best input test signals or determination of structure (order) of the model. The basic information-theoretic estimation principle suggests an appropriate approach to
traditional problems in estimation (prediction, filtering, smoothing) and parameter identification.

Considerations presented in this report indicate that information theory is a good basis for generalization, unification and further development in the field of estimation and identification.
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