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Abstract—In some communication problems, it is a good assumption that the channel consists of an additive white Gaussian noise forward link and an essentially noiseless feedback link. In this paper, we study channels where no bandwidth constraint is placed on the transmitted signals. Such channels arise in space communications.

It is known that the availability of the feedback link cannot increase the channel capacity of the noisy forward link, but it can considerably reduce the coding effort required to achieve a given level of performance. We present a coding scheme that exploits the feedback to achieve considerable reductions in coding and decoding complexity and delay over what would be needed for comparable performance with the best known (simplex) codes for the one-way channel. Our scheme, which was motivated by the Robbins-Monro stochastic approximation technique, can also be used over channels where the additive noise is not Gaussian but is still independent from instant to instant. An extension of the scheme for channels with limited signal bandwidth is presented in a companion paper (Part II).

I. INTRODUCTION

I N CERTAIN COMMUNICATION problems we have the possibility of using a noiseless "feedback" link to improve communication over a noisy forward link. A good example is communication with a space satellite—the power in the ground-to-satellite direction can be so much larger than in the reverse direction that the first link can be taken to be an (essentially) noiseless link. Similar possibilities may also arise in special terrestrial situations.

It seems reasonable that the availability of a noiseless feedback link should substantially improve communication over the noisy forward link. Therefore, Shannon's result [4], Theorem 6, that the channel capacity of a memoryless noise channel is not increased by noiseless feedback, is rather surprising. Still, some advantage should accrue from the presence of a noiseless feedback link and, in fact, the advantage is that noiseless feedback enables a substantial reduction in the complexity of coding and decoding required to achieve a given performance over the noisy link.

In this paper, we shall illustrate the simplifications obtained when the noisy link is an additive white Gaussian noise channel operated under an average power constraint. No restrictions are placed on the usable signal bandwidth. Such channels seem to be typical of those in space communications. In terrestrial communications we are often forced to impose bandwidth limitations on the transmitted signals. Channels with bandwidth constraints are discussed in a companion paper [17]. The communication scheme we shall present can also be used over non-Gaussian white noise channels. However, it is difficult to evaluate the effect of the feedback link in such cases because very few results are available for non-Gaussian (one-way) channels. We shall now briefly review the known results for the Gaussian case.

A. Additive White Gaussian Noise Channels

We shall assume that the noise in the channel is Gaussian and white with a (two-sided) spectral density $N_0/2$. The transmitted signals are required to have an average power $P_x$, but no constraints are imposed on their bandwidth and peak power.

For this channel, the channel capacity is given by (e.g., Fano [9], Ch. VI)

$$ C = \frac{P_x}{N_0 \ln 2} \text{ bits/second} $$

If one of $M$ messages is to be transmitted over such a channel, the best code is universally believed to be a "regular-simplex" set of codewords (i.e., a set of $M$ equal-energy signals with mutual cross-correlations of $-1/M - 1$). For large $M$, an orthogonal signal set (for which the cross-correlations are zero rather than $-1/M - 1$) performs almost as well. The ideal receiver for such signals is a bank of $M$ correlation detectors, whose outputs are scanned to determine the correlator yielding the largest output. The error probability for an orthogonal (or simplex) signal set has been evaluated numerically for values of $M$ from 2 to $10^6$. For larger values of $M$, the following asymptotic expression can be used. If $T$ is the duration of each of the $M$ signals, assumed equally likely a priori, then (cf. Fano [0], Chapter VI, and Zetterberg [12])

$$ P_{e,\text{asymp}}(M, T) = \frac{\text{constant}}{T^\theta} e^{-T/E(K)} $$
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where

$$E(R) = \begin{cases} 
    U/2 - R, & 0 \leq R \leq C/4 \\
    (\sqrt{C} - \sqrt{R})^{\beta}, & C/4 \leq R \leq C 
\end{cases} \quad (3)$$

$$1 \leq \beta \leq 2$$

$$R = \text{the signalling rate} = \ln M/T \text{ nats/second}$$

$$C = \text{the channel capacity} = P_e/N_0 \text{ nats/second}.$$  

Equation (2) shows that the error probability for orthogonal codes decreases essentially exponentially with $T$. As a result, for large $T$ (low $P_e$), the choice of a suitable pair of values $R$ and $T$ to achieve a given $P_e$ is essentially determined by the quantity $E(R)$. Equations (2) and (3) specify the "tradeoffs" that can be made between the signal duration $T$ and the signaling rate $R$—for rates near channel capacity, $E(R)$ is small and we need a large $T$ to achieve a given $P_e$; if we are required to use a small value of $T$, the rate $R$ must be suitably reduced. We can now present the results we have obtained by assuming that a noiseless feedback link is available.

### B. Summary of Our Results

We have developed a coding scheme that exploits the presence of the noiseless feedback link. The scheme was suggested by the Robbins-Monro stochastic approximation procedure for determining the zero of a function by noisy observations of its values at chosen points [2]. While we do not know if this coding scheme is "optimum," it has the virtue of great simplicity both in encoding and decoding. It also enables us to achieve the channel capacity $P_e/N_0$ of the white Gaussian channel (the capacity is the same, as we mentioned above, whether or not a noiseless feedback link is available). And most important it provides a dramatic reduction in the rate at which the error probability varies with signaling duration. Thus, for our scheme, we have

$$P_{e,fb} = \frac{1}{\sqrt{6\pi} \frac{C}{R} e^{2(C-R)\theta}} \exp \left[ -\frac{3C}{2R} e^{2(C-R)\theta} \right] \quad (4)$$

showing that the error probability goes down much faster than exponentially with $T$, which is how the error probability behaves for one-way channels [cf. (2) and (3)]. As a sample comparison between the feedback and non-feedback cases, consider the values of $T$ required to achieve, for example,

$$P_e = 10^{-7}, \quad R = 0.8C, \quad C = 1 \text{ bit/second}.$$  

We have

$$T_{f,b} = 15 \quad \text{and} \quad T_{with} = 2030.$$  

It is natural to wonder how our results are affected by delay and noise in the feedback link. The effect of the delay is merely a small increase in the error probability.

The effects of noise are more serious—we find that, provided the noise is smaller than a certain threshold value, the error probability is essentially unaffected; however, with noisier feedback, our scheme deteriorates rapidly and other coding techniques must be devised.

Our coding scheme does not depend upon the Gaussian nature of the additive white noise. It can be applied to any additive white noise channel and will enable us to signal, with arbitrarily low error probability, at rates up to $P_e/N_0$ nats/second. (We recall that $N_0/2$ is defined as the (two-sided) spectral density of the white noise.) This result thus yields a lower bound of $P_e/N_0$ for the channel capacity of additive white noise channels of spectral density $N_0/2$ and transmitter power $P_w$. The actual capacity of such channels may be much larger than this, but the capacity is usually too complicated to evaluate analytically. The capacity is the same with or without feedback. The error probabilities will, however, be considerably different. No results on the error probabilities seem to be available for one-way non-Gaussian white noise channels, when a noiseless feedback channel is available, the expression given above for $P_{e,fb}$ will continue to be valid, for large $T$, for non-Gaussian channels. Some further remarks on such channels are made in Section IV.

We should also mention that our coding scheme does not depend upon knowledge of $N_0/2$ (the noise spectral density) for its operation. Of course, this knowledge will be necessary for evaluating the performance of the scheme.

Before proceeding to the derivation of our results, we shall give a brief discussion of related work.

### C. Other Studies of Noiseless Feedback Channels

A general discussion of feedback communication systems, with reference to earlier work by Chang and others, is given by Green [10] who distinguishes between post- and predecision feedback systems. In postdecision feedback systems the transmitter is informed only about the receiver's decision; in predecision feedback systems, the state of uncertainty of the receiver as to which message was sent is fed back. Postdecision feedback systems require less capacity in the backward direction; however, the improvement over one-way transmission will also be less than that obtainable with predecision feedback.

Viterbi [17] discusses a postdecision feedback system for the white Gaussian noise channel. The receiver computes the likelihood ratio as a function of time and makes a decision when the value of the likelihood ratio crosses one of a pair of thresholds. The transmitter is informed by means of postdecision feedback that the receiver has made a decision, and it then starts sending the next message. For rates higher than half the channel capacity,
the reliability is increased roughly by a factor of four as compared to one-way communication.

Turin [15] has a predecision feedback scheme applying to the white Gaussian noise channel, and giving an even greater improvement over one-way communication than Viterbi’s scheme does. The receiver again computes the likelihood ratio as a function of time, but now the value of the likelihood ratio is fed back continuously to the transmitter. The transmitted signal is a function of the binary digit (that is, 0 or 1) being sent and of the value of the likelihood ratio, and is adjusted so as to make this ratio cross, as quickly as possible, one of a pair of decision thresholds. Average and peak power constraints on the transmitted signals are studied. The average time $T$ for deciding on a binary digit turns out to be

$$T = (\ln 2)(P_\pi/N_0)^{-1} \text{ seconds},$$

where $P_\pi$ is the average power and $N_0$ is the (one-sided) noise power spectral density. The possibility of error $P_e$ vanishes if infinite peak power and infinite bandwidth are allowed. Hence, a rate is achieved that is equal to the channel capacity

$$C = \frac{P_\pi}{N_0} \text{ nats/second}.$$ 

In this scheme, the actual time required to make a decision is variable (though the mean value is $T$). The variance and other parameters of this variable time do not appear to be readily computable. As opposed to this, our feedback scheme is a “block” scheme, with a decision being made after a preassigned interval, the interval being determined by the desired rate and error probability.

II. THE CODING SCHEME AND ITS EVALUATION

Our coding scheme was motivated by the Robbins-Monro [2] stochastic approximation procedure which we shall describe briefly.

A. The Robbins-Monro Procedure

Consider the situation indicated in Fig. 1. One wants to determine $\theta$, a zero of $F(x)$, without knowing the shape of the function $F(x)$. It is possible to measure the values of the function $F(x)$ at any desired point $x$. The observations are noisy, however, so that instead of $F(x)$ one obtains $Y(x) = F(x) + Z$, where $Z$ is some additive disturbance. The “noise” $Z$ is assumed to be independent and identically distributed from trial to trial. To estimate $\theta$, Robbins and Monro proposed the following recursive scheme. Start with an arbitrary initial guess $X_1$ and make successive guesses according to

$$X_{n+1} = X_n - a_n Y_n(X_n), \quad n = 1, 2, \ldots.$$ 

For the procedure to work, that is, for $X_{n+1}$ to tend to $\theta$, the coefficients $a_n$ must satisfy $a_n \geq 0$, $\sum a_n = \infty$, and $\sum a_n^2 < \infty$. A sequence $\{a_n\}$ fulfilling these requirements is $a_n = 1/an$, $a > 0$.

The following additional requirements are needed on the function $F(x)$ and on $Z$.
1) $F(x) \geq 0$ according to $x \geq \theta$.
2) $\inf |F(x)|; \varepsilon < |x - \theta| < 1/\varepsilon > 0$ for all $\varepsilon > 0$.
3) $|F(x)| \leq K_1 |x - \theta| + K_2$, where $K_1$ and $K_2$ are constants.
4) If $\sigma^2(x) = E[Y(x) - F(x)]^2$, then $\sup \sigma^2(x) = \sigma^2 < \infty$.

With these requirements, the following theorem can be established.

**Theorem:** When the above conditions on the $a_n$, the $F(x)$, and the $Z_n$ are met, $Z_n \to \theta$ almost surely; and furthermore, if $E |X_1|^2 < \infty$, then $E |X_n - \theta|^2 \to 0$.

Robbins and Monro proved the convergence in mean square. The “convergence almost surely” was first proved by Wolfowitz [5]. A good proof of the preceding theorem is Dvoretzky’s [3], where several types of stochastic-approximation procedures are treated in a unified manner. The Robbins-Monro procedure is nonparametric, that is, no assumptions concerning the distribution of the additive disturbance, except for zero mean and finite variance, are necessary. However, it was shown by Sacks [6] that $\sqrt{n}(X_{n+1} - \theta)$ is normally distributed for large $n$. In fact, let the following assumptions, which complement the earlier requirements, be fulfilled.

5) $\sigma^2(x) \to \sigma^2(\theta)$ as $x \to \theta$.
6) $F(x) = \alpha(x - \theta) + \delta(x)$, where $\alpha > 0$ and $\delta(x) = 0(|x - \theta|^1+\rho, \rho > 0$.
7) There exist $t > 0$ and $\delta > 0$ such that $\sup \{E |Z(x)|^2+t; |x - \theta| \leq t < \infty, \delta \}$.
8) $a_n = 1/an$, and $2\alpha > a$.

Then we have the theorem [6]: Fulfillment of all the conditions (1–8) yields

$$\sqrt{n}(X_{n+1} - \theta) \sim N\left(0, \frac{\sigma^2}{a(2\alpha - a)}\right).$$

This result will be used presently.

* A recent general survey of stochastic approximation methods is given by Venter [14].
B. An Equivalent Discrete-Time Channel

To apply the stochastic approximation procedure to the communication channel, we shall need to obtain a discrete-time equivalent of the additive white Gaussian noise channel. This can be done in many ways. We shall present a mathematically convenient method—later we shall comment on its physical viability.

To obtain a discrete-time equivalent, we shall assume that the message information is transmitted by suitably modulating the amplitude of a known basic waveform, $\phi(t)$. The signal in the channel (see Fig. 2) will thus be of the form

$$s(t) = \sum_i x_i \phi(t - i\Delta), \quad i = 0, 1, \cdots$$

where $\Delta$ is a time interval that will be suitably chosen later. We shall require the basic waveform $\phi(t)$ to have unit energy and to be orthogonal for shifts $\Delta$, i.e., $\phi(t)$ should satisfy

$$\int \phi(t - i\Delta)\phi(t - j\Delta) dt = \delta_{ij}. \quad (5)$$

The integral extends over all values of $t$ for which the integrand is different from zero.

Reception will be achieved using a filter matched to $\phi(t)$, that is, $h(t) = \phi(-t)$. The output of this matched filter at $t = i\Delta$, $i = 1, 2, \cdots$, will be the sequence $\{Y_i(X_i)\}$ where $Y_i(X_i) = X_i + Z_i$, and

$$Z_i = \int n(t)\phi(t - i\Delta) dt.$$

It can be easily be checked that the $\{Z_i\}$ will be uncorrelated zero mean random variables with

$$E[Z_iZ_j] = 2\delta_{ij}.$$

When the additive noise is Gaussian, the $\{Z_i\}$ will be Gaussian and, therefore, also independent. In the Gaussian case, it is easy to see that the discrete-time channel thus obtained (where a sequence of numbers $\{X_i\}$ is transmitted and sequence $\{Y_i(X_i) = X_i + Z_i\}$ is received) is completely equivalent to the original continuous-time channel. This follows from the fact that the matched filter for Gaussian white noise channels computes the likelihood ratio, which is a sufficient statistic and therefore preserves all the information in the received waveform that is relevant to the decision making process.

Finally, we note that by virtue of the orthonormality of $\phi(t - i\Delta)$ and $\phi(t - j\Delta)$, $i \neq j$, the transmitted energy in $s(t) = \sum_i x_i \phi(t - i\Delta)$ is $\sum_i x_i^2$.

We can now describe our coding scheme.

C. The Coding Scheme

The transmitter has to send one of $M$ possible messages to a receiver. A noiseless feedback channel is available. We shall proceed as follows (see also Fig. 3).

Divide the unit interval into $M$ disjoint, equal-length "message intervals." Pick as the "message point" $\theta$, the midpoint of the message interval corresponding to the particular message being transmitted. Through this message point $\theta$, put a straight line $F(x) = ax - \theta$, with slope $a > 0$. Start out with $X_0 = 0.5$ and send to the receiver the "number" $F(X_0) = \alpha(X_0 - \theta)_+$, as discussed in Section II-B. At the receiver one obtains the "number" $Y_0(X_0) = \alpha(X_0 - \theta)_+ + Z_0$, where $Z_0$ is a Gaussian random variable with zero mean and variance $N_0/2 = \sigma_\alpha^2$, say. The receiver now computes $X_1 = X_0 - (a/1)Y_0(X_0)$, where $a$ is a constant which will be specified soon, and retransmits this value to the transmitter which then sends $F(X_1) = \alpha(X_1 - \theta)_+$. In general, one receives $Y_n(X_n) = F(X_n) + Z_n$ and computes $X_{n+1} = X_n - (a/n)Y_n(X_n)$. The number $X_{n+1}$ is sent back to the transmitter, which then will send $F(X_{n+1}) = \alpha(X_{n+1} - \theta)_+$.

From Sacks' theorem [6], quoted earlier, on asymptotic distributions of stochastic approximation procedures, it follows that the best value for $a$ is $a = 1/\alpha$ and that in this case $\sqrt{n}(X_{n+1} - \theta)$ converges in distribution to a normal random variable with zero mean and variance $(\sigma_\alpha/\alpha)^2$.

In the Gaussian case, the distribution of $(X_{n+1} - \theta)$ can be computed directly for any $n$ without reference to Sacks' theorem. With $a_n = 1/\alpha n$, the recursion relation

$$X_{n+1} = X_n - \frac{1}{a_n}Y_n(X_n), \quad Y_n(X_n) = \alpha(X_n - \theta) + Z_n$$

is easily solved to yield

$$X_{n+1} = \theta - \frac{1}{a_n} \sum_i Z_i.$$
variance of any estimate of $\theta$). This interpretation of $X_{n+1}$ will be used in Section III-C; it also leads to the coding algorithm for the band-limited signal case (see Schalkwijk [16]).

Now suppose that $N$ iterations are made before the receiver makes its decision as to which of the $M$ messages was sent. What is the probability of error? The situation is presented in Fig. 4. After $N$ iterations,

$$X_{N+1} \sim N(\theta, \sigma^2/\alpha^2 N).$$

The length of the message interval is $1/M$. Hence, the probability of $X_{N+1}$ lying outside the correct message interval is

$$P_e = 2 \text{erfc} \left( \frac{1}{\sigma/\alpha \sqrt{N}} \right),$$

where

$$\text{erfc} x = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-t^2/2} dt.$$
(i.e., sending each message $N$ times). However, with simple repetition the signal power increases with $N$ (and would therefore violate any average power constraint for large enough $N$), while with our scheme the transmitted power decreases suitably with $N$ so as to meet the average power constraint. Figure 5 is a sketch of the behavior of the expected instantaneous transmitter power as a function of time.

Fig. 5. The expected instantaneous transmitted power as a function of time.

Our feedback scheme cannot signal at a higher rate than is possible for the one-way channel, but it can achieve the same performance with considerably less coding and decoding complexity. As far as the coding goes, our recursive scheme for determining the transmitted waveform is somewhat simpler than the scheme for generating orthogonal waveforms. However, the real simplicity is in the decoding; with $M$ orthogonal signals, ideal decoding requires searching for the largest of $M$ matched filter outputs, a laborious operation for large $M$; in our scheme, we just have to check in what amplitude range the output of a single matched filter lies.

We can make our complexity comparisons more quantitative by comparing the expressions for the error probability with and without feedback. Before making this comparison we note that we have not as yet specified the slope $\alpha$ of our straight-line coding function. As far as achieving the rate $R/C$, any value of $\alpha$ will do. However, in evaluating the error probability for a fixed number $N$ there is an optimum value of $\alpha$.

E. Optimum $P_*$ for Finite $N$

The value of the slope $\alpha$, given $R/C$ and given $N$, that minimizes the probability of error is easily determined. From (8), minimizing the probability of error is equivalent to maximizing

$$\frac{\alpha^2}{2\sigma^2} = \frac{\alpha^2}{2N_0} N^*.$$

Now, differentiating with respect to $\alpha^2$, one has for the optimum $\alpha$,

$$\frac{d}{d(\alpha^2/N_0)} \left( \frac{\alpha^2}{2N_0} N^* \right) = \frac{1}{2} N^* + \frac{\alpha^2}{2N_0} \frac{dN^*}{d\alpha^2/N_0} = 0.$$

To compute $d\epsilon/d(\alpha^2/N_0)$, an expression for $\epsilon$ is needed. Using (7) to get $R = \ln M(N)/T = (1 - \epsilon)A$ and setting $\alpha^2 = N_0/2$, we get from (12),

$$R = (1 - \epsilon)A = (1 - \epsilon)C \left[ \frac{\alpha^2}{6N_0} + \sum_{i=1}^{\infty} \frac{1}{i^2} \right]^{-1} \ln N$$

from which

$$\epsilon = 1 - \frac{R}{C} \left[ \frac{\alpha^2}{6N_0} + \sum_{i=1}^{\infty} \frac{1}{i^2} \right] (\ln N)^{-1}.$$

Hence, $d\epsilon/d(\alpha^2/N_0) = -(R/6C)(\ln N)^{-1}$, and using this, we will have

$$\frac{d}{d(\alpha^2/N_0)} \left( \frac{\alpha^2}{2N_0} N^* \right) = \frac{1}{2} N^* - \frac{\alpha^2}{2N_0} N^* (\ln N) \frac{R}{C} 0 \ln N = 0.$$

Therefore, the optimum value of $\alpha^2$, say $\alpha_0^2$, is

$$\alpha_0^2 = 6N_0 \left( \frac{R}{C} \right)^{-1}.$$

Substituting for $\alpha_0^2$ in the formula for the probability of error we finally have

$$P_* = 2 \text{erfc} \left[ \left( \frac{\alpha_0^2}{2N_0} N^* \right)^{1/2} \right].$$

Figure 6 gives curves for the probability of error as a function of the number $N$ of iterations. The parameter $R/C$ is the rate relative to channel capacity. The curves start at that value of $N$ beyond which $e$ as given by (14) is positive. Note that for relative rates approaching unity, the number of transmissions per message becomes very high.

Equation (15) gives the optimum value of the slope $\alpha$ as a function of the relative rate $R/C$ and the noise power spectral density $N_0/2$. Figure 7 shows curves of the probability of error vs. the slope squared relative to its optimum value.

We can also write down an asymptotic expression for the probability of error, similar to the expression quoted in Section I for orthogonal codes. From (8), and substituting $\sigma^2 = N_0/2$, the probability of error is

$$P_* = 2 \text{erfc} \left[ \left( \frac{\alpha_0^2}{2N_0} N^* \right)^{1/2} \right].$$

By using the optimum $\alpha_0^2$ of $\alpha^2$ given by (15) and using the well-known asymptotic formula for the erfc function, we obtain (asymptotically for large $N$)

$$P_* \approx \exp \left[ \frac{-3}{2} \left( \frac{R}{C} \right)^{-1} N^* \right] \left[ \frac{6\pi}{R} \frac{1}{(C)^{1/2}} N^* \right].$$

Furthermore, $N = e^{A\tau}$ and $R = (1 - \epsilon)A$, where $A$ is asymptotically equal to $C$. We therefore have

$$P_* \approx \exp \left[ \frac{-3C}{2R} e^{(C-R)\tau} \right] \left[ \frac{6\pi}{R} e^{(C-R)\tau} \right].$$

(17)

It will be convenient to make the comparison with orthogonal codes on the basis of a "blocklength $L$" in binary digits, which will be defined as follows. Let $2^L = M$. 

---

\[ R = (1 - \epsilon)A = (1 - \epsilon)C \left[ \frac{\alpha^2}{6N_0} + \sum_{i=1}^{\infty} \frac{1}{i^2} \right]^{-1} \ln N \]

from which

\[ \epsilon = 1 - \frac{R}{C} \left[ \frac{\alpha^2}{6N_0} + \sum_{i=1}^{\infty} \frac{1}{i^2} \right] (\ln N)^{-1}. \]

Hence, $d\epsilon/d(\alpha^2/N_0) = -(R/6C)(\ln N)^{-1}$, and using this, we will have

\[ \frac{d}{d(\alpha^2/N_0)} \left( \frac{\alpha^2}{2N_0} N^* \right) = \frac{1}{2} N^* - \frac{\alpha^2}{2N_0} N^* (\ln N) \frac{R}{C} 0 \ln N = 0. \]

Therefore, the optimum value of $\alpha^2$, say $\alpha_0^2$, is

\[ \alpha_0^2 = 6N_0 \left( \frac{R}{C} \right)^{-1}. \]

Substituting for $\alpha_0^2$ in the formula for the probability of error we finally have

\[ P_* = 2 \text{erfc} \left[ \left( \frac{\alpha_0^2}{2N_0} N^* \right)^{1/2} \right]. \]

Figure 6 gives curves for the probability of error as a function of the number $N$ of iterations. The parameter $R/C$ is the rate relative to channel capacity. The curves start at that value of $N$ beyond which $e$ as given by (14) is positive. Note that for relative rates approaching unity, the number of transmissions per message becomes very high.

Equation (15) gives the optimum value of the slope $\alpha$ as a function of the relative rate $R/C$ and the noise power spectral density $N_0/2$. Figure 7 shows curves of the probability of error vs. the slope squared relative to its optimum value.

We can also write down an asymptotic expression for the probability of error, similar to the expression quoted in Section I for orthogonal codes. From (8), and substituting $\sigma^2 = N_0/2$, the probability of error is

\[ P_* = 2 \text{erfc} \left[ \left( \frac{\alpha_0^2}{2N_0} N^* \right)^{1/2} \right]. \]

By using the optimum $\alpha_0^2$ of $\alpha^2$ given by (15) and using the well-known asymptotic formula for the erfc function, we obtain (asymptotically for large $N$)

\[ P_* \approx \exp \left[ \frac{-3}{2} \left( \frac{R}{C} \right)^{-1} N^* \right] \left[ \frac{6\pi}{R} \frac{1}{(C)^{1/2}} N^* \right]. \]

Furthermore, $N = e^{A\tau}$ and $R = (1 - \epsilon)A$, where $A$ is asymptotically equal to $C$. We therefore have

\[ P_* \approx \exp \left[ \frac{-3C}{2R} e^{(C-R)\tau} \right] \left[ \frac{6\pi}{R} e^{(C-R)\tau} \right]. \]
After $N$ iterations, $M$ will be $N^{1(1-\epsilon)}$, and hence, $L = \frac{1}{2}(1 - \epsilon) \log_2 N$. Figure 8 gives curves of the probability of error vs. the blocklength $L$.

Similar curves can be obtained for orthogonal codes by using the relations

$$\log_{10} P_e \approx -\frac{TE(R)}{\ln 10} \text{ and } 2^L = M = e^{RT},$$

which yield

$$\log_{10} P_e \approx L \frac{E(R)}{R} \log_{10} 2. \quad (18)$$

This expression for $\log_{10} P_e$ is plotted in Fig. 9 for several values of $R/C$.

For example, let the relative rate be $R/C = 0.8$. Suppose a probability of error $P_e = 10^{-7}$ is required. The asymptotic expression for the probability of error for orthogonal codes indicates a blocklength of approximately $L = 1625$ binary digits (see Fig. 9). Figure 8 shows that the WB coding scheme requires a blocklength of only $L = 12$ binary digits. For relative rates closer to unity an even more marked difference is obtained.

If $C = 1$ bit/second, these blocklengths correspond to a coding delay $T$:

$$T = \frac{1625}{0.8} = 2031 \text{ seconds (orthogonal codes)}$$
$$= \frac{12}{0.8} = 15 \text{ seconds (with our feedback scheme)}.$$

---

Fig. 6. The probability of error as a function of the number of iterations.

Fig. 8. The probability of error as a function of the blocklength in binary digits.

Fig. 7. The probability of error vs. the slope squared relative to its optimum value.

Fig. 9. The asymptotic expression for the probability of error for orthogonal codes as a function of the blocklength in binary digits.
Therefore, the use of feedback provides a considerable reduction in coding delay (and hence, coding and decoding complexity). The savings due to feedback become even more pronounced as we go to lower values of $P_e$ and to rates closer to the channel capacity. However, we should point out two ways in which the comparison above is somewhat unfair. The first, and less important, is that we have obtained the value $T = 15$ seconds for the feedback channel by using the exact formula for $P_e$, whereas the value $T = 2031$ seconds was obtained from the asymptotic formula for $P_e$ orth. However, for the error probability ($10^{-7}$) we are considering, the exact calculation for $T$ (which is difficult to perform) would not give results much different from $T = 2031$. The second, and more serious objection, is that the value for orthogonal codes is based on a strict power limitation of $P_e$, whereas in the feedback scheme, it is only the expected average power that is limited to $P_e$.

\[ W = \frac{1}{2T} e^{2AT} \]

where

\[ A = C \left( \frac{\sigma^2}{6N_0} + \frac{\sum_{i=1}^{N_e} \frac{1}{i}}{N_0} \right) \ln N \]

(19)

which follows from substituting $\sigma^2 = N_0/2$ into (12). From (19) we see that $A$ is asymptotically equal to $C$ for large $N$, and hence, $W \approx 1/(2T)e^{2AT}$. That is, $W$ grows exponentially with $T$ and $\lim_{N \to \infty} W(T) = \infty$.

Substituting $T = 1/(2A) \ln N$ into (19) leads to an expression for $W$ in terms of the number of iterations:

\[ W = A \frac{N}{\ln N} \text{ c/s.} \]

(20)

B. Peak Power

It is known a priori that $\theta$ must lie in the interval $[0, 1]$. Restricting the Robbins-Monro procedure to this interval will limit the peak power for fixed bandwidth $W$. This can be done with the aid of the following theorem from Venter [14].

**Theorem**: Suppose $D$ is a closed convex subset of $\mathbb{R}^p$, $P$-dimensional Euclidean space, and it is known a priori that $\theta \in D$. Then modify the stochastic approximation procedure in the following way:

\[
X_{n+1} = \begin{cases} 
X_n + \alpha Y_n(X_n) & \text{if } X_n + \alpha Y_n(X_n) \in D \\
\text{the point on the boundary of } D \text{ closest to } X_n + \alpha Y_n(X_n) & \text{if } X_n + \alpha Y_n(X_n) \notin D.
\end{cases}
\]

Whenever the original procedure converges, so does its restriction to $D$. The asymptotic rate of convergence for both procedures is the same.

A special case of this theorem, in which the closed convex subset is equal to the unit interval $[0, 1]$ and $p = 1$, is applicable to our coding scheme. Hence, the modified procedure is as follows.

\[
X_{n+1} = \begin{cases} 
0 & \text{if } X_n + \alpha Y_n(X_n) \leq 0 \\
x_n + \alpha Y_n(X_n) & \text{if } 0 < X_n + \alpha Y_n(X_n) < 1 \\
1 & \text{if } 1 \leq X_n + \alpha Y_n(X_n)
\end{cases}
\]

In investigating how the peak power $P_{\text{peak}}$ depends on the bandwidth $W$, let us consider a basic signal $\phi(t)$.

\[
\phi(t) = \sqrt{2W} \sin \frac{2\pi W t}{2\pi W}.
\]

This signal has bandwidth $W$ and satisfies the orthogonality condition (5) for $\Delta = 1/2W$. With $N = e^{2AT}$ [\(A\) given by (19)],

\[
\Delta = \frac{T}{N} = T e^{-2AT}.
\]

\[
P_{\text{peak}} = 2W = \frac{1}{\Delta} = \frac{1}{T} e^{2AT}.
\]
Hence, for large \( T \) (or \( N \)), the \( P_{\text{peak}} \) goes to infinity while the average power remains finite. A similar phenomenon will be discovered if the basic signal \( \phi(t) \) is chosen to have a duration \( \Delta \). Of course, this exponentially growing (with \( T \)) peak power also occurs with one-way channels if orthogonal signals of finite duration or of the form \( \sin 2\pi Wt / \sqrt{2W^2t} \) are used. Since we are using matched filter reception, we can use pulse compression techniques to alleviate the peak power problem. However, this topic is somewhat apart from the main theme of this paper, and we shall therefore not pursue it any further.

C. Loop Delay

Up to this point, only instantaneous feedback has been considered. In a practical situation there will be feedback delay.

Let \( F(x) = \alpha(x - \theta) \), and let the additive random variables \( Z_n \) be identically distributed. From the iterative relation,

\[
x_{n+1} = x_n - \frac{1}{\alpha n} Y_n(X_n)
\]

where \( Y_n(X_n) = F(X_n) + Z_n \), it can easily be shown that

\[
x_{n+1} - \theta = -\frac{1}{\alpha n} \sum_{i=1}^{n} Z_i.
\]

This means that (when the \( Z_n \) are Gaussian) \( X_{n+1} \) is the maximum likelihood estimate of \( \theta \), based on the observations \( Y_i(X_i) \) through \( Y_n(X_n) \).

Now suppose there are \( d \) units of loop delay, so that \( Y_d(X_d) \) can first be used to determine \( X_{n+d+1} \). The first time one can use received information is when computing \( X_{n+d+2} \).

Let us choose as \( X_{n+d+1} \) the maximum likelihood estimate of \( \theta \), based on observations \( Y_i(X_i) \) through \( Y_n(X_n) \). The iterative relation now becomes

\[
x_{n+d+1} = (n-1)X_{n+d} + X_n - \frac{1}{\alpha n} Y_n(X_n).
\]

It follows easily that

\[
x_{n+d+1} - \theta = -\frac{1}{\alpha n} \sum_{i=1}^{n} Z_i.
\]

One must complete \( d \) more transmissions in order to obtain the same variance as in the case of instantaneous feedback, and thus, the influence of the delay will become negligible for large values of \( n \).

D. Non-Gaussian Noise

If the additive white noise is Gaussian, our coding scheme will permit error-free transmission at any rate less than channel capacity. For the scheme to work it is not necessary to know the noise power spectral density \( N_0/2 \). However, as shown in Section II, knowledge of \( N_0/2 \) permits one to choose the slope \( \alpha \) in an optimum fashion in the nonasymptotic case.

Stochastic approximation, in general, and the Robbins-Monro procedure, in particular, are nonparametric. Therefore, the coding scheme will also work in the case of non-Gaussian white noise.

What about the probability of error? Sacks' theorem [6] on the asymptotic distribution of \( X_{n+1} \) implies that \( X_{n+1} \) is asymptotically Gaussian with the required variance. Hence, all the calculations given earlier in this Section are still valid for large \( N \).

Finally, does one achieve channel capacity when the additive noise is non-Gaussian? The critical rate of our system is still \( R_{\text{crit}} = P_{\text{er}}/N_0 \), and this gives a lower bound on the channel capacity for all non-Gaussian white noise channels with noise of spectral density \( N_0/2 \).

E. Influence on Feedback Noise on Wideband Coding Scheme

In the case of noiseless feedback it is immaterial whether \( X_{n+1} \) or \( Y_n(X_n) \) is sent back to the transmitter. This is not true in the case of noisy feedback. The following notation is adopted for this case: a single prime refers to the forward direction and a double prime to the feedback link. Thus, \( N_0/2 \) is the (two-sided) power spectral density of the additive white Gaussian noise in the forward channel, and we shall write \( N_0'/2 \) for the spectral density of the white Gaussian noise \( n'(t) \) in the feedback link. The noises in the forward and feedback links are assumed to be independent.

The estimates of \( \theta \) obtained by the receiver and transmitter are denoted by \( X_i' \) and \( X_{i+1}' \), respectively. \( Y_i'(X_i') \) is the noisy observation made by the receiver. This value is sent back to the transmitter which obtains \( Y_i'(X_i') = Y_i'(X_i') + Z_i'' \), where \( Z_i'' \) is the additive noise in the feedback link.

The influence of feedback noise is mainly a reduction in relative rate \( R/C \) in the case where the receiver's estimate \( X_{n+1} \) is sent back to the transmitter. The probability of error increases only slightly. When the receiver's observation \( Y_i'(X_i') \) is sent back to the transmitter, the feedback noise reduces the rate only slightly and its main effect is an increase in the error probability.

Consider first the case where \( X_{n+1} \) is sent back. Equation (12) for the average power changes in that an additional term \( \alpha^2 (N_0'/2)(N/T) \) due to the feedback noise appears, and also \( \sigma^2 \) changes to \( \sigma^2 = 1/2(N_0' + \alpha^2 N_0'/2) \) instead of \( \sigma^2 = N_0'/2 \). If it is assumed that the feedback noise is small compared to the additive disturbance in the forward channel, then \( \sigma^2 \) will only change slightly. The error probability in (8) will also only change slightly provided that all other quantities in (8) remain the same.

Figure 10 is a plot of the relative rate \( R/C = (1 - \epsilon) \left[ \frac{1}{\ln N} \left\{ \frac{\alpha^2}{6N^2} + \sum_{k=1}^{N-1} \frac{1}{k} \right\} \right]^{-1} \) vs. the number \( N \) of iterations for different values of \( N_0'/2 \).

The upper curve is for noiseless feedback. The probability of error for noiseless feedback is \( P_{\text{er}} = 10^{-4} \). In the case of noisy feedback it is only slightly higher.
Equation (24) follows from (12), adding the additional term $\alpha^2(N''/2)(N/T)$. For $\alpha_0$ the optimum value for noiseless feedback is used, that is, the value given by (15).

It is seen from Fig. 10 that for noiseless feedback the relative rate approaches unity with increasing $N$; however, in the case of noisy feedback, the curve for noiseless feedback is followed for some time after which the relative rate drops to zero quite suddenly. (Note that no optimization in the presence of feedback noise is attempted. The particular system we use is optimum for $N'' = 0$.)

The feedback power $P_f$ is

$$P_f = \frac{1}{\alpha_0^2T} \frac{1}{2} (N'' + a_0^2N'') \sum_{k=1}^{N-1} \frac{1}{k} + \frac{N}{12} \frac{T}{T}$$

(25)

and is again hardly affected by the feedback noise.

Now consider the case where $Y(X')$ is sent back. The average transmitted power as given by (12) is only slightly affected in that now $\sigma^2 = \frac{1}{3}(N'' + N'_0)$ instead of $\sigma^2 - N''/2$, and the same is true for the relative rate, assuming $N''$ small compared to $N_0$.

What is the influence of the feedback noise on the error probability? $X_{n+1}$ as used by the transmitter is equal to

$$X_{n+1} = X_n - \frac{1}{\alpha_0} Y''(X_n')$$

where $Y''(X_n') = Y_n'(X_n') + Z_n'$ in which $Y_n'(X_n') = F(X_n') + Z_n'$ is the noisy observation made by the receiver. A simple derivation shows that

$$X_{n+1} = X''_{n+1} + \frac{1}{\alpha_0} \sum_{i=1}^{n} \frac{1}{i} Z_i'$$

(26)

where $X_{n+1}$ is the estimate of the message point $\theta$ computed by the receiver. Hence,

$$X_{n+1} \sim N \left[ \theta, \frac{\sigma^2}{\alpha_0^2} + \frac{\sigma'^2}{\alpha_0^2} \sum_{i=1}^{n} \left( \frac{1}{i} \right)^2 \right]$$

and the variance, say $\sigma_i^2$, of $X_{n+1}$ is equal to

$$\sigma_i^2 = \frac{\sigma^2}{\alpha_0^2} + \frac{\sigma'^2}{\alpha_0^2} \sum_{i=1}^{n} \left( \frac{1}{i} \right)^2 .$$

(27)

The formula for the probability of error is

$$P_e = 2 \text{erfc} \left[ \frac{M(N)^{-1}}{\sigma_i} \right] = 2 \text{erfc} \left[ \frac{N^{-1/2}(1-\epsilon)}{2\sigma_i} \right].$$

(28)

Again, as in the noiseless feedback case, let us find the optimum value of $\alpha_0^2$ of $\alpha^2$. (Note that in the earlier case, where the receiver's estimate $X_n$ is sent back, such an optimization was not attempted for nonzero feedback noise.) As before,

$$\epsilon = 1 - \frac{R}{C} (\ln N)^{-1} \left( \frac{\alpha^2}{6N_0} \sum_{k=1}^{N-1} \frac{1}{k} \right)$$

(14)

where now $N_0 = N'_0 + N''$. It is desired to minimize the probability of error with respect to $\alpha^2$. From (28), this is equivalent to minimizing $\sigma_i^2N^{-1}$. Setting the derivative equal to zero,

$$\frac{d}{d\alpha^2} (\sigma_i^2N^{-1}) = -\frac{1}{\alpha^2} \frac{\sigma_i^2N^{-1}}{\alpha^2}$$

$$+ \sigma_i^2N^{-1}(\ln N) \left[ \frac{C}{C} (\ln N)^{-1} \frac{1}{6N_0} \right] = 0$$

yields

$$\alpha_0^2 = \frac{C}{6N_0} \left( \frac{R}{C} \right)^{-1}$$

(29)

which has the same form as (15) for noiseless feedback.

Figure 11 shows curves of the probability of error $P_e$ vs. the number of iterations $N$, with the parameter being the power spectral density $N''/N_0$ of the feedback noise relative to the corresponding quantity for the forward
link. The $P_s$ curves have a minimum for nonzero variance of the feedback noise, and it does not make sense to do more iterations per message than the value indicated by the minimum of the $P_s$ curve.

The average feedback power $p_{fb}$ is

$$P_{fb} = P_{sv} - \frac{\alpha_0}{12T} + \frac{N_v^2 N}{2 T}.$$  \hspace{1cm} (20)

In conclusion, it should be observed that one can either 1) insist on a vanishing probability of error in which case the rate of signaling will approach zero, or 2) require a nonvanishing rate in which case there is a minimum achievable probability of error different from zero.

We should also point out that by using a different scheme, it may be possible to obtain much better results for noisy feedback channels than are yielded by our scheme.

IV. CONCLUDING REMARKS

There are several areas for further work that may be investigated. We shall briefly mention some of them. One is the question of whether our method of exploiting the feedback with a linear encoding function is the most efficient. Even if it should turn out to be the most efficient for Gaussian noise, we can ask whether for non-Gaussian additive white noise, we cannot achieve a rate greater than $P_{sv}/N_0$ by using some other form of encoding function. For example, T. Cover of Stanford University has suggested subjecting the straight line to the nonlinear transformation that would convert a non-Gaussian probability density function into a Gaussian density function; if the stochastic approximation technique is applicable to the resulting curve, this might yield better results for the non-Gaussian case. (It should be pointed out here that asymptotically the shape of $F(x)$ does not matter, since Sacks' theorem on the asymptotic distribution of the estimate is true under very mild assumptions, given in Section II on $F(x)$. The shape of the regression function is important only in nonasymptotic calculations.)

Another possibility is to use sequential detection in combination with our scheme. Instead of making a decision after a prespecified number of iterations, we could wait until the matched filter output crossed a suitable threshold. Such operation would certainly result in some improvement in the error probability, but we suspect the gain may not be worth the extra complexity.

Our results should also be extendable to other situations where stochastic approximation techniques apply, e.g., channels with unknown gains, slowly changing random delays, etc. It may be mentioned that the coding scheme suggested by the Kiefer-Wolfowitz stochastic approximation technique for determining the minimum of an unknown function does not yield results as good as those obtained for the coding scheme in this paper (which was suggested by the Robbins-Monro procedure). J. Venter (Stanford University, 1965) showed in unpublished work that a coding scheme based on the Kiefer-Wolfowitz procedure cannot achieve channel capacity.

Of course, a major question is the study of communication over noisy feedback links. When more general results, e.g., on the capacity, of such channels are known, it may be easier to look for efficient communication schemes with noisy feedback.

Finally, we mention an extension [16] of the results in this paper to the case of signals with a bandwidth constraint; the scheme to be used under this constraint is more complicated than the one given in this paper, but, of course, it also applies to the non-band-limited-signal case and, in fact, has some advantages—fixed peak power, fewer iterations, etc.

Note added in proof: J. Omura has pointed out a mistake in the coefficient in (17) that arises from an error in arguments based on (10)–(12). The correct formula is

$$P_s \sim \exp \left[ -\theta e^{2(c-e)} \right]/\left[ 4\pi \theta e^{2(c-e)} \right]^{1/2}$$

where $2\theta = 3e^{-1(c-e)}$ and $\gamma = 0.577 \ldots$ is Euler's constant. This causes smaller changes in the curves, but does not affect the main lines of the argument. The details will appear in Omura's thesis at Stanford University.
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