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Summary

In order to be able to deal with the equalization of nonlinear digital communication systems, one has to know something about the theory of nonlinear discrete-time systems. As an introduction some important aspects of linear continuous systems, linear discrete-time systems and nonlinear continuous systems are repeated. Then the Volterra series description of nonlinear discrete-time systems is introduced. After the derivation of the conditions for stability, the higherdimensional z-transform representation and the analytical properties of the system functions are discussed. To facilitate the back transformation of the higherdimensional z-transform, the association of variables is introduced. Cascade connection and inversion of nonlinear discrete systems is then treated, followed by a method for the measurement of the Volterra kernels. Finally, some attention is paid to the synthesis problem.

The contemplated equalization of a nonlinear digital communication channel is reduced to an inversion problem. For the implementation of the equalizer the synthesis of nonlinear discrete-time systems is invoked. As an example the Volterra kernels of a nonlinear system have been measured and an equalizer for that system has been designed and realized. From the measured eye-pattern of the equalized system it follows that the method, as developed in this report, satisfies very well for this kind of problems.
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I. Introduction

A nonlinear digital communication system can be considered as a nonlinear discrete-time system. Speaking of systems, we consider a "black box", the contents of which is of no concern. It is assumed that the "black box" has one input and one output terminal. System theory describes, in a general way, the relation between the input and the output signal. In this approach the system itself is characterized by a system function (for a linear system) or a set of system functions (for nonlinear systems). This report starts with the system theory of nonlinear time invariant discrete-time systems, as far as it is of concern for the communication system in question. Most of this material can be found in other papers, however, as far as the knowledge of the author goes, not in such a comprehensive way as in the underlying work. As an introduction some important aspects of linear continuous systems, linear discrete-time systems and nonlinear continuous systems are repeated. For the sake of brevity we speak in the sequel of discrete systems if we mean discrete-time systems.

II. Linear continuous systems

In relating input and output signals of continuous linear time-invariant systems, Fourier and Laplace transforms appear to be elegant tools [1]. The input signal is represented by the function $x(t)$, whereas the corresponding output signal is denoted by $y(t)$. Let the impulse response of the system be given by $h(t)$, then the output signal $y(t)$ is written as the convolution of the input signal $x(t)$ and the system function $h(t)$ as follows (see also Figure 1)

$$y(t) = \int_{-\infty}^{\infty} h(\tau)x(t-\tau)\,d\tau .$$

(1)

Figure 1: "Black box" representation of a linear continuous system.
If the impulse response has the physical limitation of being causal, the integration (1) extends from zero to plus infinity. The rather complicated operation of convolution can be avoided by using Laplace or Fourier transforms. Define the transforms of the signals $x(t)$ and $y(t)$ by respectively $X(p)$ and $Y(p)$. The system function $H(p)$ consists of the transform of the impulse response $h(t)$. Now the transform of the output signal is found to be

$$Y(p) = H(p)X(p),$$

which means an important simplification with respect to the convolution (1). This reduction originates from the fact that the function $e^{pt}$ is an eigenfunction of a linear time-invariant continuous system [1].

III. Linear discrete systems

For linear discrete systems the input time sequence is given by $\{x(m)\}$, the set of input signal values at the characteristic instants $t = mT$, $m$ integer. The corresponding output sequence is denoted by $\{y(m)\}$. In this case the discrete impulse response sequence $\{h(m)\}$ characterizes the system. For these systems the input output relation reads [2]

$$y(m) = \sum_k h(k)x(m-k).$$

This discrete convolution is now simplified using the $z$-transform [2]

$$Y(z) = H(z)X(z),$$

where $Y(z)$, $H(z)$ and $X(z)$ are the $z$-transforms of $\{y(m)\}$, $\{h(m)\}$ and $\{x(m)\}$.
respectively. Simplification (4) is related to the fact that the sequence \( z^{-m} \) is an eigenfunction of linear time-invariant discrete systems.

Figure 2 gives a pictorial representation of a linear discrete system.

IV. Nonlinear continuous systems

A well-known method for the description of nonlinear continuous time-invariant systems is given by means of the so-called Volterra series \([3,4]\). The output \( y(t) \) is related to the input \( x(t) \) as

\[
y(t) = \int_{-\infty}^{\infty} h_1(\tau)x(t-\tau)d\tau + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_2(\tau_1, \tau_2)x(t-\tau_1)x(t-\tau_2)d\tau_1d\tau_2 + \ldots
\]

\[
+ \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} h_n(\tau_1, \tau_2, \ldots, \tau_n) \prod_{i=1}^{n} x(t-\tau_i)d\tau_i + \ldots,
\]

where \( h_1(\tau) \) is the impulse response of the linear term as given by (1) and \( h_n(t_1, t_2, \ldots, t_n) \) is called the \( n \)th order impulse response. Here multidimensional Laplace transform is helpful to evaluate (5) in a more elegant way. The \( n \)-dimensional Laplace transform of \( h_n(\tau_1, \tau_2, \ldots, \tau_n) \) is defined as

\[
h_n(p_1, \ldots, p_n) \triangleq \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} h_n(\tau_1, \ldots, \tau_n) \prod_{i=1}^{n} e^{-p_i \tau_i}d\tau_i.
\]

For the inverse transform it is found that

\[
h_n(t_1, \ldots, t_n) = \frac{1}{(2\pi j)^n} \int_{-\infty}^{\sigma_1+j\infty} \ldots \int_{-\infty}^{\sigma_n+j\infty} h_n(p_1, \ldots, p_n) \prod_{i=1}^{n} e^{p_i t_i} dp_i.
\]

where \( \sigma_1, \ldots, \sigma_n \) are within the region of convergence of \( h_n(p_1, \ldots, p_n) \). By means of (6) and (7) the signal transformation \( x(t) \rightarrow y(t) \) is calculated in four steps \([4]\).

1) Calculate the Laplace transform \( X(p) \) of \( x(t) \).

2) Construct the set of functions

\[
Y_n(p_1, \ldots, p_n) = h_n(p_1, \ldots, p_n) \prod_{i=1}^{n} X(p_i)
\]
for all \( n \) relevant to the system in question.

3) From (8) we calculate, by means of the inverse Laplace transform, 
\[ y_n(t_1, \ldots, t_n). \]

4) Find \( y(t) \) by setting 
\[ y(t) = \sum_{n} y_n(t, \ldots, t). \]  

Step 3) of this procedure is often rather difficult. Evaluating Equation (7) is not easy and tables of transforms for any order are not particularly practical. Moreover, step 3) results in \( y_n(t_1, \ldots, t_n) \), whereas one mostly is only interested in \( y(t, \ldots, t) \). This suggests that the procedure as outlined above is more complicated than necessary. Indeed, a better procedure called 'association of variables' is suggested by George [3] and in its most general form derived by Reddy and Jagan [5]. This method breaks down an \( n \)-dimensional Laplace transform \( Y_n(p_1, \ldots, p_n) \) to an one-dimensional Laplace transform \( y_n(p) \). The general formula for this process is 
\[ Y_n(p) = \frac{1}{(2\pi j)^{n-1}} \int \ldots \int Y_n(p \ldots u_1 u_2 \ldots u_{n-1}, u_1, u_2, \ldots, u_{n-1}) \cdot \, du_1 \, du_2 \ldots \, du_{n-1}. \]  

A repeated application of Cauchy's residue theorem makes the evaluation of this integral rather easy.

V. Volterra series representation of nonlinear discrete systems

To gain insight into the description of nonlinear discrete systems the situation as depicted in Figure 3 should be considered.

![Diagram of a second order nonlinear discrete system](image)
A sequence \( \{x(m)\} \) is supplied to a linear discrete system with an impulse response sequence \( \{a(m)\} \). The output of this subsystem is described by \( \{p(m)\} \). Squaring the latter sequence yields the sequence \( \{q(m)\} \) which, in its turn, is supplied to a second linear discrete system, described by its impulse response sequence \( \{b(m)\} \). As output \( \{y(m)\} \) of the system considered, we take the output of this latter linear discrete system. So the overall system, being spoken of here, consists of a cascade connection of two linear systems with a squaring device in between. The sequence \( \{p(m)\} \) is given by

\[
p(m) = \sum_{k} a(k)x(m-k),
\]

whereas the output of the squaring device is readily seen to be

\[
q(m) = p^2(m) = \left( \sum_{k} a(k)x(m-k) \right)^2 = \sum_{k} a(k)x(m-k) \sum_{l} a(l)x(m-l) = \sum_{k} \sum_{l} a(k)a(l)x(m-k)x(m-l).
\]

Output \( \{y(m)\} \) is found by applying the discrete convolution (3) to \( \{q(m)\} \) and \( \{b(m)\} \). This yields

\[
y_2(m) = \sum_{r} b(r)q(m-r) = \sum_{r} b(r) \sum_{k} \sum_{l} a(k)a(l)x(m-r-k)x(m-r-l).
\]

Introducing the new variables \( i=r+k \) and \( j=r+l \), Equation (13) is written as

\[
y_2(m) = \sum_{r} b(r) \sum_{i} \sum_{j} a(i-r)a(j-r)x(m-i)x(m-j).
\]
and by changing the order of summation

\[ y_2(m) = \sum_i \sum_j \sum_r b(r)a(i-r)a(j-r)x(m-i)x(m-j). \]  

(15)

As second order impulse response of the given system we define

\[ h_2(i,j) = \sum_r b(r)a(i-r)a(j-r). \]  

(16)

Substituting (16) into (15) yields

\[ y_2(m) = \sum_i \sum_j h_2(i,j)x(m-i)x(m-j). \]  

(17)

Comparing this equation with (5) we see that \( y_2(m) \) of (17) represents the second order term of the discrete Volterra series. Because of the absence of a linear term we call the system of Figure 3, a second order power system. In the general case we speak of a polynomial system.

Let us now consider the system as depicted in Figure 4, where the connection between the two linear systems, given by their impulse response sequences \( \{a(m)\} \) and \( \{b(m)\} \), consists of two parallel signal paths: a direct connection and a squarer.

Figure 4: Second order system with two signal paths, i.e. a second order polynomial system.

The two signals are added before supplying them to the linear system \( \{b(m)\} \).

It is obvious that the sequence \( \{p(m)\} \) is identical to that resulting from Figure 3. The sequence \( \{q(m)\} \) now reads
\[ q(m) = p(m) + p^2(m) = \]
\[ = \sum_k a(k)x(m-k) + \sum_k \sum_l a(k)a(l)x(m-k)x(m-l) . \]

From this equation the output sequence becomes

\[ y(m) = \sum_r b(r)q(m-r) = \sum_r b(r) \sum_k a(k)x(m-r-k) + \]
\[ + \sum_r b(r) \sum_k \sum_l a(k)a(l)x(m-r-k)x(m-r-l) \]
\[ \triangleq y_1(m) + y_2(m) , \]

where \( y_1(m) \) stands for the linear (first order) term and \( y_2(m) \) for the second order term. As can readily be seen the second order term equals Equation (13), which resulted after some simple manipulations in Equation (17). The first order term is reduced likewise

\[ y_1(m) = \sum_r b(r) \sum_i a(i-r)x(m-i) = \]
\[ = \sum_i \sum_r b(r)a(i-r)x(m-i) = \sum_i h_1(i)x(m-i) , \]

where

\[ h_1(i) \triangleq \sum_r b(r)a(i-r) . \]

By means of (19), (20) and (17), the output sequence of a second order non-linear discrete system is described as a functional of the input sequence and the first and second order impulse response sequences.

Resuming we have for a second second order polynomial system
\[ y(m) = \sum_i h_1(i) x(m-i) + \sum_{i,j} h_2(i,j) x(m-i) x(m-j) . \]  

From a generalization of this result to higher order systems, it follows that

\[ y(m) = \sum_i h_1(i) x(m-i) + \sum_{i,j} h_2(i,j) x(m-i) x(m-j) + \ldots \]  

\[ + \sum_{i_1} \ldots \sum_{i_n} h_n(i_1,\ldots,i_n) x(m-i_1)\ldots x(m-i_n) + \ldots \]  

This relation is the discrete version of Equation (5) and is called the discrete Volterra series. In many papers, for instance [6] and [7], this series has been derived from the continuous one by considering sampled-data nonlinear continuous systems. Apparently, the problem arose for the first time in that kind of systems. Considering complete discrete systems from the very beginning of the investigations, as is done in this paper, does not yield any difference in the results.

From (16) it follows that \( h_2(i,j) \) is a symmetrical function of \( i \) and \( j \). We wonder whether it always can be assumed that the higher order impulse responses are symmetrical, because we know from literature [4] that such is the case for the higher order impulse responses of nonlinear continuous systems. This question will, under some weak conditions, be answered affirmatively as is shown below. Let us separate an arbitrary second order impulse response sequence in a symmetrical and an anti-symmetrical part

\[ h_2(i,j) = h_{2a}(i,j) + h_{2a}(j,i) , \]  

where

\[ h_{2a}(i,j) \triangleq h_{2a}(j,i) \triangleq \frac{1}{2}(h_2(i,j) + h_2(j,i)) \]  

and

\[ h_{2a}(i,j) \triangleq -h_{2a}(j,i) \triangleq \frac{1}{2}(h_2(i,j) - h_2(j,i)) . \]
Substitute the anti-symmetrical part into (17). This yields
\[ y_g(m) = \frac{1}{k} \sum_{i} \sum_{j} \{ h_2(i,j) - h_2(j,i) \} x(m-i)x(m-j) . \] (27)

Assume that all input values \( x(m) \) are bounded, i.e. \( |x(m)| \leq C \) for all \( m \); \( C \) an arbitrary finite real value. Then for the first term of (27) we have
\[ \frac{1}{k} \sum_{i} \sum_{j} |h_2(i,j)x(m-i)x(m-j)| \leq \frac{1}{k} C^2 \sum_{i} \sum_{j} |h_2(i,j)| . \] (28)

Moreover, if the series \( \sum_{i} \sum_{j} h_2(i,j) \) converges absolutely, the summations over \( i \) and \( j \) in the first term of (27), are allowed to be interchanged. Then Equation (27) reads
\[ y_g(m) = \frac{1}{k} \sum_{i} \sum_{j} h_2(i,j)x(m-i)x(m-j) + \]
\[ - \frac{1}{k} \sum_{i} \sum_{j} h_2(j,i)x(m-i)x(m-j). \] (29)

Our next step is to substitute \( i \) for \( j \) and vice versa into the first term of (29). It is then readily verified that the right-hand member of (29) vanishes. The requirement of absolute convergence of \( \sum_{i} \sum_{j} h_2(i,j) \) is a condition for stable systems, as will be shown in the next section. Thus, for stable systems with bounded input, a possible anti-symmetrical part of the second order impulse response has no influence on the output. Without loss of generality it can be assumed that \( h_2(i,j) \) is symmetrical. This result also appears to be valid for higher order impulse response sequences, as is shown by a similar reasoning as above for second order systems.

VI. Conditions for stability

A system is stable if any bounded input signal causes an output signal that is also bounded. This means that for input signals, which satisfy \( |x(m)| \leq C \), for all \( m \) and for \( C \) an arbitrary finite value, the corresponding output
satisfies $|y(m)| \leq D$, for all $m$ and with $D$ an arbitrary but finite value. In the case of linear systems this means

$$
|y(m)| = \left| \sum_k h(k)x(m-k) \right| \leq C \sum_k |h(k)|.
$$

(30)

Stability follows if

$$
\sum_k |h(k)| < \infty.
$$

(31)

In a similar way as in [1] it is shown that (31) is not only a sufficient, but also a necessary condition for the stability of linear systems. To find stability conditions for nonlinear systems we take a look at Equations (19) and (22). Then it follows that if both $y_1(m)$ and $y_2(m)$ are bounded, we have a sufficient condition for stability. This requirement for $y_1(m)$ leads, via the preceding argumentation directly to the conclusion

$$
\sum_\xi |h_1(\xi)| < \infty.
$$

(32)

For the second order term we have

$$
|y_2(m)| = \left| \sum_\xi \sum_\eta h_2(\xi,\eta)x(m-\xi)x(m-\eta) \right| \leq \\
\leq \sum_\xi \sum_\eta |h_2(\xi,\eta)| \cdot |x(m-\xi)| \cdot |x(m-\eta)| \leq \\
\leq C^2 \sum_\xi \sum_\eta |h_2(\xi,\eta)|.
$$

(33)

Stability is guaranteed if

$$
\sum_\xi \sum_\eta |h_2(\xi,\eta)| < \infty.
$$

(34)

A second order nonlinear system is stable if the conditions (32) and (34) are satisfied simultaneously. We emphasize that these conditions are sufficient but not necessary.
In general a higher order system is stable if all impulse responses $h_n(i_1,\ldots,i_n)$, necessary to describe the system under consideration, are absolutely summable.

An example

As an example, consider the system as depicted in Figure 5. All switches are synchronously closed at the instants $mT$ ($m$ integer).

![Figure 5: A second order sampled-data nonlinear continuous system.](image)

The continuous subsystems $a(t)$ and $b(t)$ are given by

$$
a(t) = e^{-at} \quad t \geq 0 \quad \alpha, \beta > 0.
$$

$$
b(t) = e^{-bt}
$$

Supposing $T = 1$, the related discrete subsystems are given by means of

$$
a(m) = e^{-\alpha m} \quad m \geq 0.
$$

$$
b(m) = e^{-\beta m}
$$

From this the overall system impulse responses are found, using (16) and (21)

$$
h_1(i) = \sum_{r=0}^{i} e^{-br} e^{-a(i-r)}
$$

$$
h_2(i,j) = \min(i,j) \sum_{r=0}^{\min(i,j)} e^{-br} e^{-a(i-r)} e^{-\alpha(j-r)}
$$

If we want to answer the question of stability, as far as the first order term goes, we have to look at the series
By means of d'Alembert's ratio test \[8\] it is easy to see that both series of (38) converge and thus the first order impulse response is absolutely summable. Let us now consider the second order term

\[
\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \left| \sum_{r=0}^{\infty} e^{-i\alpha} e^{-j\beta} \right| = \\
= \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \left| e^{-i\alpha} e^{-j\beta} \right| \leq \frac{1}{1 - e^{2\alpha}} \left\{ \sum_{i=0}^{\infty} e^{-i\alpha} + \sum_{j=0}^{\infty} e^{-j\beta} \right\}, \quad \alpha \neq \beta. \tag{39}
\]

The general term of both series of (39) tends to zero if \(i\) and \(j\) go to infinity. This is Stolz's necessary and sufficient condition for the convergence of double series \[8\]. Now it is concluded that the system as given in Figure 5 is stable because it is shown that both conditions (31) and (34) are satisfied.

VII. Higher dimensional \(z\)-transform description of nonlinear discrete systems

Define the two-dimensional \(z\)-transform as

\[
X_2(z_1, z_2) = \sum_{m_1} \sum_{m_2} x_2(m_1, m_2) z_1^{-m_1} z_2^{-m_2}, \tag{40}
\]

then the inverse transform is given by \[2\]
where $C_1$ and $C_2$ are contours within the region of convergence of $X(z_1,z_2)$. Recalling (3) and (4) an artificial variable is introduced in (15) such that this equation is rewritten as [6]

$$y_2(m_1,m_2) = \sum_{i,j} b(r) a(i-r) a(j-r) x(m_1-i)x(m_2-j) = \sum_{i} b(r) \sum_{i} a(i-r) x(m_1-i) \sum_{j} a(j-r) x(m_2-j) .$$ (42)

Taking the two-dimensional z-transform of (42) yields

$$Y_2(z_1,z_2) = \sum_{m_1} \sum_{m_2} \sum_{r} b(r) \sum_{i} a(i-r) x(m_1-i) z_1^{-m_1} .$$

Substituting into this equation the new variables

$$p \triangleq i - r$$
$$q \triangleq j - r ,$$ (44)

gives

$$Y_2(z_1,z_2) = \sum_{m_1} \sum_{m_2} \sum_{r} b(r) \sum_{i} a(p) x(m_1-r-p) z_1^{-m_1} .$$ (45)

Introduce the variables

$$n_1 \triangleq m_1 - r$$
$$n_2 \triangleq m_2 - r .$$ (46)

This changes (45) as follows
We have now developed an input output relation in the two-dimensional $z$-domain, of a second order power system. This relation is in its general form written as

\[ Y_2(z_1,z_2) = \sum_{r} b(r) \sum_{n_1} a(p) x(n_1-p) z_1^{-n_1-r} = \sum_{n_2} a(q) x(n_2-q) z_2^{-n_2-r} = \sum_{r} b(r)(z_1 z_2)^{-r} \sum_{n_1} a(p) x(n_1-p) z_1^{-n_1} = \sum_{n_2} a(q) x(n_2-q) z_2^{-n_2} = B(z_1 z_2) A(z_1) A(z_2) X(z_1) X(z_2) . \] (47)

In the given example of Figure 5 the second order system function reads

\[ H_2(z_1,z_2) = B(z_1 z_2) A(z_1) A(z_2) . \] (49)

The first order system function of this example is readily found by applying (4) to (37). This yields

\[ H_1(z) = A(z) B(z) . \] (50)

For $A(z)$ and $B(z)$ we have

\[ A(z) = \sum_{m=0}^{\infty} e^{-\alpha m} z^{-m} = \frac{z}{z - e^{-\alpha}} \] \[ B(z) = \sum_{m=0}^{\infty} e^{-\beta m} z^{-m} = \frac{z}{z - e^{-\beta}} . \] (51)
Substituting these expressions into (49) and (50) gives

\[ H_1(z) = \frac{z^2}{(z-e^{-\alpha})(z-e^{-\beta})}, \]

\[ H_2(z_1, z_2) = \frac{z_1 z_2}{z_1 z_2 - e^{-\alpha}} \frac{z_1}{z_1 - e^{-\alpha}} \frac{z_2}{z_2 - e^{-\alpha}}. \]

For arbitrary higher order systems we define the \( n \)-dimensional \( z \)-transform (see [6], [7] and [9])

\[ X(z_1, \ldots, z_n) = \sum_{m_1} \cdots \sum_{m_n} x_n(m_1, \ldots, m_n) z_1^{-m_1} \cdots z_n^{-m_n}, \]

with the inverse transform

\[ x_n(m_1, \ldots, m_n) = \frac{1}{(2\pi j)^n} \oint_{C_1} \cdots \oint_{C_n} X(z_1, \ldots, z_n) z_1^{-m_1} \cdots z_n^{-m_n} \, dz_1 \cdots dz_n, \]

with \( C_1, \ldots, C_n \) contours within the region of convergence of \( X(z_1, \ldots, z_n) \).

An \( n \)th order system is defined by a set of system functions \( \{H_1(z), H_2(z_1, z_2), \ldots, H_n(z_1, \ldots, z_n)\} \). From the definitions it will be clear that the higher order system functions \( H_i(z_1, \ldots, z_i) \) are the \( i \)-dimensional \( z \)-transforms of the higher order impulse responses \( h_i(m_1, \ldots, m_i) \) and the other way around, i.e.

\[ H_i(z_1, \ldots, z_i) = \sum_{m_1} \cdots \sum_{m_i} h_i(m_1, \ldots, m_i) z_1^{-m_1} \cdots z_i^{-m_i}, \]

and

\[ h_i(m_1, \ldots, m_i) = \frac{1}{(2\pi j)^i} \oint_{C_1} \cdots \oint_{C_i} H_i(z_1, \ldots, z_i) z_1^{-m_1-1} \cdots z_i^{-m_i-1} \, ds_1 \cdots ds_i. \]

Finding the output \( \{y(m)\} \) of such a system at a given input \( \{x(m)\} \) goes, along a similar four step procedure as given in Section IV, as follows
1) Calculate the z-transform $X(z)$ of the input sequence $\{x(m)\}$.

2) Construct the set of $n$ functions

$$Y_i(z_1, \ldots, z_i) = H_i(z_1, \ldots, z_i) \prod_{j=1}^{i} X(z_j) \quad i = 1, \ldots, n$$

of the $n$th order system.

3) Calculate the inverse transforms $\{y_i(m_1, \ldots, m_i)\}$ of (57).

4) The output $\{y(m)\}$ is found by means of

$$y(m) = \sum_{i=1}^{n} y_i(m, \ldots, m).$$

Here we meet the same difficulty as in the continuous case, namely the need for extensive tables for multi-dimensional z-transforms as needed in step 3) of the procedure. But again, since we are only interested in $y_i(m_1, \ldots, m_i) = y_i(m, \ldots, m)$, the association of variables is possible, as will be shown in Section IX, and thus the difficulty mentioned above can be avoided.

VIII. Properties of the system functions

In Section VI it has been shown that a sufficient condition for the stability of a system is that the impulse response function of any order is absolutely summable. Moreover, it has been shown, that it is always allowed to assume that the impulse responses are symmetrical in all variables. From (55) it follows that the system functions $H_i(z_1, \ldots, z_i)$ have the same property. If a system function is not symmetrical it can always be written in a symmetrical form as follows

$$[H_i(z_1, \ldots, z_i)]_{\text{symm}} = \frac{1}{i!} \left[ \sum_{j} H_i^{\cdot \cdot \cdot}(\ldots) \right],$$

where the summation over $j$ extends over all possible permutations of the $i$ variables $z_1, \ldots, z_i$. For the case $i=3$ this means
\[ [H_3(z_1, z_2, z_3)]_{\text{symm.}} = \frac{1}{6} \left( H_3(z_2, z_1, z_3) + H_3(z_1, z_2, z_3) + H_3(z_3, z_1, z_2) + H_3(z_1, z_3, z_2) + H_3(z_2, z_3, z_1) + H_3(z_3, z_2, z_1) \right). \]

(60)

The impulse response functions can be symmetrized in the same way. For the sake of simpler notation the unsymmetrical form is often preferred.

Assuming that the sufficient conditions for stability are satisfied, we shall derive analytic properties of the system functions. Let us consider a second order system, then we have

\[ |H_2(z_1, z_2)| = \left| \sum_{m_1} \sum_{m_2} h_2(m_1, m_2) z_1^{-m_1} z_2^{-m_2} \right| \leq \sum_{m_1} \sum_{m_2} |h_2(m_1, m_2)| \cdot |z_1^{-m_1}| \cdot |z_2^{-m_2}|. \]

(61)

Because of (34), and if causality is assumed, the system function \( H_2(z_1, z_2) \) is analytic outside and on the unit circles, i.e.

\[ |z_1|, |z_2| \geq 1. \]

(62)

Of course this property is also valid for higher dimensions, so that in (56) the unit circle can serve as contour for all integrations.

**IX. Association of variables**

As indicated in Section VII the use of tables of multidimensional z-transforms is avoided by a technique named 'association of variables' [3], [5], [7] and [9]. This technique reduces the multidimensional z-transform to a one-dimensional z-transform, which is transformed back to the time domain by means of a one-dimensional z-transform table or the integral (54) with \( n=1 \). Back transforming the \( n \)-dimensional z-transform \( Y_n(z_1, \ldots, z_n) \) results in a function \( y_n(m_1, \ldots, m_n) \) of \( n \) variables in the time domain. For time-invariant systems one is only interested in the function of one time variable \( y_n(m, \ldots, m) \),
where \( m_1 = m_2 = \ldots = m_n = m \). Consider the two-dimensional transform given by (41), evaluated for \( m_1 = m_2 = m \)

\[
y_2(m) = y_2(m, m) = \frac{1}{(2\pi j)^2} \frac{1}{C_1} \oint_{C_2} Y_2(z_1, z_2) z_1^{m-1} z_2^{m-1} dz_1 dz_2 . \tag{63}
\]

Let

\[
a_1 = zu^{-1} \\
\ z_2 = u \\
\ dz_1 dz_2 = u^{-1} du dz .
\]

Substituting (64) into (63) yields

\[
y_2(m) = \frac{1}{(2\pi j)^2} \frac{1}{C_1} \oint_{C_2} Y_2(zu^{-1}, u) z^{-1} u^{-1} du dz = \\
\quad = \frac{1}{2\pi j} \oint_{C_1} \left[ \frac{1}{2\pi j} \oint_{C_2} Y_2(zu^{-1}, u) u^{-1} du \right] z^{-1} dz . \tag{65}
\]

The integral between the brackets reduces the two-dimensional \( z \)-transform to a one-dimensional \( z \)-transform, whereas the contour integral along \( C_1 \) represents in fact the one-dimensional inverse transformation of the \( z \)-transform in the brackets. It is the operation between the brackets that is called the 'association of variables' and reads for the two-dimensional case

\[
\Gamma_2[Y_2(z_1, z_2)] \triangleq \frac{1}{2\pi j} \oint_{C_2} Y_2(zu^{-1}, u) u^{-1} du , \tag{66}
\]

where \( \Gamma_2[Y_2(z_1, z_2)] \) is the formal notation of the operation which reduces the two-dimensional \( z \)-transform to a one-dimensional \( z \)-transform. For systems satisfying the sufficient conditions for stability and excited by bounded and causal input sequences, the function \( Y_2(z_1, z_2) \) has no singularities outside \( C_1 \) (see Section VIII). Suppose that \( Y_2(z_1, z_2) \) has a singularity at \( z_1 = \alpha \), then \( |\alpha| < 1 \). Consider the function \( Y_2(zu^{-1}, u) \) and let us have a look
at the point \( z u^{-1} = a \). Because \(|a| < 1\) it follows that \(|u| > |z|\), which means that the function \( y(z u^{-1}, u) \) has no singularities inside \( C'_2 \) due to singularities inside \( C'_1 \) arising from the term \( z u^{-1} \)\([7]\).

In the \( n\)-dimensional case the operations \((63)-(65)\) are performed successively \( n-1\) times. This yields the general association formula \([7]\) and \([9]\)

\[
\Gamma_n[y_n(a_1, \ldots, a_n)] = \frac{1}{(2\pi i)^{n-1}} \oint_{C_{n-1}} \cdots \oint_{C_2} \frac{1}{\prod_{i=1}^{n-1} (z u^{-1}_i - e^{-\alpha})} y_n(z u^{-1}_1, \ldots, z u^{-1}_{n-1}, u_n) \, dz_1 \cdots dz_{n-1}.
\]

At integration along \( C'_l \) it should be kept in mind that there are no singularities within \( C'_l \) arising from singularities inside \( C'_{l-1} \). In \((67)\) the association is being given in a certain order, but the association can be performed in any arbitrary order. The \((n-2)\)-fold integral \((67)\) is readily evaluated by repeated application of the residue theorem.

**Example**

To illustrate the method, given in this section, we consider the system as depicted in Figure 5 and ask for the second order impulse response sequence, the \( z\)-transform of which is given by \((52)\). From \((52)\) we find

\[
H_2(s u^{-1}, u) = \frac{z}{z-e^{-\beta}} \frac{1}{s u^{-1} - e^{-\alpha}} \frac{u}{u-e^{-\alpha}}
\]

and

\[
\Gamma_2[H_2(s_1, z_2)] = \frac{1}{2\pi i} \oint_{C_2} \frac{z}{s-e^{-\beta}} \frac{1}{s u^{-1} - e^{-\alpha}} \frac{1}{e^{-\alpha}} u^{-1} du =
\]

\[
= \frac{z}{z-e^{-\beta}} \text{Res.}_{u=e^{-\alpha}} \left( \frac{1}{s u^{-1} - e^{-\alpha}} \frac{1}{u-e^{-\alpha}} u^{-1} \right) =
\]

\[
= \frac{z^2}{(z-e^{-\beta})(z-e^{-2\alpha})}.
\]
By means of the inverse one-dimensional $z$-transform integral, this expression is back transformed to the time domain. This gives

$$h_2(m) = \frac{1}{2\pi j} \oint C_1 \frac{z^2}{(z-e^{-\beta})(z-e^{-2\alpha})} z^{-m-1} dz =$$

$$= \text{Res.}_{z=e^{-\beta}} \left( \frac{z^{m+1}}{(z-e^{-\beta})(z-e^{-2\alpha})} \right) +$$

$$+ \text{Res.}_{z=e^{-2\alpha}} \left( \frac{z^{m+1}}{(z-e^{-\beta})(z-e^{-2\alpha})} \right) \frac{e^{-2\alpha m}}{1-e^{-2\alpha-\beta}} + \frac{e^{-\beta m}}{1-e^{-2\alpha+\beta}} . \quad (70)$$

An important rule connected with the association of variables, is given by

$$\Gamma_n [G(z_1, z_2, \ldots, z_n) Y_n (z_1, z_2, \ldots, z_n)] =$$

$$= G(z) \Gamma_n [Y_n (z_1, z_2, \ldots, z_n)] , \quad (71)$$

which is easy to verify by means of (67).

X. Cascading and inversion of nonlinear systems

Describing the overall system function of a cascade connection of linear systems is very easy. Linear system theory learns that one only needs to multiply the system functions of the constituting subsystems. For nonlinear systems matters are more complicated because of the interaction between the system functions of different order of the subsystems, as will be seen in the sequel. We shall calculate the first, second and third order terms, which are the most important ones for practical applications; of course, terms of higher order are derived in a similar way. Consider the cascade connection of Figure 6.

![Figure 6](image_url)
The input output relation for the subsystem \( K \) is denoted in the \( z \)-domain as follows

\[
P(z) = K_1(z)X(z) + \Gamma_2[K_2(z_1, z_2)X(z_1)X(z_2)] + \\
+ \Gamma_3[K_3(z_1, z_2, z_3)X(z_1)X(z_2)X(z_3)] , \tag{72}
\]

whereas this relation for the subsystem \( G \) is given by

\[
Y(z) = G_1(z)P(z) + \Gamma_2[G_2(z_1, z_2)P(z_1)P(z_2)] + \\
+ \Gamma_3[G_3(z_1, z_2, z_3)P(z_1)P(z_2)P(z_3)] . \tag{73}
\]

Substituting (72) into (73) gives us the input output relation of the cascade system \( H \)

\[
Y(z) = G_1(z)K_1(z)X(z) + G_1(z)\Gamma_2[K_2(z_1, z_2)X(z_1)X(z_2)] + \\
+ G_1(z)\Gamma_3[K_3(z_1, z_2, z_3)X(z_1)X(z_2)X(z_3)] + \\
+ \Gamma_2[G_2(z_1, z_2)\{K_1(z_1)X(z_1) + \Gamma_2[K_2(z_1, z_2)X(z_1)X(z_2)]\}_{z_1} + \ldots] + \\
. \{K_1(z_2)X(z_2) + \Gamma_2[K_2(z_1, z_2)X(z_1)X(z_2)]\}_{z_2} + \ldots\} + \\
+ \Gamma_3[G_3(z_1, z_2, z_3)\{K_1(z_1)X(z_1) + \ldots\}, \{K_1(z_2)X(z_2) + \ldots\} + \ldots] + \\
. \{K_1(z_3)X(z_3) + \ldots\}] + \ldots , \tag{74}
\]

where \( \Gamma_2[\ldots]_{z_1} \) means that the one-dimensional \( z \)-transform, resulting from the reduction by means of the association of variables, has to be evaluated at \( z=z_1 \); \( \Gamma_2[\ldots]_{z_2} \) means evaluating at \( z=z_2 \). From (74) it can directly be seen that

\[
H_1(z) = G_1(z)K_1(z) . \tag{75}
\]
Collecting the second order terms yields

\[ G_1(z)G_2[K_2(z_1, z_2)X(z_1)X(z_2)] + G_2[G_1(z_1, z_2)K_1(z_1)X(z_1)K_1(z_2)X(z_2)] = \]

\[ = G_2[G_1(z_1, z_2)K_2(z_1, z_2)X(z_1)X(z_2)] + G_2(z_1, z_2)K_1(z_1)K_1(z_2) \cdot X(z_1)X(z_2) \]  \hspace{1cm} (76)

In this latter equality use is made of rule (71) and it follows

\[ H_2(z_1, z_2) = G_1(z_1, z_2)K_2(z_1, z_2) + G_2(z_1, z_2)K_1(z_1)K_1(z_2) \]  \hspace{1cm} (77)

To find the third order term \( H_3(z_1, z_2, z_3) \) we collect the third order terms of (74)

\[ \Gamma_3[H(z_1, z_2, z_3)X(z_1)X(z_3)] = \]

\[ = G_1(z)\Gamma_3[K_3(z_1, z_2, z_3)X(z_1)X(z_2)] + \]

\[ + G_2[G_3(z_1, z_2)K_1(z_1)X(z_1)\Gamma_2[K_2(z_1, z_2)X(z_1)X(z_2)]_2] + \]

\[ + G_2[G_2(z_1, z_2)K_1(z_2)X(z_2)\Gamma_2[K_2(z_1, z_2)X(z_1)X(z_2)]_1] + \]

\[ + \Gamma_3[G_3(z_1, z_2, z_3)K_1(z_1)K_1(z_2)K_1(z_3)X(z_1)X(z_2)X(z_3)] \]  \hspace{1cm} (78)

Applying (71) to the first term of this expression yields \( \Gamma_3[G_1(z_1, z_2, z_3)] \).

\( K_3(z_1, z_2, z_3)X(z_1)X(z_2)X(z_3) \). Using the symmetry properties as discussed in Section VIII, the second and third term are shown to be equal. After addition of these terms it follows \( 2\Gamma_2[G_2(z_1, z_2)K_1(z_1)X(z_1)\Gamma_2[K_2(z_1, z_2) \cdot \cdot \cdot \cdot \cdot \cdot] \). This functional consists of two operators that reduce a two-dimensional \( z \)-transform to a one-dimensional \( z \)-transform. By means of the definition integral (67) for the association of variables it is shown that this term equals \( \Gamma_2[G_2(z_1, z_2, z_3)K_2(z_1, z_2)K_1(z_2)X(z_1)X(z_2)] \). Thus
for the system \( H \) the third order system function becomes

\[
H_3(z_1, z_2, z_3) = G_1(z_1, z_2, z_3)K_3(z_1, z_2, z_3) + \\
+ 2G_2(z_1, z_2, z_3)K_2(z_1, z_2)K_1(z_3) + G_3(z_1, z_2, z_3)K_1(z_1)K_2(z_2)K_3(z_3). \tag{79}
\]

It can be seen that the first order term of the cascaded system depends only on the first order terms of the constituting subsystems. The second order term of the overall system depends on the first and second order terms of the subsystems and the third order term of \( H \) results from the first, second and third order terms of \( G \) and \( K \). It appears to be a general rule that an \( n \)th order term of the cascade connection contains only terms of order \( n \) and lower of the constituting subsystems [10]. As an interesting exercise it is left to the reader to derive the system functions of the second order system of Figure 5 from the constituting first order systems and the squarer.

Once the formulae for cascading are derived, the inversion can be treated as a special case thereof. If the action of a system is, in a symbolic way, denoted by \( K \) and the action of a cascade connection by (see Figure 6)

\[
H = GK, \tag{80}
\]

then the inverse of a system \( K \) is denoted by \( K^{-1} \) and defined as

\[
K^{-1}K = 1. \tag{81}
\]

So the formulae for inversion are found by taking (75) equal to unity and (77) and (79) equal to zero and by solving the resulting equations for \( G \).

This leads to the inverse operators \( G = K^{-1} \) as follows

\[
G_1(z) = \frac{1}{K_1(z)}, \\
G_2(z_1, z_2) = \frac{-K_2(z_1, z_2)}{K_1(z_1)K_2(z_2)K_3(z_1, z_2)},
\]
We want to emphasize that none of these inverse system functions exists if the linear term $K_1(z)$ equals zero. It has been shown [10] and it is readily verified that the pre-inverses of a system are identical to the post-inverses.

XI. Measurement of the Volterra Kernels

In the preceding sections it was assumed that the multidimensional impulse response functions, or Volterra kernels, \( \{h_i(m_1, \ldots, m_d)\} \) were known. One can imagine situations where these functions are unknown. In these cases one would like to have a measuring procedure to find the kernels. Eykhoff [11] and Alper [12] gave a method based on excitation of the system by a stochastic process and the kernels follow from correlation measurements.

Because of the theoretical and practical difficulties of this procedure we shall discuss here a method based on the direct measurement of responses at deterministic input signals. The method is developed by Schetzen [13] for nonlinear continuous systems, but can, in a complete similar way, be applied to nonlinear discrete systems as is shown in the sequel.

The response of a system at an excitation by an input sequence \( \{x(m)\} \) is denoted by \( \{y(m)\} \). Let us consider a power system of the second order. Suppose that the system is excited by the sum of two input sequences \( \{x_1(m)\} \) and \( \{x_2(m)\} \). Then it follows from (17)

\[
G_3(z_1, z_2, z_3) = \frac{-K_3(z_1, z_2, z_3)K_1(z_1, z_3) + 2K_2(z_1, z_2, z_3)K_2(z_1, z_2, z_3)}{K_1(z_1)K_2(z_2)K_1(z_3)K_1(z_1, z_2, z_3)K_1(z_1, z_2, z_3)}. \quad (82)
\]

\[
G_3(z_1, z_2, z_3) = \frac{-K_3(z_1, z_2, z_3)K_1(z_1, z_3) + 2K_2(z_1, z_2, z_3)K_2(z_1, z_2, z_3)}{K_1(z_1)K_2(z_2)K_1(z_3)K_1(z_1, z_2, z_3)K_1(z_1, z_2, z_3)}. \quad (82)
\]

\[
G_3(z_1, z_2, z_3) = \frac{-K_3(z_1, z_2, z_3)K_1(z_1, z_3) + 2K_2(z_1, z_2, z_3)K_2(z_1, z_2, z_3)}{K_1(z_1)K_2(z_2)K_1(z_3)K_1(z_1, z_2, z_3)K_1(z_1, z_2, z_3)}. \quad (82)
\]
where in the last term use has been made of the fact that \( h_2(i,j) \) is symmetric in \( i \) and \( j \). Equation (83) is rewritten as

\[
y_2(m) x_1 x_2 = y_2(m) x_1 + y_2(m) x_2 + 2y_2(m) (x_1 x_2) ,
\]

where

\[
y_2(m) (x_1 x_2) = \sum_i \sum_j h_2(i,j)x_1(m-i)x_2(m-j) .
\]

For \( \{x_1(m)\} \) and \( \{x_2(m)\} \) we take respectively the unit impulse sequences \( \delta_{m0} \) and \( \delta_{mn} \), where \( \delta_{mn} \) is the Kronecker delta function

\[
\delta_{mn} = \begin{cases} 1 & \text{for } m = n \\ 0 & \text{for } m \neq n \end{cases}.
\]

From (85) it follows

\[
y_2(m) (\delta_{m0} \delta_{mn}) = h_2(m, m-n) .
\]

Substituting (87) into (84) yields

\[
h_2(m, m-n) = h_2(m, m-n) \delta_{m0} \delta_{mn} - y_2(m) \delta_{m0} \delta_{mn} - y_2(m) \delta_{mn} .
\]

Now the measuring procedure is clear and proceeds into the following steps.

1) Excite the system by the sequence \( \delta_{m0} \delta_{mn} \) and measure the response.

2) Excite the system by the sequence \( \delta_{m0} \) and measure the response.

3) Calculate from the result of step 2) the response at the excitation by \( \delta_{mn} \). Because the system is assumed to be time-invariant this is only a shift over an \( n \) units delay.

4) Subtract the responses of steps 2) and 3) from the response of step 1).

5) The second order kernel \( h_2(m, m-n) \) is found after dividing the result of step 4) by two.

Of course the procedure has to be repeated for all relevant values of \( n \) to
determine the second order kernel over the whole range of integers \( i \) and \( j \).

The method as given, results into \( h_2(m, m-n) \), i.e. the values of \( h_2(i,j) \) that are on the straight line \( j=i-n \) in the \( \{i,j\} \)-plane. For the full dimensioning of the kernel it suffices to determine the values on the diagonal and the upper left or lower right half of the \( \{i,j\} \)-plane. This because of the symmetry of \( h_2(i,j) \).

![Figure 7: The range of \( h(i,j) \) in the \( \{i,j\} \)-plane and the points on the line \( j=i-n \).](image)

In Figure 7 the range of \( i \) and \( j \) of a system with finite duration of the two-dimensional impulse response of length \( L \) is depicted, together with the points on the line \( j=i-n \).

If we are dealing with a second order polynomial system, the procedure as described above will still result into the second order kernel \( h_2(i,j) \). This can readily be seen, since from (20) it follows

\[
y_1(m) x_1 x_2 - y_1(m) x_1 - y_1(m) x_2 = 0
\]

(89)

The first order kernel of a second order polynomial system is obtained by establishing the impulse response of such a system being \( h_1(m) + h_2(m,m) \); once \( h_2(i,j) \) is known, \( h_1(i) \) is found by subtracting \( h_2(m,m) \) from the impulse response.

The given method is also valid for higher order systems. To obtain

\[
y_n(m) (x_1 \ldots x_n)
\]

use is made of the identity
The first term of this expression consists of the sum of all \( x \)'s raised to the power \( n \). In the second term, each term is the sum of \( (n-1) \) different \( x \)'s raised to the power \( n \). There are \( \binom{n}{n-1} \) terms of this type. Each term in the third term of (90) is the sum of \( (n-2) \) different \( x \)'s raised to the power \( n \). There are \( \binom{n}{n-2} \) such terms, etc. for all terms in (90). In such a way the function \( h_n(i_1, \ldots, i_n) \) is found, since the contribution of kernels of order less than \( n \) is zero. This follows from (23) and

\[
(x_1 + \ldots + x_n)^i - [(x_1 + \ldots + x_{n-1})^i]^+ \ldots + (-1)^{n-1}[x_1^n + \ldots + x_n^n] = 0
\]

for \( i = 1, \ldots, n-1 \). (91)

The validity of (91) is not shown here, but is found in [13]. A system of order \( n \) is fully determined by starting with the measurement of \( h_n(i_1, \ldots, i_n) \). Then the measurement can proceed for \( h_{n-1}(i_1, \ldots, i_{n-1}) \) by subtracting the contribution due to \( h_n \), etc. In this way all kernels are successively measured, starting with the kernel of the highest order.

**XII Synthesis**

The synthesis of circuits is a problem that is more difficult to solve than the analysis. This statement holds especially for the most general case. From the analysis it is most times possible to derive synthesis methods for specific cases. In this section we shall deal with two such cases. The methods will be outlined for second order power systems and since the generalization to higher order is quite straightforward, this is being left to the reader.

For the first case we repeat Equation (49) here

\[
n!x_1^n \ldots x_n^n = (x_1 + \ldots + x_n)^n - [(x_1 + \ldots + x_{n-1})^n]^+ \ldots + [(x_1 + \ldots + x_{n-2})^n]^+ \ldots + (-1)^{n-1}[x_1^n + \ldots + x_n^n] \quad (90)
\]
\[ H_2(z_1, z_2) = B(z_1, z_2)A(z_1)A(z_2). \] (92)

From Figure 5 it follows that a system with this kind of transfer function can be represented as two linear systems, separated by a squaring device as depicted in Figure 8.

![Figure 8: Synthesis of a second order system, whose system function is decomposed as \( B(z_1, z_2)A(z_1)A(z_2) \).](image)

From this it follows that a second order function that can be decomposed like (92), is synthesized as given by Figure 8, namely a linear system \( A(z) \) followed by a squarer and this followed by a second linear system \( B(z) \).

![Figure 9: Synthesis of a second order kernel.](image)
The second method is more general, its only limitation being that it leads to realizations with a finite impulse response (FIR). To show the method, Equation (17) is repeated here

\[ y_p(m) = \sum_{i} \sum_{j} h_p(i,j)x(m-i)x(m-j) \]  

(93)

It is easy to verify that the circuit of Figure 9 realizes this function. The boxes with the label 'z\(^{-1}\)' represent delay devices, which give one unit delay.

The scheme is further simplified by using the symmetry property of \( h_p(i,j) \). The lower left or upper right part of the weighting coefficients and multipliers is then omitted. The diagonal elements remain unchanged, but the other weighting coefficients get twice the value of the scheme of

![Figure 10](image-url)  

*Figure 10: The simplified realization scheme of a second order kernel.*
Figure 8. In fact, one delay line suffices, because the information of the second delay line is also present in the first one. We then get the scheme of Figure 10.

The limitation of finite impulse response is rather theoretical than practical.

In Section VI it was shown that for stable systems

\[ \lim_{i,j \to \infty} h(i,j) = 0. \quad (94) \]

So in practical situations the system is approximated by a FIR system of a satisfactory length.

XIII. The equalization of a nonlinear digital communication channel

An important application of the theory given in this report is the equalization of nonlinear digital communication channels. Such channels can be considered as discrete-time (sampled data) systems. We implemented a system as given in Fig. 11.

![Figure 11: The simulated communication channel.](image)

The input of this system is driven by a binary random sequence of rectangular pulses of duration 80 \( \mu \)sec at a rate of 12.5 kb/s, and the output is synchronously sampled. Because the linear transfer functions \( H_1(\omega) \) and \( H_2(\omega) \) are not well defined the time-discrete transfer functions of the overall system are measured by means of the method given in
Section XI. The results are

\[ G_1(z) = 0.2^0 + 0.168z^{-1} + 0.12z^{-2} + 0.048z^{-3} + 0.018z^{-4} + 0.008z^{-5}, \]

\[ G_2(z_1, z_2) = 0.0448z_1^{-1}z_2^{-1} + 0.0264z_1^{-2}z_2^{-2} + 0.01z_1^{-3}z_2^{-3} + 0.004z_1^{-4}z_2^{-4} + 0.0018z_1^{-5}z_2^{-5} + 0.0156z_1^{-4}z_2^{-4} + 0.00083z_1^{-3}z_2^{-3} + 0.00183z_1^{-3}z_2^{-3} + 0.00083z_1^{-4}z_2^{-4} \]

Due to the dispersion of the system the several information carrying pulses overlap at the output of the system. This phenomenon is called intersymbol interference. Removing this disturbance is called equalization and is reached by cascading the system with another system such that the cascade connection has a transfer function equal to unity. In fact this means that we have to look for the inverse system as has been treated in Section X.

For the system functions given by (95) the inverses \( K_1(z), K_2(z_1, z_2) \) and \( K_3(z_1, z_2, z_3) \) according to (82) are calculated. The inverse system has been realized by means of a four stage shift register, a set of "and"-gates forming the multipliers and a resistor matrix, forming the weighting coefficients. This network is used as a pre-inverse system. The quality of the equalization is shown in Figure 12, where the eye pattern [14] of the equalized system is given together with the unequalized one. As an intermediate result the eye pattern of the system with the linear equalization is also shown.

It is seen that the nonlinear functions \( K_2(z_1, z_2) \) and \( K_3(z_1, z_2, z_3) \) give a substantial contribution to the equalization. For a detailed description of the system and the equalization we refer to [15].
a - The eye pattern of the unequalized system.

b - The eye pattern in the case of linear equalization.

c - The eye pattern of the equalized system.
XIV. Concluding remarks

It has been shown that many aspects of nonlinear continuous systems can be treated in a similar way for nonlinear discrete-time systems. Not all questions have been answered and the treatment is by no means complete; for instance, neither the problems of stochastic input signals have been dealt with nor has the question of the convergence of the Volterra series been considered.

The purpose of this report is to gather the introductory material on nonlinear discrete-time systems as far as it is indispensable for the equalization of nonlinear digital communication channels. In [16] an extensive bibliography is found, which can serve as a guideline for further reading.

From the reported experiments it follows that the theory as treated in this report is sufficiently and serves quite well to be able to equalize a nonlinear communication channel.
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