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Summary.

This report deals with the provisional electrical design of an antenna suitable for satellite communications in the frequency band of 3,700 - 4,200 Mc/s for receiving, and 5,900 - 6,400 Mc/s for transmitting.

It is shown that with respect to noise properties an antenna according to the cassegrain principle is more favourable than the focal point fed paraboloid.

In chapter 3 the properties of the cassegrain antenna are discussed in detail. Much attention is paid to the blocking and diffraction problems. Analytical expressions are deduced to calculate the decrease in antenna efficiency caused by blocking and diffraction. A measuring arrangement is set up to measure the diffraction effects at the subreflector. It appears that the angular aperture has practically no influence on the performance of the antenna.

A theoretical treatment is given of the loss of energy due to blocking and means are discussed to minimise this blocking energy by introducing some irregularities in the surface of the subreflector. The noise properties of the cassegrain antenna are also studied in detail.

In chapter 4 the requirements are explained with regard to the feed. Various patterns of feeds that could be used in the final antenna system are shown.

Chapter 6 deals entirely with shaped reflector systems. Analytical expressions and solutions are given. It is pointed out that with shaped reflectors low spillover losses and high aperture efficiencies can be obtained.

In the last chapter a provisional design of an antenna suitable for satellite communications is proposed. It appears that the diameter of the main reflector should be at least 27 metres to meet the specification.
1. Introduction

An antenna for a satellite communication groundstation has to meet very high standards. Apart from the required antenna gain, which can only be realised by apertures of 25 meter diameter or more, the need for low noise is essential as well. Noise is introduced by the microwave receiver itself and further contributions arise from losses in the waveguides, diplexers, etc. Moreover the noise is increased by thermal radiation from the sky and also via side lobes and back radiation from the ground. Especially the contribution due to ground radiation is critical, as the ground can usually be regarded as a thermal source of 290° K, while the sky radiates at an average temperature of only 10° K.

It has become common practice in satellite communications to introduce the "figure of merit", which is defined as the ratio of antenna gain G and the system noise temperature T. This G/T ratio therefore depends not only on the reflector system and feed but also on the environment in which the antenna operates, the elevation of the antenna and the noise in the rest of the receiver system.

The remarks above apply not only to the use of the antenna for reception purposes but to some extent also to that of transmitting purposes. As a matter of fact, a high antenna gain is also wanted in the latter case, while the radiation in unwanted directions must be low, to avoid interference with stations operating on the same frequency. Low side lobes are therefore essential as well. In case the antenna gain is too low for transmission, the transmitter power can be increased to some extent, so that the antenna gain is not so critical for transmission as for reception purposes.
2. Possible approaches for satellite communication ground station antennas

The simplest solution to meet the very high requirements of antenna gain in the frequency band of 4,000 – 6,000 Mc/s is found in paraboloid reflectors with a diameter of 25 meters or more.

A possible arrangement is what is known as front-fed paraboloid with the primary source at the focus. This arrangement was selected for satellite communication in Goonhilly (lit. 1, 2), but the aperture illumination had to be sacrificed to low noise operation. Moreover, it is found inconvenient to locate low noise receivers at the focus, and long waveguides have to be used, resulting in losses. These losses form a major contribution to the system noise.

A means of overcoming the difficulties is found in the cassegrain arrangement (lit. 3, 4, 5, 6), where a second focus is introduced near the main dish by a secondary hyperboloid reflector. The primary feed and low noise receiver can thus be placed near the vertex of the dish, keeping the waveguide losses as low as possible. The spillover from the primary feed along the secondary reflector is now mainly directed towards the cold sky, reducing the antenna temperature.

Systems with two reflectors offer various possibilities. Instead of a hyperboloid subreflector an ellipsoid subreflector can be used (gregorian system); other arrangements where slight modifications in the cassegrain principles are introduced, are discussed by several authors (lit. 7, 8, 9).

All these antennas can meet the G/T specifications for satellite communication of 40.7 dB at 4,000 Mc/s. However, great difficulties are being met in the keeping the spillover low along the subreflector and at the same time in obtaining high aperture efficiency.
Better results may be expected by a two reflector system with shaped surfaces. This system is very similar to the cassegrain system but the main reflector and subreflector are no longer true paraboloid and hyperboloid, respectively (lit. 10, 11, 12).

Theoretically the latter modified cassegrain arrangement enables an aperture efficiency of 100% to be obtained as the main reflector is illuminated uniformly. Moreover, it is permissible to have a subreflector edge illumination in excess of -20 dB, thus reducing the noise attended with spillover to a considerable extent. Further details and the electrical properties of existing or planned antennas for ground stations can be found in a recent report (lit. 13).

The antenna design discussed in the present paper is based on the modified cassegrain antenna. Moreover, the report contains several calculations and recommendations which apply to the true as well as to the modified cassegrain system.
3. The classical cassegrain antenna system

3.1. Introduction

In 1672, the French optician Cassegrain invented a telescope consisting of two reflectors. This type of telescope has been used by astronomers for a long time, and even very recently a new telescope was built according to his principle (lit. 14). The application of the cassegrain system to microwave antennas is, however, of only recent date (lit. 3).

The classical form of the cassegrain system is shown in Fig. 3.1. The system employs a main dish which is a paraboloid and an auxiliary reflector, or subdish, with a hyperbolic contour. One of the foci, P₁, is the real focal point of the system and is located near the main dish. The other focus, P₂, is a virtual focal point located at the focus of the paraboloid. When the primary feed is situated at the focus P₁ and the secondary reflector is illuminated, the waves are reflected in accordance with ray optics.

On reaching the main dish, the waves are again reflected in accordance with ray optics, and because of the antenna geometry employed, the rays emerge parallel, with a plane wave front, forming a collimated beam.

At radio frequencies, however, a theoretically analysis of the scattered power from the hyperboloid subreflector may not be carried out using rays optics, because spillover and diffraction effects are unexplained by optical approximations. A further limitation of cassegrain systems is the blocking of the aperture by the subdish and the subdish support legs.

It is the purpose of this chapter to explain and calculate various effects with regard to antenna efficiency (by means of analytical expressions) and to outline the design principles. Moreover, its advantages and limitations will be discussed and compared with front-fed paraboloids.
3.2. Geometrical and optical relations

The equation of the paraboloid (Fig. 3.1) in polar coordinates is

\[ \rho_2 = \frac{2F}{1 + \cos \varphi_2} = \frac{2F}{\cos^2 \frac{1}{2} \varphi_2} . \] (3.1)

Also from the geometry of Fig. 3.1,

\[ \sin \varphi_2 = \frac{r}{\rho_2} , \]

so that Eq. 3.1 can be written as

\[ r = 2F \tan \frac{1}{2} \varphi_2 . \] (3.2)

The equations of the hyperboloid in polar coordinates are

\[ \rho_1 = \frac{-f(e^2-1)}{2e(-e \cos \varphi_1 + 1)} \] (3.3a)

and

\[ \rho_1' = \frac{f(e^2-1)}{2e(e \cos \varphi_1 + 1)} . \] (3.3b)

Combining Eq. 3.2 with Eqs. 3.3 we obtain

\[ r_s = \frac{-f(e^2-1)}{2e(-e \cos \varphi_1 + 1)} \sin \varphi_1 \] (3.4a)

and

\[ r_s = \frac{-f(e^2-1)}{2e(e \cos \varphi_1 + 1)} \sin \varphi_2 \] (3.4b)

A well-known relation in a hyperboloid is

\[ \tan \frac{1}{2} \varphi_1 = \frac{e-1}{e+1} \tan \frac{1}{2} \varphi_2 ; \] (3.5)

where e is the hyperboloid eccentricity.
Another relation can be found by combining Eq. 3.4b and Eq. 3.5 and eliminating the eccentricity, giving

\[ \cot \psi_1 + \cot \psi_2 = \frac{2f}{D_e} \]  

(3.6)

where \( \psi_1 \) and \( \psi_2 \) are the maximum angles from the horizontal axis to the rays from the feed and paraboloid focus respectively.

Potter (lit. 15) indicates the relationship between the gain function of the primary feed and the hyperboloid gain function

\[ G_1(\psi_1) \sin^2 \psi_1 = G_2(\psi_2) \sin^2 \psi_2 \]  

(3.7)

where \( G_1(\psi_1) \) is the gain function of the primary feed and \( G_2(\psi_2) \) the hyperboloid gain function, both functions being circularly symmetrical. Eq. 3.4b, Eq 3.5 and Eq. 3.7 are represented graphically by the figures 3.2, 3.3 and 3.4 respectively.

3.3. The antenna gain

Silver (lit. 16, p.192) has calculated the secondary field pattern of a radiating circular symmetrical aperture obtaining

\[ E(\theta) = \frac{2\pi}{\lambda} \int_0^{4D} E(r) \cdot J_0\left(\frac{2\pi}{\lambda} r \sin \theta\right) r \, dr \]  

(3.8)

at unit distance, where \( E(r) \) is the aperture illumination and \( J_0\left(\frac{2\pi}{\lambda} r \sin \theta\right) \) the Bessel function of zero order. This expression is only valid for small angles \( \theta \). Afifi (lit. 17) has found that the angle for which Eq. 3.8 holds should not exceed 5°. The maximum intensity of the main lobe is found by substituting \( \theta = 0 \) in Eq. 3.8. See also Fig. 3.5 for the coordinate system employed.

To obtain a better insight in the relationship between the secondary field pattern and the gain function of the primary feed, the aperture illumination function \( E(r) \) in Eq. 3.8 is replaced by \( G_1(\psi_1) \) or \( G_2(\psi_2) \). It makes no difference which gain function is used as, according to Eq. 3.7, they are interrelated. Silver (lit. 16, p. 419) has found that
\[ E(r) = 2 \left( \frac{\mu}{c} \right)^{\frac{1}{2}} P_T \frac{1}{4\pi} \frac{1}{r^2} \left( \frac{G_2(\phi_2)}{\phi_2} \right)^{\frac{1}{2}}, \quad (3.9) \]

\( P_T \) being the total power radiated by the feed. By Eqs. 3.1, 3.2 and 3.7 we obtain

\[ E(r) = 2 \left( \frac{\mu}{c} \right)^{\frac{1}{2}} P_T \frac{1}{4\pi} \frac{1}{r^2} \left( \frac{G_2(\phi_2)}{F} \right)^{\frac{1}{2}} \cdot \cos^2 \frac{1}{2} \phi_2 \]

or

\[ E(r) = 2 \left( \frac{\mu}{c} \right)^{\frac{1}{2}} P_T \frac{1}{4\pi} \frac{1}{r^2} \left( \frac{G_1(\phi_1)}{F} \right)^{\frac{1}{2}} \cdot \cos^2 \frac{1}{2} \phi_1 \cdot e^{-1} e^{1} \cdot \]

\[ (3.10) \]

From Eq. 3.10 it will be recognised that a cassegrain reflector system can be replaced by a front-fed paraboloid having a focal length of

\[ F = F \cdot e^{1} e^{-1}. \quad (3.11) \]

Substituting Eqs. 3.2 and 3.10 in Eq. 3.8 this equation becomes

\[ E(\theta) = j \left[ 2 \left( \frac{\mu}{c} \right)^{\frac{1}{2}} P_T \frac{1}{4\pi} \right]^{\frac{1}{2}} \cdot \frac{nD}{\lambda} \cot \frac{\psi_1}{2} \int_0^{\psi_1} G_1(\phi_1) \frac{1}{2} J_0 \left( \frac{nD}{\lambda} \cot \frac{\psi_1}{2} \right) \cdot \tan \frac{1}{2} \phi_1 \sin \theta, \tan \frac{1}{2} \phi_1 d \phi_1. \quad (3.12) \]

The maximum intensity for \( \theta = 0 \) is now found to be

\[ E(0) = j \left[ 2 \left( \frac{\mu}{c} \right)^{\frac{1}{2}} P_T \frac{1}{4\pi} \right]^{\frac{1}{2}} \cdot \frac{nD}{\lambda} \cot \frac{\psi_1}{2} \int_0^{\psi_1} G_1(\phi_1) \frac{1}{2} \tan \frac{1}{2} \phi_1 d \phi_1. \quad (3.13) \]

The power per unit solid angle \( P(0,0) \) radiated in the forward direction is now given by

\[ P(0,0) = \frac{1}{2} (\frac{\mu}{c})^{\frac{1}{2}} \left| E(0,0) \right|^2 \]

and the antenna gain by

\[ G = \frac{4\pi}{P_T} \cdot P(0,0). \quad (3.14) \]
An equation for the antenna gain is now found similarly to Silver's calculations (lit. 16, p. 425)

\[
G = \left( \frac{n D}{\lambda} \right)^2 \cot^2 \frac{\psi_1}{2} \left[ \int_0^{\varphi_1} \left[ G_1(\psi_1) \right]^{\frac{1}{2}} \tan \frac{1}{2} \psi_1 \, d\psi_1 \right]^2 \tag{3.15}
\]

The factor \( G_0 = \left( \frac{n D^2}{\lambda} \right) \) is the gain of a uniformly illuminated constant phase aperture; the rest is the antenna efficiency

\[
G_0 = \cot^2 \frac{\varphi_1}{2} \left[ \int_0^{\varphi_1} \left[ G_1(\varphi_1) \right]^{\frac{1}{2}} \tan \frac{1}{2} \varphi_1 \, d\varphi_1 \right]^2 \tag{3.16}
\]

For cassegrain reflector systems Eq. 3.15 has to be modified decreasing the antenna gain and efficiency (Sec. 3.6).

### 3.4 Aperture Blocking

#### 3.4.1. Introduction

A limitation of cassegrain systems is the blocking of the aperture by the subdish and support legs. These limitations are less severe in front fed paraboloids as the feed which causes blocking in this case as well, is mostly much smaller than the subreflector. Moreover, the subreflector support legs can be made much thinner. Usually, the shadows of the obstacles on the aperture are determined by ray optics, not taking into account the effects by diffraction. Corrections due to diffraction are mostly introduced afterwards as they play an important part in determining the antenna temperature.

In a cassegrain system plane and spherical wavefronts are found. It is explained in Sec. 3.4.2. that each of these wavefronts gives a different contribution to the shadow of the obstacles on the aperture. Consequently, these parts of the aperture are not illuminated, resulting in the following effects:

(a) Decrease of the antenna gain; this effect can be expressed by the relative blocking coefficient \( \eta_B \), where \( \eta_0 \) is the efficiency of the unblocked aperture.
(b) Increase of the side lobe of the antenna pattern. Different contributions are introduced by the obstacles. The contribution by the subreflector will be circularly symmetrical, while the contribution by the subreflector support legs is more typical the radiation of a rectangular aperture distribution. (c) Increase of the noise temperature of the antenna, as energy is spread from the main beam to the side lobes, if these side lobes are directed towards sources with a high noise temperature.

3.4.2. Calculations of aperture blocking

Fig. 3.6 shows a half cross-section of a two reflector system with one support leg. In this figure $\psi_2$ is the angular aperture and $P_2$ is the distance, between the focal point of the paraboloid and the edge of the main reflector. Fig. 3.7 is obtained by constructing a tangent plane to a cone formed by main dish and subdish and with the vertex in the focus. The shadow length $l$ on the main dish and the width $w$ of the support legs are small compared with the dimensions of the two dishes. Therefore, the tangent plane will contain both $w$ and $l$.

Fig. 3.8a shows shadows on the aperture obtained by projecting the subreflector and support legs on the aperture by a plane wave, perpendicular to the aperture. The shadow in Fig. 3.8b is formed by projecting the support legs on the aperture by a spherical wave. The phase centre of this spherical wave is the focus $P_2$. The shadow length $l$ can be found from Figs. 3.6 and 3.7, thus

$$\rho_1 = \frac{D_2}{2 \sin \psi_2},$$

(3.17)

$\rho_1$ being the distance between the focal point and the edge of the subreflector. Further,

$$\tan \alpha = \frac{w}{2 \rho_1} = \frac{w}{D_2} \sin \psi_2.$$  

(3.18)

The angle $\alpha$ is also determined by

$$\tan \alpha = \frac{1}{2 \rho_2}.$$  

(3.19)
Combining Eq. 3.18 and Eq. 3.19 we have

$$\frac{1}{2} = \frac{w \cdot p_2 \sin \psi_2}{D_s} \cdot (3.20)$$

Substituting Eq. 3.20 in the equation for the paraboloid, Eq. 3.1, we obtain

$$\frac{1}{2} = \frac{2F \cdot w}{D_s} \cdot \sin \frac{\psi_2}{1 + \cos \psi_2},$$

or

$$\frac{1}{2} = \frac{2F \cdot w}{D_s} \cdot \tan \frac{1}{2} \psi_2 \cdot (3.21)$$

Substituting Eq. 3.2 in the preceding relation we obtain finally the working formula

$$l = w \cdot \frac{D}{D_s} \cdot (3.22)$$

If the support legs are fixed to the main dish at a distance

$$(1 - t)D_2$$

from the axis of the cone, the angle $\beta$ is found in Fig. 3.8c.

$$\tan \frac{1}{2} \beta = \frac{w}{t \cdot D} \cdot \left[ \frac{D}{D_s} - 1 \right] \cdot (3.23)$$

The projection of the support legs by the spherical wave is very similar to a trapezoid. However, Wested (lit. 21) has found that the non parallel sides are not straight lines but circular arcs. In spite of this very small inaccuracy Wested used the trapezoid approximation, as it simplifies the calculations considerably.

3.4.3. The power balance of the blocked aperture

If there is no spillover around the edge of the subreflector and all the power $P_T$ which is radiated by the feed is intercepted by the subreflector, the power reradiated by the aperture is found by subtracting the power blocked $P_B$ by the obstacles from the total power $P_T$. 
Let the coordinates of a point in the aperture be \((\xi, \eta)\) and the electrical field over the aperture \(E(\xi, \eta)\). The total power radiated by the non-blocked aperture is according to Silver (lit. 16, p. 177)

\[
P_T = \frac{1}{\mu} \left(\frac{e}{h}\right)^{\frac{1}{2}} \int_A \left| E(\xi, \eta) \right|^2 d\xi \cdot d\eta \cdot (\overline{I_z} \cdot \overline{s}). \tag{3.24}
\]

In this equation \(\overline{s}\) is the unit vector along a ray and \(\overline{I_z}\) the unit vector perpendicular to the aperture, along the z-axis. For \(\omega = 0\) the rays are parallel to the z-axis so that \((\overline{I_z} \cdot \overline{s}) = 1\).

If the aperture is blocked by a number of obstacles (Fig. 3.9a and b) totalised by

\[
B = \sum_{n=1}^{n=m} B_n, \tag{3.25}
\]

the blocked power becomes

\[
P_B = \frac{1}{\mu} \left(\frac{e}{h}\right)^{\frac{1}{2}} \int_B \left| E(\xi, \eta) \right|^2 d\xi \cdot d\eta. \tag{3.26}
\]

This part of the total power \(P_T\) is radiated by the primary feed but it cannot be reradiated by the blocked aperture in the proper way, as it will be scattered by the feed support and the feed cone.

The gain function of a lossless antenna is expressed by \(G(\theta, \varphi)\), where \(\theta\) and \(\varphi\) are spherical coordinates illustrated in Fig. 3.5.

The gain function must also satisfy the relation

\[
\int_0^{2\pi} G(\theta, \varphi) \, d\Omega = 4\pi, \tag{3.27}
\]

\(d\Omega\) being the element of solid angle.

If \(P(\theta, \varphi)\) is the power radiated by the antenna per unit solid angle in direction \(\theta, \varphi\), and \(P_T\) the total power radiated, the gain is defined as

\[
G(\theta, \varphi) = 4\pi \frac{P(\theta, \varphi)}{P_T}. \tag{3.28}
\]
The power reradiated by the aperture less the blocked areas will now not be equal to Eq. 3.24 but to

$$P_T - P_B = \frac{1}{4} \left( \frac{C}{\mu} \right)^{\frac{1}{2}} \int_{A-B} |F(\xi, \eta)|^2 \, d\xi \cdot d\eta \quad (3.29)$$

This equation shows that the surface integral extends over the aperture surface $A$ less, the blocked surfaces $B$. A new gain function $G'(\theta, \varphi) = 4\pi \frac{P'(\theta, \varphi)}{P_T}$ will now be formed depending on the power $P'(\theta, \varphi)$ radiated per unit solid angle whereas

$$\int_{4\pi} P'(\theta, \varphi) \, d\Omega = P_T - P_B \quad (3.30)$$

Compared with Eq. 3.27, the gain of the antenna where in the production of which the blocked power is not transported to the aperture, is now determined by

$$\int_{4\pi} G'(\theta, \varphi) \, d\Omega \neq 4\pi \quad (3.31)$$

or

$$\int_{4\pi} G'(\theta, \varphi) \, d\Omega = 4\pi \cdot \left[ 1 - \frac{P_B}{P_T} \right] \quad ,$$

or

$$\int_{4} G'(\theta, \varphi) \, d\Omega = 4\pi - \frac{2\pi}{P_T} \left( \frac{C}{\mu} \right)^{\frac{1}{2}} \int_{B} |F(\xi, \eta)|^2 \, d\xi \cdot d\eta \quad (3.32)$$

The power $P_B$ is scattered by the subreflector support legs, feed and feedcone and adds new contributions to the antenna pattern $G'(\theta, \varphi)$ so that the power balance restored. This scattered power radiates in various directions which are difficult to predict. Isotropic scatter seems a practical assumption. Practically no scatter will be found in direction $\theta = 0$ so that the influence on the aperture efficiency can be ignored. The modification of the antenna pattern by the support legs is even more difficult to estimate. Trentini (lit. 8) makes some introductory remarks on this subject, while an experimental study at M.I.T. recently carried out gives some more detailed information (lit. 20). Also Wested, too, (lit. 21) studied this effect and states the problems clearly.
The antenna pattern \( G' (\theta, \varphi) \) with supplementary contributions from the scattered power \( P_B \) will increase the noise temperature of the antenna if these contributions are directed towards noise sources at high temperatures. Apparently, the blocked power increases the side-lobe level and the antenna noise temperature as well. This contribution has to be added to the contribution already mentioned in Sec. 3.4.1. Therefore, the total influence of blocking part of the aperture results in a double effect, viz.

1. a decrease of the antenna efficiency \( \eta_B / \eta_o \) and an increase of the side lobe level, with the possibility of higher antenna temperature, as the blocked power \( P_B \) is not available for reradiation by the non-blocked parts of the aperture;

2. an increase of the side lobe level and, therefore, higher noise temperature by the scatter of the blocked energy \( P_B \).

3.4.4. The blocking efficiency

Let \( A \) be a non-blocked aperture and the coordinates of a point in the aperture be \((\xi, \eta)\). Let the aperture field be \( F(\xi, \eta) \). According to Silver (lit. 16, p. 177) the maximum value of the gain function is found to be

\[
G_A = \frac{4\pi}{\lambda^2} \left( \frac{\int_A F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \right)^2.
\] (3.33)

If the aperture illumination is uniform, \( F(\xi, \eta) \) will be a constant. From Eq. (3.33) the gain in that case is

\[
G_o = \frac{4\pi A}{\lambda^2}.
\] (3.34)

The efficiency \( \eta_o \) of this non-blocked aperture will now be defined by the relation

\[
\eta_o = \frac{G_A}{G_o}
\]
or

\[
\eta_o = \frac{1}{A} \left( \frac{\int_A F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \right)^2.
\] (3.35)
The integral \( \int |F(\xi, \eta)|^2 \, d\xi \, d\eta \) is a measure for the power radiated by primary feed and intercepted by the main reflector if no spillover is present. The integral \( \int F(\xi, \eta) \, d\xi \, d\eta \), however, is proportional to the field intensity.

Let the aperture be blocked by a number of obstacles \( B_1, B_2, B_3, \ldots, B_n \) (Fig. 3.9b) and let \( G_{AB} \) be the maximum gain of the aperture \( A \) containing the blocking obstacles \( B \). The efficiency \( \eta_B \) of the blocked aperture is now found to be

\[
\eta_B = \frac{G_{AB}}{G_0}
\]

or

\[
\eta_B = \frac{1}{A} \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta}{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_B \cdot \frac{\int_{A-B} F(\xi, \eta) \, d\xi \, d\eta}{\int_A |F(\xi, \eta)|^2 \, d\xi \, d\eta} \geq \eta_
In case of uniform illumination, \( F(\xi, \eta) \) is a constant, therefore,

\[
\frac{\eta_B}{\eta_o} = \left| 1 - \frac{B}{A} \right|^2. \tag{3.40}
\]

In the following sections it will be proved that the blocking efficiency \( \frac{\eta_B}{\eta_o} \) can be further increased to a maximum of

\[
\frac{\eta_B}{\eta_o} = \left| 1 - \frac{B}{A} \right|^2, \tag{3.41}
\]

if the aperture is illuminated uniformly.

3.4.5. Optimising the blocking efficiency

In Sec. 3.4.3, it was already found that part of the total power \( P_T \) radiated by the feed will not be reradiated by the blocked aperture in the proper way but scattered in all directions by the feed support and feed cone. This chapter will deal with a possible solution to transport the blocked power to the aperture in the correct direction and phase so that it will contribute to an increase of the blocking efficiency.

Let \( F(\xi, \eta) \) be the field over the aperture \( A \) and \( F'(\xi, \eta) \) the field over this aperture after the blocked power is properly spread over the aperture. We want \( F'(\xi, \eta) \) and \( F(\xi, \eta) \) to be of the same form. Both fields are then related to each other by

\[
F'(\xi, \eta) = c \cdot F(\xi, \eta)
\]

where \( c \) is a constant.

The power \( P_T \) radiated by the non-blocked aperture is

\[
P_T = \frac{1}{2} \left( \frac{E}{R} \right) \int_{A} \left| F(\xi, \eta) \right|^2 d\xi d\eta. \tag{3.24}
\]

This power should be equal to

\[
\frac{1}{2} \left( \frac{E}{R} \right) \int_{A} \left| c \cdot F(\xi, \eta) \right|^2 d\xi d\eta - \frac{1}{2} \left( \frac{E}{R} \right) \int_{B} \left| c \cdot F(\xi, \eta) \right|^2 d\xi d\eta, \tag{3.42}
\]

as the total power radiated by the feed will now be reradiated by the aperture. Eq. 3.42 is not valid in Sec. 3.4.3, as in that case the blocking power \( P_B \) was lost by scattering.
The constant $c$ can now be determined by

$$c^2 = \frac{\int_{A} |F(\xi,\eta)|^2 \, d\xi \, d\eta}{\int_{B} |F(\xi,\eta)|^2 \, d\xi \, d\eta - \int_{A} |F(\xi,\eta)|^2 \, d\xi \, d\eta} = \frac{P_T}{P_T - P_B}$$  \hspace{1cm} (3.43)

or

$$c^2 = \frac{\int_{A} |F(\xi,\eta)|^2 \, d\xi \, d\eta}{\int_{A-B} |F(\xi,\eta)|^2 \, d\xi \, d\eta}.$$  \hspace{1cm} (3.44)

Since the illumination is now increased by a factor $c$, Eq. 3.38 can be written for the new blocking coefficient

$$\frac{\eta_B}{\eta_o} = \frac{\int_{A-B} c \, F(\xi,\eta) \, d\xi \, d\eta}{\int_{A} F(\xi,\eta) \, d\xi \, d\eta} = \frac{\eta_B}{\eta_o}$$ \hspace{1cm} (3.45)

It will be clear that in the denominator of Eq. 3.45 the field remains unchanged, otherwise the non-blocked aperture would radiate too much power.

Substituting Eq. 3.44 in Eq. 3.45 we obtain

$$\frac{\eta_B}{\eta_o} = \left(\frac{\int_{A-B} F(\xi,\eta) \, d\xi \, d\eta}{\int_{A} F(\xi,\eta) \, d\xi \, d\eta}\right)^2 \times \frac{\int_{A} |F(\xi,\eta)|^2 \, d\xi \, d\eta}{\int_{A-B} |F(\xi,\eta)|^2 \, d\xi \, d\eta}.$$ \hspace{1cm} (3.46)

Comparison of Eq. 3.46 with Eq. 3.37 shows only a difference in the denominator. In Eq. 3.46 we find the expression

$$\int_{A-B} |F(\xi,\eta)|^2 \, d\xi \, d\eta$$ \hspace{1cm} (3.47)

compared with

$$\int_{A} |F(\xi,\eta)|^2 \, d\xi \, d\eta$$ \hspace{1cm} (3.48)

in Eq. 3.37.

Eq. 3.47 can be explained as being the power radiated by the blocked aperture with the original aperture field $F(\xi,\eta)$. This power is less than the power radiated according Eq. 3.48. This also means that the
blocking efficiency \( \eta_B / \eta_o \) will increase as compared with the blocking efficiency discussed in Sec. 3.4.4, Eq. 3.38. In case of uniform illumination, \( F(\xi, \eta) \) is a constant. Hence Eq. 3.46 is written as

\[
\left( \frac{\eta_B}{\eta_o} \right)_{\text{max}} = 1 - \frac{B}{A},
\]

which expression was already predicted in Sec. 3.4.4. and which also shows that gain and surface are in proportion to each other.

In Eq. 3.41 the term \( B \) can be subdivided in contributions due to spherical and to plane waves. The present study indicates that by proper shaping (lit. 11) of main and subreflector the shadow on the aperture caused by spherical waves can disappear entirely. This idea will be worked out more in detail in chapter 7.

3.4.6. Some calculations of blocking efficiency

3.4.6.1. Uniform illumination

Fig. 3.10 shows a calculation of the blocking efficiency of a cassegrain antenna with uniform illumination. It was proved in chapter 3.4.2. that the relative blocking coefficient \( \eta_B / \eta_o \) is independent of the angular aperture \( \varphi_2 \). It was also proved that the long side of the trapezoid shaped shadow was equal to \( wD/D_s \). All shadows have been determined by geometrical optical relations. The greater part of these shadows is due to the subreflector supports and particularly the trapezoid shaped shadows. The calculated blocking coefficient was 0.91. This figure may be improved upon if the illumination is tapered instead of uniform.

Trentini (lit. 8) has used a different method of calculating the blocking efficiency by introducing an average width of the supports. The disadvantage of this method lies in the fact no clear insight is available as to which part of the shadow is formed by spherical waves and which part by plane waves.
3.4.6.2. Tapered illumination

In dealing with circular aperture problems, polar coordinates \((r', \varphi')\) are often used, which are related to the usual coordinates \((\xi, \eta)\) by

\[
\xi = r' \cos \varphi', \quad \text{and} \quad \eta = r' \sin \varphi',
\]

where \(r'\) is normalized to unity so that \(r_{\text{max}} = 1\). The aperture field distribution is now denoted by \(F(r', \varphi')\).

Doidge (lit. 23) has calculated the relative blocking coefficient of a circular symmetrical aperture using the field distribution

\[
F(r') = q + (1-q) (1-r'^2)^p \quad 0 < q < 1,
\]

where \(q\) is the edge illumination taper and \(p\) a shaping factor of the aperture illumination. Uniform illumination is obtained for \(q = 1\).

The blocking efficiency is

\[
\frac{\eta_B}{\eta_0} = \left[ \frac{(1-\Delta) [q(p+1) + (1-q) (1-\Delta^2)]}{q(p+1)} \right]^2,
\]

where \(\Delta\) is the ratio \(D_s/D\).

Fig. 3.11 shows the blocking coefficient as a function of the edge illumination, where \(\Delta = 0.1\). This figure shows that blocking reaches a minimum when the illumination is uniform. Attention has to be paid to recent work done by Wested (lit. 21). He used an aperture illumination field

\[
F(r') = 1 - a_o r'^2,
\]

where \(a_o\) is a tapering constant. He has introduced very useful information by calculating the blocking effects caused by plane and spherical waves, although the projection of the supports by the spherical wave has been approximated by a trapezoid (see also Sec. 3.4.2.).
Gray (lit. 22) too, has carried out calculations on the blocking coefficient; however, Wested (lit. 21) has pointed out a few inaccuracies in Gray's work. Finally Gillitzer (lit. 7) should also be mentioned here as his approach is somewhat different from the others. Following his method, calculations were carried out of the blocking effect on the antenna efficiency and sidelobes (Sec. 3.4.7.2).

3.4.7. The influence on the antenna pattern

3.4.7.1. Calculation by means of aperture functions

If the aperture of a circular symmetrical antenna is illuminated uniformly the secondary pattern becomes

$$g(u) = \frac{nD^2}{2} \cdot \frac{J_1(u)}{u}, \tag{3.52}$$

where $D$ is the diameter of the aperture, $J_1(u)$ a Bessel function of the first order and

$$u = \frac{\pi D}{\lambda} \sin \theta. \tag{3.53}$$

The angle $\theta$ constitutes a part of a spherical coordinate system (Fig. 3.5) and the antenna-axis is found $\theta = 0$.

According to Afifi (lit. 17) this method of pattern calculation is only valid for small angles $\theta$. Afifi (lit. 17, p. 20) has found that the maximum angle $\theta_{\text{max}}$ at which the aperture method is still valid is determined by

$$2 \theta_{\text{max}} \approx 4 \cdot \text{(width main lobe)} \cdot \sqrt{\frac{2F}{\lambda}}. \tag{3.54}$$

If for example $D = 25$ metres, $\lambda = 7.5$ cm and $F/D = 0.33$ the width of the main lobe is $0.2^\circ$, therefore $\theta_{\text{max}}$ is approx. $6^\circ$.

The effect of a blocking obstacle can be regarded as an $180^\circ$ out of phase field superimposed on the original distribution, to obtain zero illumination over the blocked parts of the aperture. This principle is often called the "zero field concept". See also Silver (lit. 16, p. 191).
The pattern of the subreflector can be represented by
\[ g(u') = \frac{\pi D}{2} \frac{s^2}{u'} J_1(u') , \]  
(3.55)

where
\[ u' = \frac{\pi D}{s} \sin \theta \sin \theta . \]  
(3.56)

The modified pattern is now (Fig. 3.12)
\[ g(\theta) = g(u) - g(u') . \]  
(3.57)

In this way Potter (lit. 24) has calculated the gain of the blocking aperture as a function of subreflector size and frequency for an 85 ft antenna with an aperture efficiency of 55 percent. The gain of the blocking aperture is also shown. Moreover, a figure is given with the location of the first side lobe maximum, as a function of subreflector diameter. It can be seen from these figures that the first side lobe of \( g(u') \) comes nearer to the mainlobe if the subreflector diameter increases. Noise contributions of the ground can therefore be kept small even at low elevation angles.

It is easily found from Fig. 3.10 that for uniform illumination the intensity of the first sidelobe of the aperture increases according to the following table

<table>
<thead>
<tr>
<th>intensity ratio</th>
<th>uniform illumination</th>
</tr>
</thead>
<tbody>
<tr>
<td>First sidelobe of unblocked aperture</td>
<td>0.1318 (-17.6 dB)</td>
</tr>
<tr>
<td>Contribution of subreflector</td>
<td>0.0100</td>
</tr>
<tr>
<td>Contribution of supports</td>
<td>0.0350</td>
</tr>
<tr>
<td>First sidelobe of blocked aperture</td>
<td>0.1768 (-15 dB)</td>
</tr>
</tbody>
</table>

The effect of tapering the illumination down towards the edge of the subreflector can also be illustrated by aperture distribution functions. Silver (lit. 16, p.194) has carried out calculations using the following aperture field distributions.
Sciambi (lit. 25, 26) has carried out calculations with an aperture distribution already mentioned before

\[ F(r', \varphi') = q + (1-q) (1-r'^2)^p \]  \hspace{1cm} (3.49)

The results of his work are shown by a great number of very clear graphs. The paper of Doundoulakis (lit. 27) is worth mentioning. He uses a method in which the distribution over the aperture can be characterised by its moments \( \mathcal{M}_m \) (Silver lit. 16, p.184). It is found that the gain function of a circular reflector possessing a circular symmetrical field distribution \( F(r') \) can be written as

\[ g(u) = \frac{\pi D^2}{2} \int_F \left( \frac{1}{r} \right) J_0(ur')r'dr' \]  \hspace{1cm} (3.61)

where

\[ u = \frac{\pi D}{\lambda} \sin \theta \]

and

\[ \mu_n = \int_0^1 F(r') r'^{2n+1} dr' \]

A great number of calculations have been carried out by aperture field distributions such as
\[ F(r') = (1-r'^2)^q, \]
\[ F(r') = e^{-kr'}, \]
and
\[ F(r') = e^{-pr'^2}, \]

where \( k, p \) and \( q \) are constants describing the order of taper of the aperture illumination.

Afifi (lit. 17, p. 49) has also carried out calculations with the circular rotational symmetrical function

\[ F(r') = 1 - a r'^n \quad 0 < a < 1 \quad (3.63) \]

and for different values of \( n \).

The contribution of the supports to the radiation pattern of the main aperture is different from the circular symmetrical contribution of the subreflector. The supports can be regarded as rectangular radiating apertures so that according to Silver (lit. 16, p. 180), the radiation pattern of the supports at uniform illumination will be

\[ g(\theta, \phi) = A \left[ \sin \left( \frac{na}{\lambda} \right) \sin \theta \cos \phi \right] \left[ \sin \left( \frac{nb}{\lambda} \right) \sin \theta \sin \phi \right], \quad (3.64) \]

where \( A \) is the aperture and \( a \) and \( b \) are the dimensions of the aperture. A number of examples are found in Silver (lit. 16, p. 187).

The work of Gray (lit. 22) should also be mentioned here. He approximates the contribution of the supports to the radiation pattern of the antenna.

It has been mentioned before that in addition to the above calculations the contributions of the blocked and scattered power should also be taken into consideration. Very little is known about this phenomenon.

A survey of the effects mentioned above is found in Trentini's work (lit. 8.). Fig. 3.13 shows these effects. Curve 1 shows the pattern
of an aperture with a tapered edge illumination of -20 dB corresponding to
\[ F(r') = 1 - \frac{1}{t+1} r'^2, \]  
(3.65)
where \( t = 0.11 \). Curve 2 shows the pattern of a uniformly illuminated aperture. The blocking effects of subreflector and supports are found in curve 3, where the edge illumination taper is -20 dB and curve 4 the blocking effects at uniform illumination.

It may be concluded that no purpose is served by tapering as the side-lobe level is mainly determined by the blocking effects.

3.4.7.2. Calculation by means of gain functions

According to the zero field concept already discussed in Sec. 3.4.7.1. the obstacle field should be superimposed on the original field so that over the blocking aperture the illumination is zero. For the subreflector this means that the aperture field between \( 0 \) and \( \frac{1}{2} D_s \) should be subtracted from the original field.

Apparently all radiation between \( 0 < \psi_2 < \psi_B \) (Fig. 3.1) from the feed is blocked and scattered in all directions. Using the same constants as in Sec. 3.2. the pattern to be subtracted from the main pattern is

\[ E_B(\theta) = j \left[ \frac{2^\frac{1}{2} J_{\frac{3}{2}}}{4\pi} \right] \cdot \frac{\pi D_s}{\lambda} \cot \frac{\psi_B}{2} \int \frac{G_2(\psi_2')}{\psi_2'} \left[ \frac{\pi D_s}{\lambda} \cot \frac{\psi_B}{2} \tan \frac{\psi_2}{2} \sin \theta \right] \tan \frac{\psi_2}{2} d\psi_2 \]  
(3.66)

Generally, \( D_s \) is small compared with \( D \), hence \( G_2(\psi_2') \) is constant for \( 0 < \psi_2 < \psi_B \). Confined to this small region, the angle \( \psi_2 \) will be so small that \( \tan \frac{\psi_2}{2} = \frac{1}{2} \psi_2 \).

As \( \int x J_0(x) \, dx = x J_1(x) \),
(3.67)
Eq. 3.66 can be written as

\[ E_B(\theta) = j \left[ 2 \left( \frac{1}{e} \right) \frac{p_T}{k} \right] \frac{D}{\lambda} \cot \frac{B}{2} \cdot \left[ G(\psi) \right] \frac{1}{\lambda} \cdot J_1 \left( \frac{D S}{\lambda} \sin \theta \right) \cdot \phi_2 \]

and after filling in the integration limits

\[ E_B(\theta) = j \left[ 2 \left( \frac{1}{e} \right) \frac{p_T}{k} \right] \frac{D}{\lambda} \cot \frac{B}{2} \cdot \left[ G(\psi) \right] \frac{1}{\lambda} \cdot J_1 \left( \frac{D S}{\lambda} \sin \theta \right) \cdot \phi_2 \]

(3.68)

Considering that in the region \( 0 < \psi_2 < \psi_B \)

\[ \left[ G(0) \right] \frac{1}{\lambda} \cdot \tan \frac{\psi_1}{2} \approx \left[ G(\psi) \right] \frac{1}{\lambda} \cdot \tan \frac{\psi_2}{2} \]

and using Eqs. 3.1 and 3.2, Eq. 3.69 becomes

\[ E_B(\theta) = j \left[ 2 \left( \frac{1}{e} \right) \frac{p_T}{k} \right] \frac{D}{\lambda} \cdot \tan \frac{\psi_1}{2} \cdot \left[ G(0) \right] \frac{1}{\lambda} \cdot \frac{D S}{\lambda} \cdot \frac{2 J_1 \left( \frac{D S}{\lambda} \sin \theta \right)}{\frac{D S}{\lambda} \sin \theta} \]

(3.70)

and for \( \theta = 0 \)

\[ E_B(0) = j \left[ 2 \left( \frac{1}{e} \right) \frac{p_T}{k} \right] \frac{D}{\lambda} \cdot \tan \frac{\psi_1}{2} \cdot \left[ G(0) \right] \frac{1}{\lambda} \cdot \frac{D S}{\lambda} \cdot \frac{2 J_1 \left( \frac{D S}{\lambda} \sin \theta \right)}{\frac{D S}{\lambda} \sin \theta} \]

(3.71)

3.5. Diffraction

3.5.1. Diffraction phenomena introduced by the subreflector

The cassegrain system was originally designed for use at optical frequencies. At radio frequencies, however, the dimensions of the subreflector may often be in the order of a few wavelengths. Diffraction effects will now arise, which cannot be explained by geometrical optics. The diffraction effects play an important part in the determination of antenna noise temperature, so that methods are to be found to calculate this phenomenon. A very good approximation can be obtained by calculating the field by optical methods and adding a correction term found by means of the principle of stationary phase, according to Silver (lit. 16 p. 119). By this method it is found that under certain
circumstances only stationary points yield contributions to the electrical field. The integrals used can be extended to infinity as the effects of a whole surface differ to a negligible extent from the areas about those points on the surface which have a stationary phase. If the domain of the surface is not infinite, one of the variables in the field integrals should not be extended to infinity.

Calculations following this method have been carried out by Gillitzer (lit. 7). It has been found that the field reflected from the subreflector is partly characterised by small oscillations, which are explained by fresnel integrals. Near the edge of the subreflector, however, the field decreases monotonically; this decrease continues even for the region where \( \phi_2 > \psi_2 \) (Fig. 3.14). The total field reflected from the subreflector is found from the sum of the variations discussed above and the field found by using geometrical optics according to Eq. 3.7 and Fig. 3.4.

An accurate method determining diffraction effects has been carried out by Rusch (lit. 18). According to Silver (lit. 16, p.149), in this method, which involves very complicated calculations, the field scattered from the subreflector is found from an integration of the induced current over the surface of the subreflector. Comparing the two methods, it appears that the approximation with the stationary phase principle gives very good results if the subreflector diameter \( D_s > \lambda \). The total field \( G_2'(\psi_2) \) reflected from the subreflector can now be split into two parts

\[
G_2'(\psi_2) = G_2(\psi_2) \quad \text{for} \quad 0 < \psi_2 < \psi_D
\]  

(3.72)

and

\[
G_2'(\psi_2) = G_2(\psi_2) e^{-2\gamma(\psi_2 - \psi_D)} \quad \text{for} \quad \psi_D < \psi_2 < \psi_2
\]  

(3.73)

The field \( G_2(\psi_2) \) is determined by geometrical optics according to Eq. 3.7. The field in Eq. 3.73 expresses the monotonic decrease of the amplitude of the reflected wave near the edge of the subreflector by an exponential term.
From calculations already carried out by Gillitzer (lit. 7) it is easily found that

\[ \Psi_D = \Psi_2 - 0.65 \sqrt{\frac{\lambda \sin \Psi_2}{D_s}} \]  

(3.74)

and

\[ \gamma = 1.07 \sqrt{\frac{D_s}{\lambda \sin \Psi_2}}. \]  

(3.75)

In these equations \( \Psi_D \) is the angle from where the monotonic decrease of the field scattered from the subreflector begins. This decrease reaches a value of -6 dB at the angular aperture \( \Psi_2 \) of the paraboloid (Fig. 3.14). This value is in accordance with the computer results published by Rusch (lit. 18). Also Potter (lit. 19) has found this value by a totally different method. Summarising, the total field \( G(\psi_2) \) is equal to the field found by geometrical optics for \( \psi_2 < \Psi_2 \) and has to be multiplied by an exponential term between \( \Psi_D \) and \( \Psi_2 \) resulting in a decrease of -6 dB at \( \psi_2 = \Psi_D \).

For values \( \psi_2 > \Psi_2 \) Eq. 3.73 rapidly becomes very inaccurate compared with the Kirchhoff integration over the subreflector surface such as made by Rusch. If the field for \( \psi_2 > \Psi_2 \) has to be found, the calculations of Rusch offer very good possibilities.

In connection with Eq. 3.12 the radiation diagram has to be corrected by

\[
E_D(\theta) = j \left[ 2 \left( \frac{\epsilon}{\epsilon} \right) \frac{P_T}{4\pi} \right]^{\frac{1}{2}} \frac{\Psi_D}{\lambda} \cot \frac{\Psi_2}{2} \int_{\Psi_D}^{\Psi_2} \left[ G_2(\psi_2) \right]^{\frac{1}{2}} \left[ 1 - e^{-\gamma(\psi_2 - \Psi_D)} \right] \sin \theta \cot \frac{\psi_2}{2} \tan \frac{\psi_2}{2} \, d\psi_2. \]  

(3.76)

In the forward direction, where \( \theta = 0 \), we obtain

\[
E_0(\theta) = j \left[ 2 \left( \frac{\epsilon}{\epsilon} \right) \frac{P_T}{4\pi} \right]^{\frac{1}{2}} \frac{\Psi_D}{\lambda} \cot \frac{\Psi_2}{2} \int_{\Psi_D}^{\Psi_2} \left[ G_2(\psi_2) \right]^{\frac{1}{2}} \left[ 1 - e^{-\gamma(\psi_2 - \Psi_D)} \right] \sin \theta \cot \frac{\psi_2}{2} \tan \frac{\psi_2}{2} \, d\psi_2. \]
3.5.2. Diffraction and scattering of the subreflector supports

The scatter problems of the subreflector supports have been discussed in principle by Trentini (lit. 8), who, however, used geometrical optical methods. The discussion is completed by some radiation patterns which have been measured including the influence of the supports. Potter (lit. 6) also discusses this matter as being a very important factor in the design of a cassegrain antenna. A short introduction into the problems is found in one of Wested papers (lit. 21), but he could develop no complete theory.

Experimental work on this problem has been carried out at M.I.T. and published by Sheftman (lit. 20). The summary of literature above makes it clear that this problem has the attention of several designers but that a conclusive theory has so far not been found. Apparently, here lies a problem for further study. For the moment we assume that half of the scattered radiation is directed towards the ground the other half towards the sky.

In practice, some measures have been taken to suppress noise contributions due to scattering of the supports. In Goonhilly only 3 supports are used instead of the conventional 4. The supports are situated in such a way that the greater part of the scattering surface of the supports is directed towards the sky if the antenna axis makes a small elevation angle with the horizon. A decrease of noise temperature was found (lit. 1). The design of the antenna in Raisting (lit. 8) contains a ring around the main reflector to give protection against noise contributions from the "hot" earth. It seems better, however, to use only a ring for the bottom half of the main reflector, to prevent the top half from introducing scatter directed towards the earth. By omitting the top half, at low elevation angles of the antenna, scatter will be directed towards the sky instead of towards earth.

3.5.3. The diffraction efficiency of the subreflector

Let $\eta_0$ be the efficiency of an antenna system without blocking and, according to Silver (lit. 16, p. 425), be represented by
The relative diffraction efficiency $\eta_D$ is found from

$$\eta_D = \left\{ \frac{E_D(\theta)}{E(\theta)} \right\}^2 \quad \text{for } \theta = 0 \quad (3.78)$$

where $E_D(\theta)$ is found from Eq. 3.77 and $E(\theta)$ from Eq. 3.13.

As the integration region is limited, Eq. 3.77 can be approximated by the equation

$$\left[ G_2(\psi_2) \right]^\frac{1}{2} \tan \frac{\psi_2}{2} = \left[ G_2(\psi_2) \right]^\frac{1}{2} \tan \frac{\psi_2}{2}. \quad (3.79)$$

After some calculation Eq. 3.77 can be written

$$E_D(\theta) = 0.18 \sqrt{\frac{2(\frac{\nu}{\tau})^2 \frac{P_T}{P}}{\lambda}} \cdot \frac{\lambda D}{\lambda} \cdot \left[ \frac{\lambda \sin \psi}{D} \cdot \frac{2}{D_S} \right]^\frac{1}{2} \quad \text{for } \theta = 0 \quad (3.80)$$

Substituting Eq. 3.16 and Eq. 3.80 in Eq. 3.78 we find

$$\eta_D = (1 - \delta)^2, \quad (3.81)$$

where

$$\delta = 0.18 \left[ G_2(\psi_2) \cdot \frac{2}{\eta_o \cdot D_S} \right]. \quad (3.82)$$

3.6. The antenna gain as a function of system parameters

Using the equations 3.13, 3.71 and 3.77 it is possible to obtain in one equation the effects of blocking and diffraction of the subreflector (lit. 52)
The factor \((\frac{R_D}{\lambda})^2\) is the gain for a uniformly illuminated constant phase aperture, the rest is called the antenna efficiency \(\eta\). This efficiency will always be lower than 1. In Eq. 3.83 a great number of parameters are present influencing the gain of a cassegrain system. Calculations have been carried out to find out the relationship between the antenna efficiency \(\eta\) and

1. the ratio \(F/D\) or angular aperture \(\Psi_2\);
2. the diameter of the subreflector \(D_s\);
3. the tapered illumination towards the edge;
4. the radiation pattern of the primary feed \(G_1(\psi_1)\).

The feed patterns considered belong to the class

\[ G_1(\psi_1) = 2(n+1) \cos^n \psi_1 \quad 0 < \psi_1 < \frac{\pi}{2} \]

These feed patterns are very similar to the main lobes of most available feeds. The chosen values of \(n\) are 60, 40, 24, 16, 12 and 10; the higher the value of \(n\), the smaller the main lobe of the feed pattern. The edge tapers were -6 dB, -8 dB, -10 dB, -15 dB, -20 dB and the diameters of the subreflector 21\(\lambda\), 24\(\lambda\), 27\(\lambda\), 30\(\lambda\), 33\(\lambda\), and 36\(\lambda\). The diameter of the main reflector was kept constant for all calculations \((D=333\lambda)\). These time consuming calculations could only be carried out by a computer. The results of these investigations have been laid down in a number of figures (Fig. 3.15 to 3.18, page 3.33). Some very important conclusions can be drawn from these figures. Using the cosine shaped feed pattern, it is in the first place clear that the maximum antenna efficiency that can be reached is about 74%. Comparing this value with Silver (lit. 16, p. 426) who used similar feed patterns as primary radiators for front-fed paraboloids, the antenna efficiency is about 8% lower. This difference is entirely determined by the influence of the subreflector. Figs. 3.15 and 3.16 answer the question if the antenna efficiency is a function of the ratio \(F/D\) (or angular aperture \(\Psi_2\)). It is clear from these figures that there is practically no relationship. Using a subreflector diameter of 33\(\lambda\), it appears that the highest efficiencies are found at \(F/D = 0.25\), the efficiency decreasing very gradually at at increasing \(F/D\). As the curves are very close to each other only curves for \(F/D = 0.25\) and \(F/D = 0.48\) are given.
If the subreflector diameter is changed, it is possible to obtain a slight increase in efficiency. A maximum was found of 74.2% at an F/D ratio 0.25, an edge illumination of -10.5 dB, and a subreflector diameter of 24λ.

The maximum efficiency at an F/D ratio of 0.48 was 73.3% at an edge illumination of -10 dB and a subreflector diameter of 27λ. Although the differences are very small, a low F/D ratio seems slightly favourable. Fig. 3.17 shows the maximum efficiency that can be reached with different primary gain functions. These curves show that the primary feed pattern $G_1(\phi_1)$ is not critical, as for practically all values of $n$ from 10 to 60 in the gain function $G_1(\phi_1) = 2(n+1) \cos^n\phi_1$ an efficiency could be reached of about 74%, although this figure is reached under slightly different circumstances, such as edge illumination and subreflector diameters. In Fig. 3.18 using the primary gain function mentioned above with different values of $n$ as parameter the efficiency is found as a function of the subreflector diameter. It appears that an optimum value of the efficiency can be reached. A maximum may be expected if it realized that the losses due to blocking increase at increasing $D_s$, while conversely, the losses caused by diffraction decrease if $D_s$ is increased. The maximum in the curves, however, is very flat; therefore, the choice of diameter $D_s$ of the subreflector often depends on other circumstances such as the influence of the noise temperature (see chapter 4).

3.7 Conclusion

If a comparison is made between the front-fed paraboloid and the cassegrain antenna it appears that in the latter the primary feed is much better located. In this way the waveguide connections between feed and low losses in the antenna system. Location of the feed near the vertex and low noise receivers can be kept short introducing only low losses in the antenna system. Location of the feed near the vertex of the paraboloid is found very convenient for service purposes.

The noise properties of the cassegrain antenna can also be expected to be better than those of a front-fed paraboloid, as in the latter case the greater part of the spillover is directed towards the "hot" earth, while the cassegrain system has no such contribution. There is spillover around the edge of the subreflector of cassegrain antennas; however the greater part
of this spillover is directed towards the cold sky. Further, the subreflector blocking causes sidelobes centering around the main lobe. Spillover and blocking sidelobes will therefore only contribute to the antenna noise temperature at very low elevation angles, while the front-fed paraboloid receives radiation from the ground at every elevation angle.

A disadvantage of the cassegrain system is no doubt a decrease in antenna efficiency by blocking and diffraction introduced by the subreflector. Diffraction occurs if the dimensions of the subreflector are no longer much greater than the wavelength. It appears that a decrease of 8% in antenna efficiency caused by these effects may be expected. The investigations carried out so far indicate that the subreflector supports are very important as well. The aperture surface blocked by the supports is even greater than the part blocked by the subreflector.

It has been proved theoretically that blocking results in a double effect. A decrease in antenna efficiency may be expected not only because parts of the aperture are blocked, but also because the blocking power \( P_B \) is scattered (Sec. 3.4.3). Both effects increase the sidelobe level and the antenna noise temperature. The effects of blocking can be decreased by shaping the subreflector surface.

Interesting conclusions can be drawn from calculations carried out by a computer. It appears that by blocking and diffraction of the subreflector the antenna efficiency \( \eta_0 \) decreases from 82% to 74%, \( \eta_0 \) being the product of aperture efficiency and spillover efficiency. It has also been shown that an efficiency of 74% can be obtained with almost every primary gain function. The calculation on diffraction of the subreflector shows the important contribution of this effect to the noise temperature. Diffraction at the main reflector also contributes to some extent to the noise temperature.
**Fig. 3.1.** Classical Cassegrain reflector system.

**Fig. 3.2.** The hyperbolic eccentricity as a function of $D_e$ and $f$ with the angular aperture $V_2$ as a parameter.

**Fig. 3.4.** The function $\frac{G_2(V_2)}{G_1(V_1)} = \frac{\sin^2 \varphi_2}{\sin^2 \varphi_1}$.

**Fig. 3.3.** The relationship between direct and reflected rays at a hyperbolic subreflector with the eccentricity as a parameter.
Fig. 3.6. Cross-section of a two reflector system.

Fig. 3.7. Tangent plane on cone of antenna system.

Fig. 3.5 - Spherical coordinates

Fig. 3.8a. Shadow by a plane wave.

Fig. 3.8b. Geometry of the antenna.

Fig. 3.8c. Shadow by a spherical wave.
Data: \[ \frac{F}{D} = 0.33; \quad \frac{d}{a} = 10 \]
- 0.0057; \quad \frac{r}{s} = 1.9
- 0 supports

area one support \[ \frac{37}{60} \pi D^2 \]
area one trapezoid \[ \frac{13}{30} \pi D^2 \]
- 4 supports \[ 4 \times \frac{37}{60} \pi D^2 \]
\[ \lambda_{\text{tot}} = \text{total aperture area} \]
\[ = \frac{1}{4} \pi D^2 \]
\[ = \frac{1}{4} \times 0.0057 \times 6.12 \]
\[ = 0.012 \times 0.0057 = 0.0035 \]
area blocked by subreflector \[ 0.01 \]
\[ \lambda_{\text{tot}} \]
Total area blocked \[ = (0.0035 + 0.01) \lambda_{\text{tot}} \]
\[ = 0.015 \lambda_{\text{tot}} \]
\[ \lambda_{\text{tot}} = \frac{1}{4} \times 0.045 \times 6.12 = 0.045 \text{ or } -0.47 \text{ dB} \]
\[ \theta_w \]

Fig. 3.10. Blocking in a cosecograin antenna system at uniform illumination.

Fig. 3.11. Blocking coefficient of the subreflector.
Radiation patterns corresponding to assumed aperture distributions

Fig. 3.12: Principle of aperture blockage analysis.

Fig. 3.13: Radiation pattern of a circular aperture, blocked by subreflector and subreflector supports.

Angular aperture of main reflector $\Psi = 74^\circ$

$$ f_b = \sqrt{\frac{1+15(x)}{1+5(x)}} $$

$$ x = \frac{D}{4\sin\beta} $$

$$ \Delta = \Psi - \Psi_0 $$

$C(x) = \int \frac{\cos x \sin x}{x} dx \quad S(x) = \int \sin x \sin x dx \quad C(x)$ and $S(x)$ are Fresnel integrals

Fig. 3.14: Diffraction pattern of the subreflector (lit. 7).
Fig. 3.15. The antenna efficiency $\eta$ as a function of $F/D$ with the edge illumination of the subreflector as a parameter. Gain function of the feed: $G(\psi) = 120 \cos^2 \psi_1$

Fig. 3.16. The antenna efficiency $\eta$ as a function of the edge illumination with the ratio $F/D$ as a parameter. Gain function $G(\psi) = 120 \cos^6 \psi_1$

Fig. 3.17. The maximum efficiency as a function of the primary feed pattern $G(\psi) = 2\lambda n i \cos^2 \psi_1$

Fig. 3.18. The antenna efficiency as a function of the subreflector diameter $D_0$.
4. On antenna noise temperature

4.1. Introduction

The antenna noise temperature is becoming a very important feature nowadays, owing to the application of antennas for satellite communications. These satellites mostly operate in the frequency band of 4 to 6 GHz. Earlier, the noise temperature of microwave receivers was high compared with the antenna noise temperature. Special components like masers and parametric amplifiers have now reduced the receiver noise temperature in this frequency band to about 5 to 30 K. In designing antennas for satellite communications great care has to be taken to keep the antenna noise temperature on the same level.

This paper pays much attention to the environment of the antenna seeing that the earth acts like a full-absorbing medium as well as a partially reflecting surface.

The antenna temperature is calculated for the case that the radiation pattern $G(\theta,\varphi)$ is known either analytically or by measurement or by calculation. Detailed computations have been carried out for an isotropic antenna, an antenna radiating isotropically in one hemisphere, and a cassegrain antenna system with a pattern known by measurement. A theory is developed for the calculation of the noise temperature in case the antenna radiation pattern $G(\theta,\varphi)$ is not known precisely. It appears that the noise temperature can be found by adding a great number of small contributions. In a two-reflector system these contributions can be: spillover along the subreflector, diffraction at the subreflector edge, back radiation of the feed, etc.

The influence of the reflection losses and ohmic losses of the antenna system have also been examined, and the surface inaccuracies of the main reflector and the corresponding noise contribution have been studied as well.

Finally, the figure of merit of the antenna $G/T_s$ is discussed together with the part played by the system components not belonging to the antenna.
4.2. Physical background

An antenna receiving a signal in a frequency band with a bandwidth of B Hertz will also receive noise power in that frequency band in accordance with the relation

\[ N = k \cdot T_A \cdot B, \quad (4.1) \]

where \( k = \) Boltzmann's constant = \( 1.38 \cdot 10^{-23} \) Joule/°K, and \( T_A \) = the antenna temperature.

Therefore, the noise power delivered to the antenna terminals is characterised by a number \( T_A \) in degrees Kelvin. Apparently the antenna noise power is calculated in the same way as the noise power of a resistor at a temperature of \( T^0 \) K.

The bandwidth \( B \) is mostly kept small, so that the antenna temperature is kept constant within the frequency band. In satellite communications, however, the antenna temperature should be known over a wide frequency range (3700-4200 Mc/s).

Noise power received by an antenna may be radiated by any hot body at all frequencies. The distribution of this energy as a function of the frequency for an ideal black body is given by the Planck's radiation law and the approximation of Rayleigh-Jeans which holds reasonably well at microwave frequencies. To derive an expression for the antenna temperature discrete thermal sources are replaced by equivalent black bodies everywhere in the field of view of the antenna (lit. 33). A single discrete source radiates thermal energy according to the Rayleigh-Jeans law through a small cone of solid angle at all parts of the antenna. An integration has to be carried out over the whole antenna to find the total power available at its terminals from the single discrete source. A second integration has to be carried out over the entire antenna pattern to add the contributions from all the discrete sources to the power at the antenna terminals. When the derivation is completed the equation for the noise temperature is:
\[ T_A = \frac{1}{4\pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2\pi} G(\theta, \varphi)T(\theta, \varphi) \sin \theta \, d\varphi \, d\theta \quad (4.2) \]

where

\[ T(\theta, \varphi) = \text{distribution of the temperature over all angles about the antenna;} \]

\[ \theta, \varphi = \text{spherical coordinates according to Fig. 4.1} \]

and

\[ G(\theta, \varphi) = \text{the gain function of the antenna defined by} \]

\[ G(\theta, \varphi) = 4\pi \frac{P(\theta, \varphi)}{P_T} \quad (4.3) \]

where

\[ P(\theta, \varphi) = \text{the power radiated per unit solid angle in the direction (\theta, \varphi),} \]

and

\[ P_T \text{ the total power delivered to the lossless antenna.} \]

It is convenient to write \( P(\theta, \varphi) \) as the sum of two orthogonal completely decoupled components (lit. 16 p. 90)

\[ P(\theta, \varphi) = P_p(\theta, \varphi) + P_c(\theta, \varphi) \quad (4.4) \]

\( P_p \) being the principle and \( P_c \) the cross polarised component.

We now introduce the normalised gain function

\[ G_n(\theta, \varphi) = \frac{P(\theta, \varphi)}{P(0,0)} = \frac{G(\theta, \varphi)}{G(0,0)} \quad (4.5) \]

where \( P(0,0) \) is the power per unit solid angle in the direction \((0,0)\),

and \( G(0,0) \) the maximum gain of the antenna.

Therefore

\[ G_n(\theta, \varphi) = G_{np}(\theta, \varphi) + G_{nc}(\theta, \varphi) \quad (4.6) \]

The gain function of an antenna is thus split into two orthogonal components defined by
We assume that in the far field the antenna is surrounded by a sphere with an absorption coefficient of 1 and temperatures \( T_p(\theta, \phi) \) and \( T_c(\theta, \phi) \) on the sphere. Moreover, vacuum exists within the sphere so that there is no atmospheric influence.

We can now write Eq. 4.2:

\[
T_A = \frac{G(0,0)}{4\pi} \int_0^{2\pi} \int_0^{\pi} \left[ T_p(\theta, \phi) G_{np}(\theta, \phi) + T_c(\theta, \phi) G_{nc}(\theta, \phi) \right] \sin \theta \, d\phi \, d\theta. \tag{4.9}
\]

This expression is useful for radio astronomy where the radio sources are not always randomly polarised.

For the determination of the noise temperature in a satellite communication system it is sufficient to assume that the noise temperature of the sources is independent of the polarisation so that

\[
T_p(\theta, \phi) = T_c(\theta, \phi) = T(\theta, \phi). \tag{4.10}
\]

Eq. 4.9 is now written

\[
T_A = \frac{G(0,0)}{4\pi} \int_0^{2\pi} \int_0^{\pi} T(\theta, \phi) \left[ G_{np}(\theta, \phi) + G_{nc}(\theta, \phi) \right] \sin \theta \, d\phi \, d\theta. \tag{4.11}
\]

An antenna design usually contains very low cross polarisation components, but if these components are present, they must be taken into consideration, because the total noise temperature mostly consists of a great number of very small contributions. If the cross polarisation component can be neglected, Eq. 4.11 can be written as Eq. 4.2. Now Eq. 4.2 can also be written

\[
T_A = \frac{1}{4\pi} \int_0^{2\pi} \int_0^{\pi} T(\theta, \phi) \left\{ \frac{P(\theta, \phi)}{P_T} \right\} \sin \theta \, d\phi \, d\theta. \tag{4.12}
\]
or

\[ T_A = \iint_{4\pi} T(\theta, \varphi) \cdot P_n(\theta, \varphi) \, d\Omega, \quad (4.12) \]

where

\[ P_n(\theta, \varphi) = \frac{P(\theta, \varphi)}{P_T} \quad (4.13) \]

Calculating the antenna temperature it is often possible to indicate a solid angle \( \Delta\Omega \) in the direction \( (\theta, \varphi) \), where the temperature is a constant. If the power \( P(\theta, \varphi) \) radiated within that solid angle is also constant the contribution to the antenna noise temperature of that solid angle can be written

\[ T(\theta, \varphi) \cdot P_n(\theta, \varphi) \cdot \Delta\Omega \quad (4.14) \]

If the power \( P(\theta, \varphi) \) is not a constant, it is often possible to substitute in Eq. 4.14 the average normalised power \( P_n(\theta, \varphi) \) instead of \( P(\theta, \varphi) \). The term \( P_n(\theta, \varphi) \cdot \Delta\Omega \) can also be explained as being the total relative power radiated within the solid angle \( \Delta\Omega \) in the direction \( (\theta, \varphi) \) and presented as the coefficient \( \beta_i \). If the total "antenna volume", \( 4\pi \), is divided into a number of solid angles having an average temperature of \( T_i \), the antenna temperature will be

\[ T_A = \sum_{i=1}^{n} \beta_i T_i \quad (4.15) \]

where

\[ \sum_{i=1}^{n} \beta_i = 1 \quad (4.16) \]

If, for example, 1\% of the power of the antenna is radiated in the direction of a full absorbing medium with a physical temperature of 300\( \degree \) K, the contribution of this quantity to the total noise temperature of the antenna will be \( 0.01 \times 300 = 30 \degree \) K.
4.3. The antenna noise temperature and the atmosphere

Let us consider a theoretical antenna radiating all the power into a small solid angle $\Delta \Omega$ where the temperature $T(\theta, \varphi)$ is a constant. Eq. 4.15 now becomes

$$T_A = T(\theta, \varphi),$$

(4.17)

Since in Eq. 4.15 $\beta_1 = 1$ and $n = 1$. Apparently there is only one contribution to the noise temperature. As long as the temperature $T(\theta, \varphi)$ is constant within the solid angle $\Delta \Omega$, the antenna temperature $T_A$ will also be constant and independent of the antenna gain.

If this theoretical antenna model is located in vacuum, the atmosphere will have no influence on the antenna temperature. Only galactic noise will be received now (lit. 30,37), resulting in an antenna temperature which depends on the frequency (Fig. 4.2). Work carried out by Dicke (lit. 38) has shown that the galactic contributions of Fig. 4.2 should be increased by $3.5^\circ$ K. This increase is caused by cosmic blackbody radiation finding its origin in the expending universe.

If the theoretical antenna model is now located in the atmosphere, absorption takes place by oxygen and water vapour. Therefore, the atmosphere acts like an attenuator with a certain physical temperature and will have its contribution to the noise temperature $T_A$. The atmosphere should be described near the location of the antenna. For calculating purposes, however, mostly standard pressure and temperature conditions are taken from the "International Model Atmosphere". Fig. 4.3 shows the dependence of temperature, pressure and water vapour as functions of the height, where the normalised radio radius of the earth is 8500 km. No significant differences are found comparing the standard atmosphere with the real atmosphere (lit. 32).

Oxygen has magnetic dipole resonance at 60 GHz (lit. 39). This effect causes absorption within the frequency band of 1 - 10 GHz, which is nearly independent of the frequency but strongly dependent on the antenna elevation (lit. 30).
The water vapour causes two different absorption phenomena; first, there is electrical dipole resonance at 22.5 GHz and secondly the absorption of the water vapour in the infrared region has its influence also in the frequency band 1 - 10 GHz. If the total absorption coefficient \( \alpha = \alpha_o + \alpha_w \) is known (lit. 35, 40) the antenna temperature can be calculated (lit. 41)

\[
T_A = \int_0^\infty T(r) \exp \left( - \int_0^r \alpha \, dr \right) \, dr, \tag{4.18}
\]

where

- \( \alpha \) = total absorption coefficient,
- \( \alpha_o \) = absorption coefficient of oxygen,
- \( \alpha_w \) = absorption coefficient of water vapour,
- \( T(r) \) = the temperature at any point in the atmosphere at a distance \( r \) from the antenna.

Calculated curves of \( T_a \) are found in Fig. 4.2 carried out by Hogg (lit. 30) He also made several calculations with different concentrations of water vapour in the atmosphere. A great number of investigators have measured the atmospheric noise temperature. A graphical survey of the results at 4 GHz is given in Fig. 4.4.

Analytical approximations of the average atmospheric noise temperature can now be made as follows

\[
T_A = \left( \frac{2.2}{\cos \theta} + 0.8 \right) ^\circ K \text{ for } 0 < \theta < 87.5^\circ
\]

\[
T_A = 290 - (90 - \theta) \times 95.5 ^\circ K \text{ for } 87.5^\circ < \theta < 90^\circ
\]

\[
T_A = 290^\circ K \text{ for } 90^\circ < \theta < 180^\circ \tag{4.19}
\]

4.4. The antenna temperature and its environment

The discussion has so far been limited to a theoretical antenna radiating all its power in a small beam \( \Delta \Omega \) surrounded by an absorbing medium. In practice, however, the earth will partly reflect the incident energy. The earth will therefore not act as a black body radiator at a
temperature of 290°K but its contribution will depend on the Fresnel reflection coefficient, assuming the earth acts as a smooth surface. The Fresnel coefficient should be known for both horizontal and vertical polarisations. If the earth acts as a rough surface its scattering behaviour is predominantly diffuse and cannot be prescribed by one reflection coefficient. In this case a number of scatter coefficients have to be defined (lit. 42). Various calculations and measurements are found in the literature (lit. 42,43). It appears that the noise temperature depends on the polarisation and the roughness of the terrain, but only to a very small extent. For calculation purposes, therefore, the earth is often considered not to reflect so that in practice the antenna temperature, after inspection the terrain, will always be somewhat lower.

An expression for the antenna temperature $T_A$ is found below for the assumption that the earth is a smooth reflector with a reflection coefficient $R$ (lit. 42). Let us consider the antenna shown in Fig. 4.5. This antenna has a very narrow beam $\Delta \theta$. Further, the antenna is assumed to be lossless and mounted at a height $h$ above the ground. Beamed at various angles $\theta$ with respect to zenith this antenna sees the true brightness temperature $T(\theta)$, independent of $\varphi$ because the location is circularly symmetrical. The sky noise from the angle $\pi - \theta_0$ is reflected at point $P$ according to the reflection coefficient of the earth at $P$. The antenna located in $O$ will therefore see a temperature $|R|^2 \cdot T(\theta)$. Between $O$ and $P$ noise due to loss in the atmosphere also contributes to the antenna temperature. The atmosphere can be characterised by the loss factor

$$L(h) = \exp \left(-0.2303 \cdot \alpha \cdot h \cdot \sec \theta_0 \right)$$  \hspace{1cm} (4.20)

where $h =$ height of the antenna,
\[ \alpha = \text{attenuation per km; at } 4 \text{ GHz, } \alpha = 0.0058 \text{ dB/km} \]

The reflection of the sky noise due to absorption between $P$ and $O$ will contribute to the total noise temperature an amount of

$$T_A' = |R|^2 \cdot T_\theta \cdot L(h).$$  \hspace{1cm} (4.21)
The earth also generates noise that enters the antenna directly and will contribute to the antenna temperature in $O$, this contribution being attenuated as well, namely

$$T_A'' = (1 - |R|^2) T_o L(h) + (1-L(h)) T_s, \quad (4.22)$$

where $T_o$ is the temperature of the earth, assumed to be $290^\circ K$, and $T_s$ the temperature of the sky.

The total antenna temperature measured in $O$ is therefore

$$T_A = \frac{2}{R} \cdot L(h) \cdot T_o + (1 - \frac{2}{R}) T_o L(h) + (1-L(h)) T_s \cdot \quad (4.23)$$

4.5. Noise temperature calculations

4.5.1. Calculation procedure if the gain function of the antenna is known

In Sec. 4.2 an equation was found to calculate the antenna noise temperature

$$T_A = \frac{1}{4\pi} \int \int G(\theta,\varphi) \cdot T(\theta,\varphi) \, d\Omega \quad (4.2)$$

This equation can be used if the functions $G(\theta,\varphi)$ and $T(\theta,\varphi)$ are known. Another expression has been derived for the antenna temperature being

$$T_A = \sum_{i=1}^{n} \beta_i T_i \quad (4.15)$$

Eq. 4.15 can be used successfully when it is known to what solid angle the various parts of the total power of the antenna are radiated. It should be kept in mind, however, that Eq. 4.16 still holds. In all subsequent calculations in this paper the function $T(\theta, \varphi)$ is chosen according to the three analytical expressions in Eq. 4.19 found in Sec. 4.3.

We shall first consider an isotropic radiator where $G(\theta,\varphi)=1$. Therefore, Eq. 4.12 is written
\[ T_A = \frac{1}{4\pi} \int_0^\pi \int_0^{2\pi} T(\theta, \varphi) \sin \theta \, d\varphi \, d\theta \]
or
\[ T_A = \frac{1}{4\pi} \int_0^\pi T(\theta) \sin \theta \, d\theta. \quad (4.24) \]

Substituting Eq. 4.19 in 4.24 and carrying out the integration it is found that the antenna temperature of an isotropic radiator at 4 GHz is

\[ T_A = 150^\circ K. \]

4.5.2. The temperature of an isotropic antenna radiating in one hemisphere

We will consider an antenna radiating isotropically in one hemisphere. The antenna is located in the origin of a three-dimensional coordinate system \( x, y, z \), where \( \theta \) and \( \varphi \) are spherical coordinates (Fig. 4.1). The antenna gain is now only defined right of the \( xz \) plane and will be zero left of the \( xz \) plane. The gain of the antenna is \( G(\theta, \varphi) = 2 \) for \( 0 < \varphi < \pi \) and \( 0 < \theta < \pi \). The temperature of this antenna can be easily calculated if the antenna axis points along the \( y \)-axis, where \( \theta = \varphi = \frac{\pi}{2} \). The procedure is similar to that carried out in Sec. 4.5.1. Indeed, the antenna gain is 2, but \( \psi \) is only integrated over \( \pi \) rad. It is therefore no surprise that the antenna temperature is here \( 150^\circ K \) as well.

If the antenna axis points to zenith, where \( \theta = 0 \), and the integration is carried out, it is found that

\[ T_A = \frac{1}{4\pi} \int_0^{\pi/2} \int_0^{2\pi} 2T(\theta, \varphi) \sin \theta \, d\varphi \, d\theta = 10^\circ K. \]

If the antenna axis is directed to \( \theta_o, \phi_o \) (Fig. 4.6) the antenna temperature is a function of \( \theta_o \) and \( \phi_o \) therefore
Using the expression for an antenna radiating isotropically in one hemisphere we find

\[ T_A = \frac{1}{4\pi} \int \int T(\theta', \phi') \cdot G(\theta - \theta_0, \phi - \phi_0) \, d\Omega \quad \text{(4.25)} \]

By means of spherical trigonometry it is found (lit. 36) that

\[ \phi' = \arcsin \left( \cot \theta \cdot \tan \theta_0 \right) \quad \text{(4.27)} \]

4.5.3. The temperature of an antenna with a measured pattern \( G(\theta, \phi) \)

If the radiation pattern of an antenna is known by measurement it can be found what part \( \beta_i \) of the total power is radiated by the antenna in any solid angle. Therefore

\[ \beta_i = \frac{\int_{\phi_1}^{\phi_2} \int_{\theta_1}^{\theta_2} G(\theta, \phi) \sin \theta \, d\phi \, d\theta}{\int_{\phi}^{\phi_2} \int_{\theta}^{\theta_2} G(\theta, \phi) \sin \theta \, d\phi \, d\theta} \quad \text{(4.28)} \]

The solid angle is defined by \( \phi_2 - \phi_1 \) and \( \theta_2 - \theta_1 \) while it is easily found that the denominator of Eq. 4.28 is equal to 1. As most radiation patterns show circular symmetry the integration over \( \phi \) may be carried out from 0 to \( \pi \). Eq. 4.28 becomes

\[ \beta_i = \frac{1}{2} \int_{\theta_1}^{\theta_{i+1}} G(\theta) \cdot \sin \theta \cdot d\theta \quad \text{(4.29)} \]

Mostly the measured antenna patterns are very erratic so that \( \beta_i \) cannot be found analytically. The problem can still be solved by
graphical integration using a planimeter. In that case the $\theta$ axis has
to be weighted according to $\Delta\theta = \sin \theta \cdot \Delta \theta$.

Fig. A.1 of the appendix shows the radiation pattern of a conical
horn antenna. Figs. A.2 and A.3 also show the radiation patterns but
now for the weighted $\theta$ axis. An example of calculation is given to find
the quantity of the total power radiated between the -10 dB points of
the main lobe.

Reed (lit. 44) divides the antenna pattern in seven portions: main lobe,
first order sidelobes, near sidelobes, forward spillover in cassegrain
systems, far sidelobes, rear spillover, and blacklobes. In all these
portions the relative power content $\beta_i$ has to be calculated or
estimated keeping in mind that

$$\sum_{i=1}^{7} \beta_i = 1.$$ 

Although Reed does not indicate how to choose the seven different
solid angles the tendency of his work is clear. If the relative powers
are known by numerical integration or by the planimeter method, the
contribution to the antenna temperature of each portion is found by

$$\Delta T_A = \beta_i \cdot T_i \quad (4.30)$$

and the total antenna temperature

$$T_A = \sum_{i=1}^{7} \beta_i \cdot T_i \quad (4.31)$$

For his 4 GHz cassegrain antenna Reed found the following power
contents and antenna temperatures for elevation angles 5°, 20°, and
45°.
<table>
<thead>
<tr>
<th>Relative power content in %</th>
<th>Temperature contributions °K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>elevation angle</td>
</tr>
<tr>
<td></td>
<td>5°</td>
</tr>
<tr>
<td>1. Mainlobe</td>
<td>80</td>
</tr>
<tr>
<td>2. First order side lobes</td>
<td>5</td>
</tr>
<tr>
<td>3. Near sidelobes</td>
<td>1</td>
</tr>
<tr>
<td>4. Hyperbolic spillover</td>
<td>10</td>
</tr>
<tr>
<td>5. Far sidelobes</td>
<td>2</td>
</tr>
<tr>
<td>6. Parabolic spillover</td>
<td>1.5</td>
</tr>
<tr>
<td>7. Back lobes</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Total antenna temperature 42.1 13.9 9.5

4.5.4. Temperature of an antenna with an unknown radiation pattern

4.5.4.1. Introduction

It is often required to calculate or estimate the antenna temperature of an antenna without knowing the exact radiation pattern. Calculation of the radiation pattern of complicated antennas is often not possible. In this case however, it is still possible to calculate the power radiated in some solid angles. The solid angle \( \Omega_i \), however, is not defined by one coefficient \( \beta_i \) (Eq. 4.28); we assume therefore, the coefficient \( \beta_i \) to consist of a number of contributions \( \gamma_{l_i} + \gamma_{2_i} + \ldots \gamma_{m_i} \) so that Eq. 4.15 can now be written as

\[
T_A = \sum_{i=1}^{n} T_i \cdot \sum_{j=1}^{m} \gamma_{j_i}.
\]  (4.32)
The coefficients $\gamma$ can be explained by realising that the antenna will radiate in one solid angle power contributions caused by subreflector spillover, subreflector diffraction and scatter owing to the blocking effects. It is therefore, convenient to write Eq. 4.32

$$T_A = \sum_{i=1}^{n} T_i \cdot \gamma_{i1} + \sum_{i=1}^{n} T_i \cdot \gamma_{i2} + \ldots + \sum_{i=1}^{n} T_i \cdot \gamma_{mi} \quad (4.33)$$

or

$$T_A = \sum_{j=1}^{m} \sum_{i=1}^{n} T_i \cdot \gamma_{ji} \quad (4.34)$$

Thus the noise contribution from a solid angle is determined first by one particular cause (e.g. spillover) after which all these contributions are added over all solid angles. In this way it is possible to estimate the noise contribution from several causes.

We shall now calculate the antenna temperature from a practical example of a two-reflector system shown in Fig. 4.8.

The radiators in the double reflectorsystem (lit. 34) of this figure are:

1. The primary feed and feed pattern $G_f(\theta, \phi)$. It is possible to distinguish between a theoretical feed pattern and a feed pattern measured from an existing feed.

2. The main reflector feed system comprising the subreflector and feed $G_s(\theta, \phi)$. In general, the shape of the subreflector need not be defined and may be hyperbolical, elliptical or may have a special shape.

3. The pattern of the complete antenna $G(\theta, \phi)$. This comprises the patterns of feed, subreflector and main reflector.
4.5.4.2. The primary feed pattern

Fig. 4.9 shows the primary feed pattern combined with the subreflector. It is found convenient to coincide the origin of the coordinate system of Fig. 4.1 with the phase centre of the primary feed. If the gain function of the feed is \( G_f(\theta, \varphi) \), the relative power radiated into a solid angle \( \Delta \Omega \) is

\[
P_n(\theta, \varphi) = \frac{1}{4\pi} \int_0^\theta \int_1^{\varphi_2} G_f(\theta, \varphi) \sin \theta \, d\varphi \, d\theta .
\]  

(4.35)

This integration can be carried out numerically or graphically (Appendix). We shall now divide the radiation pattern of the feed into 5 circularly symmetrical solid angles, assuming the pattern to be circularly as well. Therefore, in the equations below the integration over \( \varphi \) has already been carried out.

1. The relative power lost owing to blocking of the subreflector and the supports, is scattered in various directions. Its value is

\[
P_{n1} = \frac{1}{4\pi} \int_0^\theta G_f(\theta) \sin \theta \, d\theta .
\]  

(4.36)

2. The relative power radiated to the subreflector and reflected to the main reflector by optical laws.

\[
P_{n2} = \frac{1}{4\pi} \int_0^\theta G_f(\theta) \sin \theta \, d\theta .
\]  

(4.37)

3. The relative power lost by spillover along the subreflector.

\[
P_{n3} = \frac{1}{4\pi} \int_0^{\pi/2} G_f(\theta) \sin \theta \, d\theta .
\]  

(4.38)

4. The relative power which is radiated backward.

\[
P_{n4} = \frac{1}{4\pi} \int_0^{\pi/2} G_f(\theta) \sin \theta \, d\theta .
\]  

(4.39)
5. The relative power radiated by the cross polarisation component of the feed pattern.

\[ P_{n5} = \frac{1}{4\pi} \int_{\theta=0}^{\pi} \int_{\varphi=0}^{2\pi} G_c(\theta,\varphi) \sin\theta \, d\varphi \, d\theta, \]  

(4.40)

where \( G_c(\theta,\varphi) \) is the cross polarisation gain pattern.

If a theoretical feed pattern is used, e.g.,

\[ G_f(\theta) = 2(n+1) \cos^n \theta, \]  

(4.41)

and substituted in Eqs. 4.36 to 4.39, the integration over \( \varphi \) leads to

\[ P_n = \cos^{n+1} \theta_1 \cos^{n+1} \theta_2, \]  

(4.42)

where \( \theta_1 \) is the lower integration limit and \( \theta_2 \) the upper integration limit used in the Eqs. 4.36 to 4.39.

In the Figs. 4.10 and 4.11 calculated curves are given showing the percentages spillover of the theoretical feed as a function of \( n \) and the edge illumination. The spillover from a measured feed pattern can be determined using the methods in the Appendix. Fig. 4.12 shows the angle \( \theta_1 \) subtending the subreflector as a function of the edge illumination.

4.5.4.3. The main reflector feed system

Fig. 4.13 shows an arrangement of a feed and subreflector. The field radiated by the feed is constant within the solid angle subtended by the hyperboloid and zero elsewhere (lit. 18). A calculated radiation pattern is represented in the same figure. According to optical laws all power radiated by the feed should be captured and reradiated by the subreflector. If this pattern is integrated numerically, it appears that only 79% of the total power is captured by the main reflector and that 21% is lost by diffraction effects along the edge of the subreflector. Rusch' method has the drawback that complicated computer programmes have to be used.
The diffraction effects can also be prescribed using the principle of stationary phase (lit. 5) (see also chapter 3). Using this it is also possible to approximate the relative power lost by diffraction. Using the arrangement shown in Fig. 4.9 the power lost by diffraction, assuming circular symmetry is,

\[ P_n \text{diff} = P'_n - P''_n \]  (4.43)

where

\[ P'_n = \frac{1}{2} \int G(\theta_2) \sin \theta_2 d\theta_2 \]  (4.44)

and

\[ P''_n = \frac{1}{2} \int G(\theta_2) e^{-2\gamma(\theta_2 - \theta_D)} \sin \theta_2 d\theta_2 \]  (4.45)

with

\[ \theta_D = \theta_2 - 0.65 \sqrt{\frac{\lambda \sin \theta_2}{D_s}} \]  (4.46)

\[ \gamma = 1.07 \sqrt{\frac{D_s}{\lambda \sin \theta_2}} \]  (4.47)

and

\[ G_f(\theta_1) \sin^2 \theta_1 = G_2(\theta_2) \sin^2 \theta_2 \]  (4.48)

With the aid of a computer the relative power lost by blocking could also be calculated. The results are shown in Fig. 4.14 as a function of the edge illumination. A theoretical feed pattern \( G_f(\theta_1) = 122 \cos 60 \theta_1 \) was used, in accordance to the relation \( G_f(\theta_1) \sin^2 \theta_1 = G_2(\theta_2) \sin^2 \theta_2 \), the angular aperture \( \theta_2 \) or the F/D ratio being a parameter. This method has the drawback that it is possible to say in what directions the diffracted power is scattered. From the results of Rusch (lit. 18) and the measurements carried out in Chapter 6, however, it is expected that more information will be ready soon for publication.
If only a measured pattern of the feed system including the subreflector is available, the ideal pattern discussed before has to be completed by back radiation and spillover of the primary feed. The same procedure as discussed in Sec. 4.5.4.1. is now followed, i.e., the contributions of back radiation, diffraction, spillover, and cross polarisation are added in any solid angle in order to find the antenna noise temperature.

From the calculations carried out so far it can be concluded that low losses due to spillover, blocking, and diffraction form the most important features reducing ground noise. This is one of the reasons for the good results obtained by the Raisting antenna, where the edge illumination is only \(-20\) dB. The power lost by diffraction and spillover is still \(5\%\) (lit. 6). The aperture efficiency, however, is low. Possibilities to increase the aperture efficiency combined with a low edge illumination taper are obtained by shaping main and subreflector (Chapter 8).

4.5.4.4. The main reflector

The main reflector is illuminated by the available power within the angular aperture \(6_2\) (Fig. 5.15). By means of the current integration method (lit. 47) it is possible to calculate the radiation pattern of the main reflector without considering the blocking effects. The pattern near the main lobe can also be found by means of the aperture method. The power distribution over several solid angles can be calculated with both methods (lit. 25,26).

If the aperture is illuminated uniformly it appears that \(95\%\) of the power intercepted by the main reflector is reradiated within the main lobe and the near sidelobes within \(0.5^\circ\) of the antenna axis. According to the methods discussed in Sec. 4.5.4.3 the relative power lost by diffraction at the edge of the main reflector can be calculated. Computer programmes based on the current distribution methods will give more information on the relative power radiated into various solid angles.
If the aperture of the main reflector is blocked by some obstacle, the power supplied to the main reflector is decreased (Chapter 3). Power from the main lobe is now spread to the sidelobes (lit. 24). If the size of the subreflector is increased, the sidelobes caused by this blocking will come nearer the main lobe and have little effect on the antenna temperature. The noise contribution, however, from the scattered blocking power can be significant (Sec. 3.4.5). This contribution can be made much smaller if the blocked power is supplied to the aperture by shaping main and subreflectors. Davidson (lit. 1) gives an equation for the increase in noise temperature caused by scattering at the subreflector supports.

Losses can also be expected by surface deviations of the paraboloid reflector from an ideal reflector. Shin (lit. 46) has shown that at a reduction of gain of 0.2 dB, 4.5% of the power content of the main lobe will be spread to the near sidelobes of the radiation pattern. The increase in antenna temperature is, therefore, very small. Some information on the average sidelobe level caused by surface deviations is given by Dragone and Hogg (lit. 45).

4.5.4.5. Survey of noise temperature calculation

The previous section has shown the possibility of calculating the antenna noise temperature by adding the following contributions:

1. Contributions from the feed

\[ \Delta T_{\text{feed}} = \Delta T_c + \Delta T_b + \Delta T_{sp}, \]  \hspace{1cm} (4.49)

where

\[ \Delta T_c = \text{contribution by cross polarisation}, \]

\[ \Delta T_b = \text{contribution by black radiation}, \]

\[ \Delta T_{sp} = \text{contribution by spillover}. \]

2. Contributions by the subreflector

\[ \Delta T_{\text{sub}} = \Delta T_{D1} + \Delta T_{B1} + \Delta T_{B2} + \Delta T_{C2}, \]  \hspace{1cm} (4.50)
where \( \Delta T_{D_1} \) = contribution by diffraction on the subreflector,
\( \Delta T_{B_1} \) = contribution by the scattering of the subreflector blocking power against the feed support,
\( \Delta T_{B_2} \) = contribution by the scattering of power against the subreflector supports,
\( \Delta T_{C_2} \) = contribution of cross polarization effects introduced by the subreflector.

The above may be further explained by mentioning that the power lost by subreflector diffraction is calculated according to the Eqs. in Sec. 4.5.4.3. It is assumed that the diffracted power is radiated isotropically in one hemisphere. The blocking power is also assumed to scatter isotropically in one hemisphere as well as the backradiation. The calculation is simplest if the antenna axis points to the horizon.

If the antenna noise temperature has to be specified at any elevation, Fig. 4.7 can be used.

3. Contributions by the main reflector

\[
\Delta T_m = \Delta T_{ml} + \Delta T_{D_2} + \Delta T_{C_3},
\]

where \( \Delta T_{ml} \) = contribution of the main lobe with near sidelobes (Sec. 4.5.4.4.). This contribution is found by calculating the relative power contained in this part of the pattern. The latter part also contains distributions caused by surface inaccuracies and blocking, where power from the main lobe is spread to the near sidelobes (Sec. 4.5.4.4). In literature it is mostly assumed that the antenna radiates its power within a small solid angle so that the antenna temperature only depends on the antenna elevation angle (Fig. 4.4).

\( \Delta T_{D_2} \) = contribution by diffraction effects. This contribution can be calculated in the same way as done for the subreflector (Sec. 4.5.4.3).

\( \Delta T_{C_3} \) = contribution by cross polarisation at the main reflector.

If the antenna is assumed to have no ohmic losses, the antenna
temperature is found from
\[ T_A = \Delta T_{\text{feed}} + \Delta T_{\text{sub}} + \Delta T_{\text{m}}. \] (4.52)

4.5.5. The antenna temperature and the reflection coefficient of the primary feed

If accurate calculation of the antenna temperature is required allowance must be made for the reflection coefficient of the primary feed. If the V.S.W.R. amounts 1.22, 1% of the power supplied to the feed will be reflected. If we study Fig. 4.16, it is found that the noise power received in reference plane II will be

\[ W_{II} = k T_A B. \] (4.1)

If the voltage reflection coefficient \( \rho_1 \) is introduced we shall receive in plane I only part of this noise power viz. \( k T_A B (1 - |\rho_1|^2) \). The feed is adapted by a line \( I \) to the receiver. The physical temperature, however, of this receiver is not \( 0^o \) K; therefore, the part of the noise power emitted by the receiver and reflected in plane II has also be taken into consideration. If the noise temperature of the receiver is \( T_R \), the part reflected will be \( |\rho_1|^2 k T_R B \). The total antenna temperature which we shall find in plane II now becomes

\[ T_A = (1 - |\rho_1|^2) T_A + |\rho_1|^2 T_R, \] (4.53)

so that the increase in antenna temperature caused by the reflection coefficient will be

\[ \Delta T_A = -|\rho_1|^2 T_A + |\rho_1|^2 T_R. \] (4.54)

If the total system temperature has to be calculated, the reflection coefficient of the amplifier should also be to considered as well as the length of line \( I \) (lit. 48).

4.5.6. Ohmic losses within the antenna system

The antenna system will contain several ohmic losses viz,
(1) losses in the primary feed,
(2) losses in the melinex window which protects the feed opening against influence of the weather,
(3) losses in main and subreflector.

We assume that all the power radiated is attenuated by these effects. The increase in antenna temperature is therefore, assuming \( \frac{T_A}{T_0} < 1 \),

\[
\Delta T_A = (1-g_1) T_0 + (1-g_2) T_0 + (1-g_3) T_0,
\]

where \( g_1, g_2 \) and \( g_3 \) are attenuations caused by feed, window and reflectors, all calculated at the temperature \( T_0 = 290^\circ \text{K} \). A useful approximation is the rule to increase the noise temperature by \( 70 \) K for each 0.1 dB attenuation. Davidson (lit. 1) presents a calculation of the increase of antenna temperature due to absorption by the reflectors. Painting the reflector usually increases the noise temperature.

4.5.7. Noise caused by sun and weather

Observed from the earth, the sun is subtended by angle of \( 0.5^\circ \). If an ideal antenna of the same beamwidth points to the sun, the noise temperature measured will be (lit. 31)

\[
T_{\text{sun}} = \frac{290 \times 675}{f},
\]

where \( f \) is the frequency in GHz. This equation is an approximation of the sun's noise temperature. More accurate relations are shown by Hogg (lit. 31) and Salomonowitch (lit. 35). According to Potter (lit. 24) the contribution of the sun to the antenna temperature is given by

\[
\Delta T_A = \frac{S}{2k} \cdot A_B = \frac{\lambda^2 S G}{8\pi k},
\]

where \( S = \) solar flux density in W/m\(^2\) \cdot Hz.,
\( \lambda = \) wavelength,
\( A_B = \) the average effective aperture,
\( G_s = \frac{1}{\Delta \Omega} \int G(\theta,\phi) \Delta \Omega \), where \( \Delta \Omega = 0.5^\circ \).
\( k = \) Boltzmann's constant = \( 1.38 \times 10^{-23} \) Joules \(^\circ\) K.

It appears that the contribution by the sun will be \( 2^\circ \text{K} \) at a
frequency of 4 GHz and an average sidelobe level of +10 dB above isotropic. Hogg and Semplak (lit. 32) have carried out experiments to determine the influence of clouds and rain on the antenna noise temperature.

A clear increase of the antenna temperature at recent antenna measurements at 8.6 GHz in the Dutch radio station Kootwijk was demonstrated during periods of rain and increasing clouds. The I.C.S.C. requirements for satellite communications are specified at dry, bright weather so that they can be left out of consideration for the time being.

4.6. The figure of merit $G/T_s$

4.6.1. Introduction

The figure of merit is the ratio of the antenna gain $G$, measured at the terminals of the noiseless receiver, to the system noise temperature $T_s$ of the system.

Figure of merit is $10 \log \frac{G}{T_s} = G(dB) - T_s(dB)$.

The requirements of the I.C.S.C. demand a figure of merit of 40.7 dB or more for an antenna for satellite communications operating at 4 GHz at elevation angles at which the satellite is seen in dry bright weather. This specification is graphically shown in Fig. 4.17, where the maximum permissible antenna noise temperature is shown as a function of the antenna diameter, the antenna efficiency being a parameter. Figures of merit of various existing and planned satellite groundstations are found in a recently published report (lit. 13).

To find optimum ratios $G/T_s$ it is necessary to derive an analytical expression containing this ratio. Davidson (lit. 1) has found such an optimum for a front fed paraboloid using the theoretical gain function

$$G(\theta) = G_o \cos^2 \theta \cdot ( -\frac{\pi}{2} < \theta < \frac{\pi}{2} ).$$
Similar work is now carried out at Eindhoven for cassegrain systems. For shaped reflectors as discussed in Chapter 8, it appears that noise temperature and antenna gain are practically independent of each other so that each of them can be optimised separately.

4.6.2. The figure of merit and the system components.

As explained in the previous section it should be mentioned in which reference plane all the quantities are to be calculated or to which reference plane all the quantities should be reduced. The I.C.S.C. clearly specifies that the reference plane should be found at the input terminals of the parametric amplifier. In detailed computations the influence of reflection at these terminals has to be considered as well, therefore, the reference plane in the following will be defined to be situated at the input terminals of the parametric amplifier after reflection has taken place.

The entire antenna system (Fig. 4.18) can be divided into the following components:

1) the feed and reflectors. Reference plane I is situated in such a way that the feed is separated from the waveguide components. It is assumed that the reflection coefficient in plane I is equal to $\rho_1$ and that the antenna noise temperature inclusive the contribution of the feed, attenuated by $G_1$, is equal to $T_A$ in reference plane I before reflection takes place.

2) the receiver, located to the right of reference plane II with reflection coefficient $\rho_2$ and consisting of a parametric amplifier P.A. with a noise temperature of $T_{PA}$ and a gain of $G_{PA}$, arranged in series with a tunnel diode amplifier T.D. (noise temperature $T_{TD}$ and gain $G_{TD}$) and a travelling wave tube T.W.T. (noise temperature $T_{TWT}$ and gain $G_{TWT}$).

3) the connection between feed and receiver, comprising all components between the reference planes I and II. It is further assumed that $\rho_1$ and $\rho_2$ are the only reflection coefficients. Several components like duplexer, circulator, tracking coupling device and cross guide directional coupler are located between the two reference planes, with a total attenuation of $G_2$ at a physical temperature of $T_0=290^\circ K$. 
The tracking system contributes to the total system temperature an amount of $T_{\text{track}}$ and the cross guide directional coupler $T_0/g_3^3$, $g_3$ being the coupling ratio. ($G_3 = 10 \log g_3$).

The antenna gain left of reference plane I (before reflection) is equal to $G_0$. Reflection will take place at the two planes with an attenuation of $G_2$. The antenna gain $G_0$ at the input terminals of the parametric amplifier has therefore to be modified according to

$$g_0' = g_0 (1 - |p_1|^2)(1 - |p_2|^2) g_2.$$  \hfill (4.56)

As the reflection coefficients are nearly equal to unity, the effect of multiple reflections can be neglected.

The total system noise temperature consists of contributions of several noise sources not being correlated, therefore, they may simply be added together. In one single case there may be some correlation such as the noise from multiple reflections introduced by the reflection coefficients $p_1$ and $p_2$, but this fact can only be taken into consideration if the electrical length between plane I and II is known exactly.

The system temperature $T_s$ now found to the right of plane II appears to be a function of a great number of sources modified by the system parameters:

$$T_s = f(T_A; T_0, T_{PA}, T_{TD}, T_{TWT}, T_{\text{track}}; p_1, p_2, G_2, G_3, G_3^2, G_{PA}^2, G_{TD}^2, G_{TWT}^2).$$ \hfill (4.57)

Expression 4.57 can be split up into a number of interrelated terms

$$T_s = f_1(T_A; p_1, p_2, G_2) + f_2(T_0; p_1, p_2, G_2) + f_3(T_{PA}; p_1, p_2, G_2) +$$

$$+ f_{\text{TWT}}(T_{\text{TWT}}; p_1, p_2, G_2, G_3).$$ \hfill (4.58)

In Eq. 4.58 $f_1(T_A; p_1, p_2, G_2)$ represents the contribution to the system noise temperature of source $T_A$ modified by the system parameters $p_1$, $p_2$ and $G_2$ at the input terminals of the parametric amplifier shown to the right of reference plane II in Fig. 4.18 or

$$f_1(T_A; p_1, p_2, G_2) = T_A (1 - |p_1|^2) (1 - |p_2|^2) g_2.$$ \hfill (4.59)
The function $f_2$ is the contribution of the source $T_o$ (ohmic losses) modified by the system parameters $\rho_1$, $\rho_2$ and $G_2$ to the right of plane II or

$$f_2(T_o; \rho_1, \rho_2, G_2, G_3) = \{(1-g_2)T_o\}^{\frac{2}{2}}\{(1-|\rho_2|)^2\} + \{(1-g_2)T_o\}^{\frac{2}{2}}\{(1-|\rho_2|)^2\} \cdot \rho_1^2 \cdot g_2^2,$$  

(4.60)

suggesting that a noise power flow is available at the reference planes I and II caused by $T_o$ and equal to $(1-g_2)T_o$.

The noise source $T_{PA}$ contributes according to

$$f_3(T_{PA}; \rho_1, \rho_2, G_2) = T_{PA} \cdot |\rho_1|^2 \cdot g_2^2 \{(1-|\rho_2|)^2\}.$$  

(4.61)

This contribution is essential as the feed is not matched ideally to the duplexer.

Finally, function $f_4(T_o + T_{track}; \rho_1, \rho_2, G_2, G_3)$ is equal to

$$f_4 = (T_o/G_3 + T_{track}) \cdot g_2 \{(1-|\rho_2|)^2\} + (T_o/G_3 + T_{track}) \cdot |\rho_1|^2 \cdot g_2 \{(1-|\rho_2|)^2\} \cdot (1+|\rho_1|^2),$$

(4.62)

or

$$f_4 = (T_o/G_3 + T_{track}) \cdot g_2 \{(1-|\rho_2|)^2\} \cdot (1+|\rho_1|^2),$$

being the contributions from cross coupling and tracking, suggesting that these components are located immediately behind the feed.

The total system temperature $T_s$ expressed in the noise sources and parameters discussed is, therefore, neglecting multiple reflections and correlation of noise

$$T_s = T_A \{(1-|\rho_1|)^2\} \{(1-|\rho_2|)^2\} g_2 +$$

$$+ \{(1-g_2)T_o\} \{(1-|\rho_2|)^2\} \{(1+|\rho_1|^2) + T_{PA} |\rho_1|^2 g_2^2 \{(1-|\rho_2|)^2\} \cdot$$

$$+ T_{PA} + T_{TD}/g_{PA} + T_{WT}/(g_{PA} \cdot g_{TD}) +$$

$$+ (T_o/G_3 + T_{track}) \{(1-|\rho_2|)^2\} \{(1+|\rho_1|^2) \cdot g_2^2\}.$$  

(4.63)
The table below shows a worked out example where

\[ |\rho_1|^2 = 0.99 \quad [\text{V.S.W.R.} = 1.2] \]
\[ |\rho_2|^2 = 0.96 \quad [\text{V.S.W.R.} = 1.5] \]

\[ T_{\text{track}} = 0.7^\circ \text{K}; \quad T_o = 290^\circ \text{K}; \quad T_{\text{PA}} = 16^\circ \text{K}; \quad T_{\text{TD}} = 627^\circ \text{K}(5 \text{ dB}), \]
\[ T_{\text{TWT}} = 116^4^\circ \text{K}(7 \text{ dB}), \quad G_1 = \text{(neglected)}, \quad G_2 = 0.2 \text{ dB}; \quad G_{\text{PA}} = 25 \text{ dB}; \]
\[ G_{\text{TWT}} = 35 \text{ dB}; \quad G_3 = -23 \text{ dB}; \quad G_{\text{TD}} = 15 \text{ dB}. \]

Table:

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>decrease of eff.</th>
<th>Increase of noise temp. °K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dB</td>
<td>η</td>
</tr>
<tr>
<td>1. Noise temp. paramp. + receiver</td>
<td></td>
<td>18.1</td>
</tr>
<tr>
<td>[ T_{\text{PA}} + T_{\text{TD}} / g_{\text{PA}} + T_{\text{TWT}} / (g_{\text{PA}} - g_{\text{TD}}) = 16 + 2.1^\circ \text{K} ]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2. Reflection loss paramp. (V.S.W.R. = 1.5)</td>
<td></td>
<td>0.14</td>
</tr>
<tr>
<td>Paramp. noise by reflection of feed ((f_3))</td>
<td>0.15</td>
<td>0.960</td>
</tr>
<tr>
<td>3. Ohmic losses (0.2 \text{ dB} ,(f_2))</td>
<td>0.20</td>
<td>0.955</td>
</tr>
<tr>
<td>4. Losses by mode conversion</td>
<td></td>
<td>12.65</td>
</tr>
<tr>
<td>5. Noise by cross coupler ((23 dB)) and tracking system ((f_4))</td>
<td></td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.995</td>
</tr>
<tr>
<td>6. Ellipticity losses</td>
<td>0.056</td>
<td>0.987</td>
</tr>
<tr>
<td></td>
<td></td>
<td>33.05^\circ \text{K}</td>
</tr>
</tbody>
</table>

Totals
4.7. Conclusion

(1) It is possible to determine an analytical expression for the noise temperature of the environment $T(\theta, \varphi)$. This expression can be investigated in practice by an antenna concentrating all its radiated power in an infinite small solid angle $d\Omega$.

(2) Knowing $T(\theta, \varphi)$ analytically, it is fairly simple to calculate the noise temperature of an antenna with a radiation pattern $G(\theta, \varphi)$. The calculation of the noise temperature of an isotropic antenna radiating in a hemisphere is very important. The same method can be applied to the calculation of the antenna noise temperature in case the radiation pattern is not known.

(3) It appears to be possible to divide the radiated power into parts, such as spillover, backradiation, diffraction, blocking power, and the power contained within the main lobe. Since antennas obey the reciprocity theorem it is possible, the noise in case the antenna is used for reception purposes, to calculate from the power flow within the antenna system used for transmitting purposes.

(4) Detailed information is given about the influence of imperfections of various components on the noise temperature such as reflection losses, ohmic losses, surface inaccuracies, etc.
Fig. 4.1. Spherical coordinates.

Fig. 4.2. Antenna noise temperature by galaxy and atmosphere [911, 50].

Fig. 4.3. Parameters of standard atmosphere.

Fig. 4.4. The antenna temperature as a function of the elevation angle.

Fig. 4.5. The antenna located above reflecting surface.

Fig. 4.6. Aperture radiating in one hemisphere in direction $\theta, \phi$. 
Fig. 4.9. The feed radiation pattern.

Fig. 4.8. Two-reflector system as model for antenna noise temperature calculations.
Fig. 4.10. Spill-over percentage as function of the edge of illumination: parametric gain function $G(Q) = 2(n+1) \cos^2 \delta$. 

Fig. 4.11. Illumination taper as function of the gain function $G(Q) = 2(n+1) \cos^2 \delta$. 

Fig. 4.12. The angle $\theta_1$ subtending the subreflector as a function of the edge illumination.

\[ q(\theta_1) = 2(\pi + 1) \cos^2 \theta_1 \]

Fig. 4.13. Radiation pattern of a subreflector illuminated by ideal feed (ill. 48).

Fig. 4.14. Power lost by blocking and diffraction as function of the illumination taper.

\[ F_0 \text{ (dB)} = 12 \cos^2 \theta \]

\[ F_0 = 0.48 \]

\[ F_0 = 0.23 \]
The feed's reflection coefficient and the antenna temperature.

Fig. 4.16. The antenna feed and components for satellite communications.

Fig. 4.17. The system temperature as function of the antenna system efficiency as parameter.
5. The feed

5.1. Feed requirements

In classical cassegrain systems it is always assumed that the subreflector is illuminated by a point source. The equiphase planes of such a point source are spherical. It is shown in Fig. 5.1.1.

![Diagram of equiphase planes](image)

---

that spherical wavefronts propagate towards the subreflector. Point sources cannot be applied in actual practice since mostly horn antennas are available only. At large distances from the feed, in the far zone, the equiphase planes are spherical, which makes the horn antenna very suitable as a feed system for the subreflector. The far zone is found at distances \( R = \frac{2d^2}{\lambda} \), where \( d \) is the aperture diameter of the feed. The centre of curvature of the equiphase planes in the far field is called the phase centre. This point is found somewhere within the horn feed. The subreflector will be better illuminated if the pattern of the feed is circularly symmetrical.

In classical systems it is advisable to illuminate the centre of the subreflector as uniformly as possible to increase the antenna efficiency. The illumination of the edge should be low so as to decrease spillover and diffraction losses. The pattern of the feed in this case should be in accordance with Fig. 5.1.2.
Losses by spillover and diffraction should be limited as much as possible as otherwise the antenna noise temperature will be too high.

The feed has to be used in the frequency bands of 3,700-4,200 MHz and 5,900-6,400 MHz. It will be shown further in this paper that these bandwidths are obtainable by a horn feed with \( d \approx 6 \lambda \) (Sec. 5.4). To fulfil the far zone requirements it will be clear that the distance \( R \) from the phase centre of the feed to the subreflector should be now

\[
R \gg \frac{2d^2}{\lambda}, \quad \text{where}\; \lambda = 8.1 \text{ cm}, \; \text{therefore,} \; R \gg 5.83 \text{ metres.}
\]

Therefore, the distance between feed and subreflector will be fairly large. This large distance has some advantages:

1. The cone on which the feed is mounted can be made small.
2. The first stage of the low-noise pre-amplifier can be fitted within the cone. The amplifier can then easily be reached in case of service or repair.
3. Extra blocking of the feed can now be avoided in accordance with the relation \( \frac{D_S}{F} \gg \frac{d}{f} \); see also Fig. 5.1.3.
The requirements for the main beam of the feed pattern and the distance phase centre to subreflector hold for the whole frequency band.

A classical cassegrain system is shown in Fig. 5.1.4.

If we assume \( \psi_1 = 15^\circ \), we find that \( L_r = 4.17 \text{ m.} \), \( L_v = 0.85 \text{ m.} \), and the hyperboloid eccentricity \( e = 1.425 \).

It is easily seen that the subreflector is not located in the far zone of the feed. However, it is evident that the phase errors will still be very small and tolerable. Also, a choice of \( \psi_1 = 15^\circ \) will lead to an acceptable geometry. In a final design the true angle \( \psi_1 \) may deviate a few degrees from \( 15^\circ \). This difference is easily compensated by a subreflector with a different eccentricity.

Summarising the feed should meet the following requirements:

(a) The feed should have a main beam corresponding to Fig. 5.1.2., although this requirement does not hold for shaped reflector systems (chapter 7).

(b) The energy of that part of the main beam intercepted by the subreflector should be at least 98% of the total power radiated by the feed.

(c) The feed should be suitable to receive and transmit circularly polarised waves.
(d) The mean beam of the feed pattern should be equal in E and H plane (Fig. 5.2).

(e) The phase centres of E and H plane patterns should be the same point.

(f) The cross polarisation energy should be smaller than 1% of the total power radiated by the feed.

(g) The feed must be used for the frequency bands 3,700-4,200 MHz and 5,900-6,400 MHz; the phase centre and beam shape should be independent of the frequency within the frequency bands.

(h) The feed should be well matched: VSWR ≤ 1.2 over the frequency bands mentioned under (g).

5.2. Short survey of the properties of a conical horn antenna

The feed should receive and transmit circularly polarised radiation. This can be realised in the simplest way by a conical horn antenna. Using a horn already available some measurements were carried at the frequencies 7.6 GHz and 11.4 GHz. The choice of these frequencies is motivated in Sec. 5.4. The dimensions of this feed are found in Fig. 5.3.
The choice of the diameter of the waveguide coupled to the horn antenna should be such that apart from the TE₁₁ mode the TM₀₁ mode can propagate as well. In that case the TM₀₁ mode can be used for tracking purposes. The measured patterns are found in the Figs. 5.4 to 5.7. From these figures we may conclude that

1) the radiation pattern in the E plane does not correspond with the radiation pattern of Fig. 5.1.2.

2) the beamwidth depends on the frequency. The same conclusions may be drawn from other horn antennas. Therefore, these kind of horn antennas cannot be used as primary feeds.

5.3. Possibilities of realising the requirements

5.3.1. Multimode horn antennas

The radiation pattern of a conical horn can be improved by applying two modes. Somewhere in the feed the TM₁₁ mode is generated, apart from the TE₁₁ mode (Fig. 5.8).
The improvements can be obtained by seeing to it that the two modes have the correct amplitude and phase relations. The two modes in waveguide 3 (and also in the horn antenna) have different phase velocities.

Fig. 5.9.
1: circular waveguide for TE_01 mode.
2: transition.
3: circular waveguide for TE_{11} and TM_{11} mode.
4: conical horn.

Therefore, the bandwidth of such a system is only 5%, and does not meet the requirements.

Foldes (lit. 49) has found another solution for this problem by using a multimode-multihorn system. Using special broadband components, the system can be made suitable for a feed in an antenna for satellite communication. The feed system has been developed by the "hit and miss" method, and is very complicated. The present knowledge of feeds, however, offers the possibility of a simpler solution (Sec. 5.3.2.).

5.3.2. Modified conical horn antenna

If the field distribution in the aperture of a conical horn antenna is similar in the X-Z plane and the X-Y plane it may be expected that the beamwidth in H- and E-plane will be equal. Moreover, the phase centre for the E- and H-plane will be the same. Applying the TE_{11} mode and TM_{11} mode (or other modes) such a field distribution in the aperture can be realised.
This goal can also be reached by modifying the inside of the horn antenna in such a way that other boundary conditions than the usual ones, have to be introduced (corrugated surface). Moreover, the black radiation can be kept low. Such a horn antenna will henceforth be called the modified conical horn antenna. An objection still exists as for the present moment the radiation pattern cannot be found by calculation.

The bandwidth problem can be solved by a correct choice of the antenna geometry (Fig. 5.10). An experimental investigation has proved that a conical horn antenna, in which $\Delta \gamma_1$, possesses a beamwidth almost independent of the frequency over a frequency band of 1:1.7. This means that the aperture will be no equiphase plane. Combining the two principles above mentioned it appears possible to design a feed which meets the requirements of Sec. 5.1. If such a feed cannot be designed by calculation, all the necessary information has to be collected by experiments on models. A great number of measurements have been carried out to see whether the principles mentioned can be utilised. To decrease cost all measurements have been carried out with small-scale models. A survey of the results is found in Sed. 5.4.

5.4. Modified conical horn antenna measurements

An antenna for satellite communication with stationary satellites must be suitable for the frequency bands of 3.7 - 4.2 GHz and 5.9 - 6.4 GHz. To keep the model dimensions within reasonable limits the measurements have been carried out in the X-band. The table below shows the frequencies in the above mentioned S-band and the corresponding frequency in the X-band.

<table>
<thead>
<tr>
<th>S band</th>
<th>X band</th>
<th>transmitting</th>
</tr>
</thead>
<tbody>
<tr>
<td>receiving</td>
<td>transmitting</td>
<td></td>
</tr>
<tr>
<td>3.7</td>
<td>7.0</td>
<td>5.9</td>
</tr>
<tr>
<td>3.8</td>
<td>7.19</td>
<td>6.0</td>
</tr>
<tr>
<td>3.9</td>
<td>7.38</td>
<td>6.1</td>
</tr>
<tr>
<td>4.0</td>
<td>7.56</td>
<td>6.2</td>
</tr>
<tr>
<td>4.1</td>
<td>7.75</td>
<td>6.3</td>
</tr>
<tr>
<td>4.2</td>
<td>7.94</td>
<td>6.4</td>
</tr>
</tbody>
</table>
Various models have been investigated. Every model has been given a distinguishing letter. The results obtained with some models will now be discussed. The models A and B already proved useless at the beginning of the research. The bandwidth theory was tested on model B (Fig. 5.11). The 10 dB points of the main beam are represented as a function of the frequency in Fig. 5.12. It appears that the beamwidth in the H-plane is more or less independent of the frequency. The beamwidth in the E-plane, however, depends strongly on the frequency. Model A and B have similar dimensions. However, special boundary conditions have been introduced. The 10 dB points of the main beam as a function of the frequency are found in Fig. 5.13. The main conclusion which can be drawn is that the 10 dB points of the E and H plane are less far separated. Moreover, some frequency independence can be observed. However, the beamwidth is still too large.

The next step is an attempt to reduce the beamwidth. Model E was constructed for this purpose, with special boundary conditions and the following dimensions: \( a = 28 \text{ mm}, l = 67\text{ mm}, d = 113 \text{ mm}, \theta_o = 40^\circ \). The results are collected in Fig. 5.14. The frequency dependence is like that of model A. The beamwidth of the 10 dB points, however, appeared to be smaller. Further reduction of the beamwidth was realised with model F, also containing special boundary conditions, and the following dimensions: \( a = 28 \text{ mm}, l = 150 \text{ mm}, d = 105 \text{ mm}, \theta_o = 15^\circ \). The results of model F in Fig. 5.15 show a 10 dB beamwidth which is equal in its E- and H-planes. There is, however, a strong dependence of the frequency. The dimensions of the conical horn antenna discussed in Sec. 5.2 are nearly the same as the dimensions of model F, measured at two frequencies both in E- and H-plane. Comparison with Figs. 5.4 to 5.7 shows not only that the 10 dB points in the E- and H-planes are equal but also that the main beam in the E- and H-planes are of the same shape.

Beyond the region \(-72^\circ\) to \(+72^\circ\) the radiation is at least 40 dB lower than the radiation in the main direction. This is not so when using the common conical horn antenna of Sec. 5.2.

The following attempt concerned the design of an antenna with a 10 dB beamwidth of about \(30^\circ\) and independent of the frequency (conventional
boundary conditions). The aperture diameter is $6 \lambda$ for the lowest frequency and $10 \lambda$ for the highest. Some results can be found in Fig. 5.16; moreover, Figs. 5.17 to 5.20 illustrate some radiation patterns. The results are very promising. If special boundary conditions are introduced, it is expected that the E-plane pattern can be further improved.

An important question is where the far zone of model H begins. Starting from the relation $R \approx \frac{2d^2}{\lambda}$ the table below can be calculated:

<table>
<thead>
<tr>
<th>Frequency</th>
<th>d</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.7 GHz</td>
<td>6\lambda</td>
<td>72 \lambda = 5.83 metres</td>
</tr>
<tr>
<td>6.4 GHz</td>
<td>10\lambda</td>
<td>100 \lambda = 4.68 metres</td>
</tr>
</tbody>
</table>

It may be further expected that it is possible to design a conical horn antenna combining the desired properties of models F and H and which is very suitable as a feed in an antenna for satellite communication.

Discussing the properties of various models, so far attention has only been paid to the similarity of the beams in the E- and H-planes and the independence of the frequency. Many other measurements indicate that the other requirements mentioned in Sec. 5.1 can be met as well.

5.5. Conclusions

(1) All present descriptions of feeds used in antennas for satellite communication with stationary satellites are very concise.

(2) Designers of such ground station antennas should design and measure the feeds themselves.

(3) To meet the requirements of Sec. 5.1 a modified conical horn antenna will be applied.

(4) The measurements described in Sec. 5.4 show that such a modified conical horn antenna can meet the requirements of Sec. 5.1.
6. The measurement of scattered radiation from a hyperboloid subreflector

6.1. Measurement

If a subreflector is illuminated by a horn antenna only part of this energy will be intercepted by the subreflector and reflected towards the main reflector, in accordance with optical laws. Part of the energy intercepted by the subreflector is not radiated towards the main reflector but scattered in all directions by diffraction of the subreflector edge.

Fig. 6.1. shows the measuring arrangements. The combination of horn antenna and subreflector is rotated with the rotation centre in B. At the same time this system will be illuminated from a fixed direction by a plane wave. A photograph on the next page gives more details of the measuring arrangement.

The pattern which is measured in this way is also the pattern by which the main reflector is illuminated. The measuring frequency is 9500 MHz. The subreflector was made of synthetic material and plastered with aluminium foil.

The subreflector dimensions are found by calculation, the following date being known.

(1) F/D = 0.33
(2) The width of the main beam between the dB points is 30°.
(3) The edge illumination is -10 dB.

The further geometry is found in Fig. 6.2. Model F, discussed in the previous chapter, is taken as illuminator for the subreflector. The beamwidth of this model between the -10 dB points of the main beam is about 30°, while at 9500 MHz the beamwidths of E and H-plane main beam are equal. Measurements are now carried out at edge illuminations of -7, -13, -17 and -20 dB, by moving the feed towards the subreflector.
Measuring arrangement of subreflector and feed
Exact measurements could only be expected by using subreflectors with eccentricities adapted to the edge illumination. To reduce costs, only one subreflector was used; therefore, the measurements are only of quantitative value. Some valuable conclusions may, however, be drawn. By graphical integration it was found which part of the energy radiated by the feed is intercepted by the subreflector (Table 6.1).

### Table 6.1: Edge illumination and percentage of intercepted power

<table>
<thead>
<tr>
<th>Edge Illumination</th>
<th>Percentage of Intercepted Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 dB</td>
<td>79.3%</td>
</tr>
<tr>
<td>13 dB</td>
<td>87.9%</td>
</tr>
<tr>
<td>17 dB</td>
<td>92.7%</td>
</tr>
<tr>
<td>20 dB</td>
<td>97.4%</td>
</tr>
</tbody>
</table>

If the total radiation by the subreflector is measured it can be found in accordance with Fig. 6.3, which part of this power is lost by forward radiation and side radiation, and is, therefore, not intercepted by the main reflector. The results are collected in Table 6.2.

### Table 6.2: Radiation Between and Forward Radiation

<table>
<thead>
<tr>
<th>Edge Illumination</th>
<th>Radiation Between $-\Psi$ and $+\Psi$</th>
<th>Side Radiation Forward Radiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 dB</td>
<td>68.73%</td>
<td>2.66%</td>
</tr>
<tr>
<td>13 dB</td>
<td>89.80%</td>
<td>1.08%</td>
</tr>
<tr>
<td>17 dB</td>
<td>93.85%</td>
<td>0.62%</td>
</tr>
<tr>
<td>20 dB</td>
<td>97.23%</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

6.2. Conclusions

1. At a -7 dB edge illumination the power lost by forward radiation and side radiation is inadmissibly high.
2. At an edge illumination of -20 dB the side and forward power loss is only a few per cent of the total power radiated and will contribute only slightly to the noise temperature at low elevation angles.
3. It is not possible to interpret clearly the measurements at -13 dB and -17 dB.
1. Feedhorn.
2. Hyperboloid subreflector.
A, B hyperboloid foci.

Fig. 6.1.

\[ D_s = 32.1 \, \lambda \]
\[ L_r = 50.5 \, \lambda \]
\[ L_q = 8.7 \, \lambda \]

Fig. 6.2.

feedhorn

Fig. 6.3.
7. The modified cassegrain system

7.1 Introduction

Silver (lit. 16 p. 198) already reported the possibility of obtaining a specified pattern by modifying the reflector surface. The study of this subject has been continued by Kinber (lit. 12) especially on dual reflector systems. Others (lit. 7) also indicate the possibility of deviating from the standard hyperboloid and paraboloid of cassegrain systems to improve the reflected wavefront. A recent publication of Jet Propulsion Lab. (lit. 9) gives the impression that their present solution, providing the subreflector with a rim to decrease spillover losses, is not found ideal. Apparently other solutions are in preparation, proposing more radical modifications of the reflector surfaces. The problem of obtaining a dual antenna system with a specified amplitude and phase distribution in the aperture can be tackled in two ways:

(a) An arbitrary primary feed with a known radiation pattern illuminates a subreflector. The surfaces of main and subreflector must now meet certain requirements in order that the required aperture field may be obtained.

(b) An arbitrary main reflector is available and an arbitrary aperture field is required. The feed must now possess a dictated radiation pattern and the subreflector needs modification. This paper only deals with possibility (a), as feeds with prescribed radiation patterns and large bandwidths (Sec. 5.2) are very difficult to realise or not at all (lit. 9). Pioneering work as to possibility (a) has been carried out by Galindo (lit. 11).

In this paper his methods of calculating the reflector surfaces are mainly applied. Calculations proposed by Green (lit. 50) and Williams (lit. 10) are also followed but only partially.

By modifying the reflector surfaces great advantages can be obtained over classical cassegrain antenna systems. First of all, uniform phase and amplitude distribution can be produced in the aperture, by which, theoretically, an aperture efficiency of 100% is obtainable. Secondly, the edge of the subreflector may be illuminated much lower than in classical cassegrain systems, as all the power radiated from
feed to subreflector is reflected by main and subreflector in such a way that uniform constant phase aperture distribution is obtained (Fig. 7.1).

Two clear advantages over the classical system are obtained by low edge illumination. First spillover at the subreflector edge will be very low. In Fig. 7.2 it is seen that a spillover efficiency of 99% is reached when illuminating the edge at -20 dB with the theoretical feed pattern

\[ G(\psi_1) = 2(n+1) \cos^n \psi_1 \]

An actual feed, however, will have a spillover efficiency which is slightly less due to minor side lobes in the feed pattern. A classical cassegrain system demands an edge illumination of about -10 dB to obtain the maximum overall efficiency, but the spillover efficiency will be only about 92%. Naturally, the antenna noise temperature will be affected unfavourably in the latter case.

A second advantage of low subreflector edge illumination will be the large decrease in diffraction losses. Calculations carried out by a computer using Eq. 3.83 shows this clearly. Curves are found in Fig. 7.3 where the diffraction efficiency is shown as a function of the edge illumination. This calculation has been carried out for classical cassegrain systems; however the strong similarity between classical and modified cassegrain systems and the work of Rusch on systems of Cassegrain and Gregory (lit. 51) make this approximation for modified systems plausible.

In the following sections analytical expressions are derived which can be used to calculate, the final shape of main and subreflector, if the primary feed pattern is known. An example with a primary feed pattern \( G(\psi_1) = 122 \cos 50 \psi_1 \) is demonstrated later.
The radiation pattern, however, of an actual feed cannot be expressed in analytical form. The calculation should then be carried out by the computer with numerical methods using the feed pattern measured. The present computer programme available already takes this possibility into account.

7.2 The system's geometry

The design of a two-reflector system utilizes optical principles as
(1) Snell's Law applied to each reflector.
(2) Conservation of energy flow in any solid angle bounded by ray trajectories (Sjölinder lit. 16 p.112)
(3) The surfaces of constant phase are normal to the ray trajectories even after a number of reflections (Theorem of Malus).

The application of these laws leads to a number of equations of constraint for the system.

Snell's law applied to the subreflector (Fig. 7.4) leads to the equation:
\[ \frac{dy_1}{dx_1} = \tan \frac{\phi}{2} \left( \phi_1 - \phi_2 \right) \]  
where
\[ \tan \phi_2 = \frac{x_2 - x_1}{a + \beta - y_1 + y_2} \]  
Snell's law applied to the mainreflector leads to the equation
\[ \frac{dy_2}{dx_2} = - \tan \frac{\phi}{2} \phi_2 \]  

If we assume that the antenna system is circularly symmetrical, the relative power radiated by the primary feed between 0 and \( \phi_1 \) is equal to
\[ 2\pi \int_0^{\phi_1} G_1(\phi) \sin \phi_1 \, d\phi_1 \]  
where \( G_1(\phi) \) is the gain function of the primary feed.
According to the principle of energy conservation this power should be equal to the power radiated by the corresponding part of the aperture, viz.,

\[ 2\pi \int_0^{x_2} F(r) \cdot r \cdot dr , \]

where \( F(r) \) is power density flow normal to the aperture. If uniform amplitude distribution has to be produced in the aperture, the function \( F(r) \) must be a constant. If both expressions are normalised by the total radiated power we obtain:

\[
\frac{\int_0^{x_2} r \ dr}{\int_0^{x_2 \ max} r \ dr} = \frac{\int_0^{\psi_1} G_1(\psi_1) \sin\psi_1 \ d\psi_1}{\int_0^{\psi_1} G_1(\psi_1) \sin\psi_1 \ d\psi_1} . \quad (7.4)\
\]

In the aperture plane constant phase of all rays is required, The path length for each ray is therefore, given by

\[ \rho_1 + \rho_2 + y_2 = \text{constant} . \quad (7.5) \]

It is assumed that all rays are coming from one common point and are in phase. If measured patterns show otherwise, Eq. 7.5 has to be extended by a term \( \alpha(\psi_1) \) and the computer programme altered accordingly.

With the geometry of Fig. 7.4 we write Eq. 7.5

\[ K = \frac{\beta - y_1}{\cos\psi_1} + y_2 + \left[ (x_2 - x_1)^2 + (\alpha + \beta + y_2 - y_1)^2 \right]^{\frac{1}{2}} , \quad (7.6) \]

\( K \) being a constant. By means of Eq. 7.2 is easily demonstrated that Eq. 7.6 can be written as

\[ K = y_2 + \frac{\beta - y_1}{\cos\psi_1} + \frac{x_2 - x_1}{\sin\psi_1} \cdot \quad (7.7) \]

Directly from Fig. 7.4 is found

\[ \tan\psi_1 = \frac{x_1}{\beta - y_1} . \quad (7.8) \]
The boundary conditions are also found in Fig. 7.4, viz.,

\[ \tan \psi_1 = \frac{D_s}{2\beta} \]  

\[ \tan \psi_2 = \frac{D_s - D}{2(\alpha + \beta)} \]  

\[ K = \frac{\beta}{\cos \psi_1} = \frac{\alpha + \beta}{\cos \psi_2} \]  

After choosing \( \psi_1, \psi_2 \) and the ratio \( D_s/D \) the whole system is determined.

7.3 The solution of the equations

We shall choose the quantity \( \psi_1 \) as a single independent variable. The remaining dependent variables will be considered as functions of \( \psi_1 \). Therefore, we shall derive two differential equations

\[ \frac{dy_1}{d\psi_1} = f_1 (\psi_1, y_1, y_2) \]  

\[ \frac{dy_2}{d\psi_1} = f_2 (\psi_1, y_1, y_2) \]  

Upon solving these equations all the remaining dependent variables can immediately be found as functions of \( \psi_1 \). From Eqs. 7.1 and 7.8 we find

\[ \frac{dy_1}{d\psi_1} = \tan \frac{1}{2} (\psi_1 - \psi_2) \frac{dx_1}{d\psi_1} \]  

\[ \frac{dx_1}{d\psi_1} = - \frac{dy_1}{d\psi_1} \tan \psi_1 + (\beta - y_1) \frac{1}{\cos^2 \psi_1} \]
Substituting Eq. 7.15 in Eq. 7.14 we find

\[ \frac{dy_1}{d\phi_1} = -\tan \frac{1}{2}(\phi_1 - \phi_2) \cdot \tan \phi_1 \cdot \frac{dy_1 \tan \frac{1}{2}(\phi_1 - \phi_2)}{\cos^2 \phi_1} \quad (\beta - y_1) \text{ or} \]

\[ \frac{dy_1}{d\phi_1} = \frac{(\beta - y_1) \tan \frac{1}{2}(\phi_1 - \phi_2)}{(1 + \tan \frac{1}{2}(\phi_1 - \phi_2) \cdot \tan \phi_1) \cos^2 \phi_1} \quad (7.16) \]

Using the well-known formulæ \( \tan \frac{1}{2} \alpha = \frac{\sin \alpha}{1 + \cos \alpha} \) we obtain, instead of Eq. 7.16,

\[ \frac{dy_1}{d\phi_1} = \frac{(\beta - y_1) \sin (\phi_1 - \phi_2)}{\cos \phi_1 \cos (\phi_1 + \cos \phi_2)} \quad \text{or} \]

\[ \frac{dy_1}{d\phi_1} = \frac{(\beta - y_1) \sin (\phi_1 - \phi_2)}{\cos \phi_1 \cos (\phi_1 + \cos \phi_2)} \quad (7.17) \]

As will be explained in Sec. 7.4 the lower integration limits of the aperture integrals in Eq. 7.4 are replaced by \( \frac{1}{2} D_s \) instead of zero. Eq. 7.4 is then written as

\[ x_2^2 = \frac{1}{2} \left( D_s^2 + (D-D_s)^2 \right) \cdot \int_{\phi_1} G_1(\phi_1) \sin \phi_1 \, d\phi_1 \]

or, if \( D_s/D = ds \)

\[ x_2 = \frac{1}{2} \sqrt{(ds)^2 + (1-ds)^2} \cdot \int_{\phi_1} G_1(\phi_1) \sin \phi_1 \, d\phi_1 \]

\[ \quad \int_{\phi_1} G_1(\phi_1) \sin \phi_1 \, d\phi_1 \quad (7.19) \]
From Eq. 7.18 we find

\[
\frac{d\psi_2}{d\phi_1} = \frac{1}{8x_2^2} (1-ds)^2 \cdot \frac{G_1(\psi_1) \sin \phi_1}{\int_0^\psi G_1(\psi_1) \sin \phi_1 d\phi_1}, \tag{7.20}
\]

and by using Eq. 7.2

\[
\frac{dy_2}{d\phi_1} = f_2(\psi_1, y_1, y_2)
\]

\[= -\frac{\sin \phi_2}{1+\cos \phi_2} \cdot \frac{1}{8x_2^2} (1-ds)^2 \cdot \frac{G_1(\psi_1) \sin \phi_1}{\int_0^\psi G_1(\psi_1) \sin \phi_1 d\phi_1}. \tag{7.21}
\]

If a subreflector edge illumination of $-20$ dB is chosen, the computer programme is built up as follows:

1. Calculate $y_1$ from $\cos^n y_1 = 0.01$
2. Choose the angle $y_2$ and the ratio $Ds/D = ds$
3. Calculate $\beta$ from Eq. 7.9
4. Calculate $\alpha$ from Eq. 7.10
5. Calculate $K$ from Eq. 7.11
6. Calculate $\int_0^\psi G_1(\psi_1) \sin \phi_1 d\phi_1$
7. Calculate $x_2$ from Eq. 7.19
8. Calculate $x_1$ from Eq. 7.8
9. Calculate $\phi_2$ from Eq. 7.2 and substitute in Eqs. 7.17 and 7.21
10. Solve Eqs. 7.17 and 7.21
11. Check solutions with Eq. 7.6

7.4 Realisation of the maximum blocking efficiency

In chapter 3 much attention has been paid to the blocking efficiency in duel reflector systems. In conventional cassegrain antenna systems realisation of the maximum blocking efficiency is not possible;
however, both mainreflector and subreflector can be shaped in such a way that all the blocked power is properly intercepted by the aperture of the main reflector. In this way the relation (3.41) is theoretically obtainable, as

\[
\left( \frac{\eta_B}{\eta_o} \right)_{\text{max}} = 1 - \frac{B}{A} \cdot \quad \text{(3.41)}
\]

The areas indicated by B will only comprise the parts in the aperture blocked by plane waves, as by correct shaping no parts of the aperture will be blocked by spherical waves any longer. Both mainreflector and subreflector will have to be provided with grooves and ripples (as shown in an example for the subreflector in Fig. 7.5) to utilise the power blocked by the subreflector supports.

Mathematical expressions to calculate the surface shape of mainreflector and subreflector are still subjects of further study. To utilise the power blocked by the subreflector itself, this should have a cone shaped protuberance in the middle (Fig. 7.6), which can be calculated in a very simple manner. For this purpose it is sufficient to replace the lower integration limits of the aperture integrals in Eq. 7.4 by \( \frac{1}{2} D_s \) instead of zero.

Therefore,

\[
\int_{\frac{1}{2}D}^{x_2} r \, dr \frac{1}{\psi_1} = \int_{0}^{\psi_1} G_1(r) \sin \psi_1 \, d\psi_1 \int_{0}^{\psi_1} G_1(r) \sin \psi_1 \, d\psi_1 \quad \text{(7.22)}
\]

Using the well-known theoretical feed pattern \( G_1(\psi_1) = 2(n+1)\cos^n \psi_1 \), Eq. 7.22 is written as

\[
\frac{4x_2}{D^2 - D_s^2} \frac{2}{D^2 - D_s^2} = \frac{n+1}{1 - \cos \psi_1} \cdot \quad \text{(7.23)}
\]
The cone shaped protuberance is clearly demonstrated in the calculated example of chapter 8, Fig. 8.1.

It is expected, however, that some scattering will occur as the grooves and ripples will act as radiating line distributions. In the case of antennas for satellite communication, the dimensions of main reflector \( D \approx 350\lambda \) and subreflector \( D_s \approx 35\lambda \) are sufficiently large to keep the influence of diffraction small. The protuberance of the subreflector comprises only one singular point which will have little effect on the total radiation pattern.

The increase of the blocking efficiency obtainable is not important, however, the decrease in noise temperature will be very noticeable. The example of Fig. 3.10 shows that 1% and 3.5% of the power radiated by the feed is blocked by the subreflector and subreflector supports respectively. If the antennas points towards the horizon it may be expected that half of this power is scattered into the sky and the other half into the "hot" ground. The increase in noise temperature is therefore \( 0.5 \times 3^\circ K + 1.75 \times 3^\circ K = 6.75^\circ K \). Also Potter (lit. 9) explains the great importance of these noise contributions.

7.5 Conclusion

By modifying the surfaces of main and subreflector these can be adapted to any arbitrary primary feed pattern according to the mathematical relations of Sec. 7.2. In this way it is possible to achieve a constant phase and amplitude distribution at the antenna aperture. Theoretically an aperture efficiency of 100% can be realised although some diffraction effects will take place as the ratio \( D/\lambda \) is not unlimited.

At the same time it is possible to illuminate the edge of the subreflector at -20 dB. This value is much lower than with the usual classical cassegrain antennas; a spillover efficiency of about 98% can now be realised. The product of spillover efficiency and aperture efficiency of classical cassegrain antennas is mostly of the order of 74% (chapter 3).
The increase in antenna efficiency by shaping the reflectors can therefore be considerable. The antenna gain can be increased by about 1 dB. This means that a modified cassegrain antenna with a main reflector diameter of 27 metres will have the same gain as a classical cassegrain system with a main reflector of 30 metres diameter.

The low spillover losses have no doubt a favourable influence on the antenna noise temperature. The losses by diffraction at the subreflector edge will also be much lower by decreasing the edge illumination, consequently the antenna noise temperature will be lower. A disadvantage is the fact that by illuminating the aperture uniformly, diffraction effects at the edge of the main reflector have to be taken into account. In classical systems this contribution can be neglected as the illumination is tapered towards the edge. It is possible, however, to abandon the overall uniform illumination and leave a 1 metre ring along the main reflector edge under illuminated. The aperture efficiency will decrease, but on the other hand the contribution to noise temperature by this part of the scattered power also becomes less. Optimising this problem is now a subject of further study.

In an antenna system designed for satellite communication valuable advantages can further be obtained by having the power which is blocked by subreflector and supports, intercepted by the main reflector. This results in
(1) higher antenna efficiency
(2) decrease of the noise temperature.

Further theoretical and experimental study will be required to calculate the difficult diffraction effects of the grooves and rimples and to see whether this solution offers practical possibilities.
Fig. 7.1. Shaped reflectors.

Fig. 7.2. The spillover efficiency $\eta_m$ as function of the edge illumination of the subreflector. Gain functions feed $A$:
$$g_1(\varphi_1) = 122 \cos^6 \varphi_1$$
$$g_2(\varphi_1) = 22 \cos^6 \varphi_1$$

Fig. 7.3. The decrease of antenna efficiency by diffraction as function of the edge illumination of the subreflector.

Fig. 7.4. The modified antenna system.

Fig. 7.5. Shaping the subreflector.

Fig. 7.6. Cross-section of a shaped subreflector.
8. Proposal for an antenna system for satellite communication in the Netherlands

8.1. Introduction

The previous chapters have proved that a modified cassegrain antenna system should be proposed for satellite communication with stationary satellites. The great advantage of this system as compared with the classical cassegrain system is increased aperture efficiency and a lower antenna noise temperature, because the power is spread over the aperture to obtain uniform illumination and because the edge of the subreflector is illuminated at a low level, resulting in low spillover losses. The calculations carried out by the computer indicate that in classical systems the angular aperture \( \psi_2 \), i.e. the ratio \( F/D \), and the maximum antenna gain are practically not related to each other.

If the reflectors are modified the antenna gain and antenna noise temperature can be calculated and optimised independently of each other. For the time being, an \( F/D \) ratio of 0.33 has been chosen, while the investigations carried out so far indicate the possibility of taking a higher \( F/D \) ratio without much loss in performance. The design proposed includes a modified conical horn antenna with properties specified elsewhere.

8.2. The feed

A feed has been prescribed in Sec. 5.4 (model H) which meets the specification with regard to the bandwidth. The aperture diameter is \( 6\lambda \) for a frequency of 3.7GHz. The shape of the beam in the H plane is very good, that in the E plane still needs some improvement. Judging from the experience met so far with special boundary conditions improvement may be expected by their introduction.

It is proposed to use a modified conical horn antenna, with the same dimensions as model H. The radiation pattern in the E plane is expected to be very similar to the pattern of Fig. 5.17.

The beamwidths in the E and H plane are expected to be similar to and slightly larger than those of Fig. 5.17. At the −20 dB points a beamwidth of about 44° is expected.
8.3. The shape of the reflectors

Chapter 7 gives detailed information as to the methods of shaping main and sub-reflector to obtain uniform constant phase aperture illumination at a given pattern. The results of a computer programme are shown in Fig. 8.1., where the coordinates of the reflector system are indicated. The function \( G_1(\psi_1) = 122 \cos 60\psi_1 \) served as primary feed pattern. This pattern corresponds very well with the pattern recommended in chapter 5. The diameter of the sub-reflector is 0.1D. The angle \( \psi_2 \) corresponds with an F/D ratio of 0.33 if the cassegrain system had been classical. It will be clear that when the main reflector has been shaped no focus can be defined.

Apart from showing the shaped contours of main and sub-reflector, Fig. 8.1 also represents a true paraboloid with an F/D ratio of 0.33. By causing the edges of the two main reflectors to coincide, the differences are clearly demonstrated. Computer calculations indicate that the maximum deviation of the shaped paraboloid from the true paraboloid is about 0.01D. It is also possible to compare the shaped paraboloid with what is popularly known as a best-fit paraboloid, also called regression paraboloid, which can be found by the least square method.

The maximum difference between true and shaped paraboloid now reduces to about 0.0005D.

8.4. Calculation of the G/T ratio at 4 GHz and the antenna gain at 6 GHz

8.4.1. Power losses and noise contributions

Let us consider the antenna in transmitting condition and examine the power radiated outwards. We shall establish in succession all the losses that are found, and tabulate them in Table 8.1. It is possible to classify the contributions to loss and noise from Table 8.1. in three more or less independent groups. In this way, it is possible to distinguish the influence of each group.

Group I: The ideal mechanical antenna; containing all contributions affecting the ratio G/T in a quiet environment (without wind, no surface inaccuracies, etc.). These contributions will affect the electrical antenna properties.
Group II: contributions by mechanical imperfections of the antenna system and by the weather.

Group III: contributions of the components such as paramp., duplexer, polariser, etc.

Tables 8.3 and 8.4 show these contributions in more detail. Before explaining the figures given, however, the power balance within the antenna system should be determined. This power balance is tabulated in Table 8.2 (see also Fig. 8.2).
### Table 8.1

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>cause of power loss</th>
<th>cause of noise contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) microwave receiver</td>
<td>reflection loss</td>
<td>reflection (decrease of noise)</td>
</tr>
<tr>
<td>(2) transmission between</td>
<td>reflection loss</td>
<td>amplifier noise temperature</td>
</tr>
<tr>
<td>receiver and feed</td>
<td>reflection loss</td>
<td>reflection</td>
</tr>
<tr>
<td>(3) coupling of noise by cross</td>
<td>coupling hole</td>
<td>ohmic loss</td>
</tr>
<tr>
<td>coupler</td>
<td>ellipticity</td>
<td>radiation by coupling hole</td>
</tr>
<tr>
<td>(4) polariser</td>
<td>reflection loss</td>
<td>thermal noise by losses</td>
</tr>
<tr>
<td>(5) feed + window</td>
<td>ohmic loss</td>
<td>sky noise by cross polarization</td>
</tr>
<tr>
<td></td>
<td>cross polarization</td>
<td>sky and earth noise by scattered backward</td>
</tr>
<tr>
<td></td>
<td>radiation by coupling hole</td>
<td>radiation by coupling hole</td>
</tr>
<tr>
<td>(6) subreflector</td>
<td>diffraction loss</td>
<td>scattering of diffraction power</td>
</tr>
<tr>
<td></td>
<td>ohmic loss</td>
<td>cross polarization</td>
</tr>
<tr>
<td></td>
<td>cross polarization</td>
<td>sky noise by main beam and sidelobes only</td>
</tr>
<tr>
<td></td>
<td>surface tolerance</td>
<td>cross polarization</td>
</tr>
<tr>
<td>(7) main reflector</td>
<td>aperture efficiency</td>
<td>scattering of blocked power</td>
</tr>
<tr>
<td></td>
<td>phase efficiency</td>
<td>ohmic losses</td>
</tr>
<tr>
<td></td>
<td>surface tolerance</td>
<td>scattering of diffraction power</td>
</tr>
<tr>
<td></td>
<td>cross polarization</td>
<td>ohmic losses</td>
</tr>
<tr>
<td></td>
<td>blocking effects</td>
<td>scattering of diffraction power</td>
</tr>
<tr>
<td></td>
<td>diffraction loss</td>
<td>cross polarization</td>
</tr>
<tr>
<td>(8) various</td>
<td>loss by misposition of subreflector</td>
<td>sky noise by main beam and sidelobes only</td>
</tr>
<tr>
<td></td>
<td>loss by pointing errors, paraboloid deviation</td>
<td>cross polarization</td>
</tr>
<tr>
<td></td>
<td>by own weight</td>
<td>scattering of blocked power</td>
</tr>
<tr>
<td></td>
<td>loss by feed offset, wind shears,</td>
<td>ohmic losses</td>
</tr>
<tr>
<td></td>
<td>mode conversion, rain and clouds</td>
<td>scattering of diffraction power</td>
</tr>
</tbody>
</table>

### Table 8.2

A. Power equilibrium of feed, if feed delivers 100% of the total power.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Power loss</th>
<th>relative</th>
<th>absolute</th>
<th>relative efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) loss by cross polarisation</td>
<td>2%</td>
<td>2%</td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td>(2) loss by back radiation</td>
<td>1%</td>
<td>1%</td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td>(3) loss by spillover</td>
<td>2%</td>
<td>2%</td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td><strong>Total loss by feed</strong></td>
<td><strong>5%</strong></td>
<td></td>
<td></td>
<td>0.95</td>
</tr>
</tbody>
</table>

**Conclusion:** 95% of the total power supplied to the feed is captured by the subreflector.

B. Power equilibrium at the subreflector when 100% power is supplied to the subreflector.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Power loss</th>
<th>relative</th>
<th>absolute</th>
<th>relative efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4) loss by diffraction</td>
<td>1.5%</td>
<td>0.95 x 1.5</td>
<td>1.425%</td>
<td>0.985</td>
</tr>
</tbody>
</table>

**Conclusion:** 95.575% of the total power supplied by the feed is captured by the main reflector.

C. Power equilibrium at the main reflector when 100% power is supplied to the main reflector.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Power loss</th>
<th>relative</th>
<th>absolute</th>
<th>if shaped according Sec. 7.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5) scatter of the power blocked by</td>
<td>1%(ndih1)</td>
<td>0.936%(ndih1)</td>
<td>0.935</td>
<td>0.945*</td>
</tr>
<tr>
<td>subreflector</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6) scatter of the power blocked by</td>
<td>3.5%</td>
<td>3.275%</td>
<td>0.935</td>
<td>0.945*</td>
</tr>
<tr>
<td>the subreflector supports</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7) scatter at the main reflector</td>
<td>2%</td>
<td>1.872%</td>
<td>0.935</td>
<td>0.945*</td>
</tr>
<tr>
<td>edge and contributions in far</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sidelobes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Conclusion:** 87.49% of the power supplied to the feed is radiated effectively by the main reflector, or 88.43% if the subreflector is shaped in accordance with Sec. 7.4.
Table 8.3.
Antenna efficiency and noise of the feed, feedsystem and antenna system.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Reflection losses of feed VSWR ≤ 1.2</td>
<td>0.044</td>
<td>0.990</td>
<td>see also 25</td>
<td>0.044</td>
<td>0.990</td>
<td></td>
</tr>
<tr>
<td>2. Ohmic losses of feed + window</td>
<td>0.009</td>
<td>0.998</td>
<td>0.5°</td>
<td>0.9°</td>
<td>0.009</td>
<td>0.998</td>
</tr>
<tr>
<td>3. Mode conversion</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4. Cross polarisation max. 2% (see also 8 and 13)</td>
<td>0.088</td>
<td>0.980</td>
<td>2.0</td>
<td>3.0</td>
<td>0.75°</td>
<td>0.088</td>
</tr>
<tr>
<td>5. Back radiation max. 1%</td>
<td>0.044</td>
<td>0.990</td>
<td>1.0</td>
<td>1.5</td>
<td>1.35</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Subreflector D₀ = 0.1D

| Relative spillover efficiency at = 20 dB edge illumination | 0.088 | 0.980 | 2.0 | 3.0 | 2.7 | 0.088 | 0.980 |
| Relative diffraction efficiency | 0.132 | 0.970 | 1.425 | 2.74 | 1.92 | 0.132 | 0.970 |
| Cross polarisation (see 4) | - | - | - | - | - | - |
| Surface tolerance and ohmic losses (see table 8.4) | - | - | - | - | - | - |

Main reflector

| Aperture efficiency (amplitude) | 0.269 | 0.940 | - | - | - | 0.706 | 0.85 |
| Aperture efficiency (phase) | 0.223 | 0.950 | - | - | - | 0.458 | 0.900 |
| Edge diffraction and far sidelobes 2% | 0.088 | 0.980 | 1.872 | 2.81 | 2.53 | 0.088 | 0.980 |
| Cross polarisation (see 4) | - | - | - | - | - | - |
| Blocking, ohmic losses, surface tolerance, pointing errors, etc. (see table 8.4) | - | - | - | - | - | - |
| Noise contribution from main lobe and near sidelobes (-5°≤θ<+5°) | - | - | 150 | 13.5 | - | - |
| Radiation by sun and stars (not in main lobe) | - | - | 1.0 | 1.0 | - | - |
| Totals | 0.797 | 24.25 | 1.657 | 0.683 |
Table 8.4.

Losses by mechanical imperfections, blocking and weather.

<table>
<thead>
<tr>
<th></th>
<th>4 GHz</th>
<th></th>
<th>6 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>losses dB</td>
<td>%</td>
<td>Noise 0° dB</td>
</tr>
<tr>
<td>17</td>
<td>Surface tolerance of subreflector 0.3 mm r.m.s.</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>Surface tolerance main reflector 2 mm r.m.s.</td>
<td>0.487</td>
<td>0.89%</td>
</tr>
<tr>
<td>19</td>
<td>Blocking supports 3%</td>
<td>0.044</td>
<td>0.99</td>
</tr>
<tr>
<td>20</td>
<td>Losses by feed offset, pointing errors, deviation paraboloid by own weight</td>
<td>0.101</td>
<td>0.977</td>
</tr>
<tr>
<td>21</td>
<td>at wind shears</td>
<td>calculations still to be carried out.</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Increase noise temperature in rainy and cloudy weather</td>
<td>not important for I.C.S.E. specification.</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Ohmic losses of the reflector</td>
<td>0.3%</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>Totals</td>
<td>0.804</td>
<td>5.41</td>
</tr>
</tbody>
</table>

Losses and noise contributions of the system components.

<table>
<thead>
<tr>
<th></th>
<th>4 GHz</th>
<th></th>
<th>6 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>losses dB</td>
<td>%</td>
<td>Noise 0° dB</td>
</tr>
<tr>
<td>24</td>
<td>Noise temp. param. + 2° + 3° + 4° stage</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>25</td>
<td>Reflection loss param = 4% -VSWR=1.5</td>
<td>0.177</td>
<td>0.969</td>
</tr>
<tr>
<td>26</td>
<td>Ohmic losses: wave guide duplexer, circulator coax. filter</td>
<td>0.20</td>
<td>0.955</td>
</tr>
<tr>
<td>27</td>
<td>Losses by mode conversion in the wave guide system</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>28</td>
<td>Noise by cross coupler (23 dB) and tracking system</td>
<td>0.022</td>
<td>0.995</td>
</tr>
<tr>
<td>29</td>
<td>Ellipticity losses</td>
<td>0.056</td>
<td>0.987</td>
</tr>
<tr>
<td></td>
<td>Totals</td>
<td>0.858</td>
<td>33.05</td>
</tr>
</tbody>
</table>
Explanation of Table 8.3.

(1) The maximum VSWR of 1.2 introduces a power loss of 1%. Noise power increases and decreases also, if the power flow is considered from receiver to feed and from space to feed. In this design both contributions are nearly accidentally the same.

(2) The ohmic losses in feed and window are average values of an internally gilded feed closed by a melinex window as a protection against weather influences.

(4) The total amount of cross polarisation is 2%. It is assumed that the cross polarisation power is radiated into a small solid angle centred around the antenna axis (lit. 16, p. 423).

(5) The model discussed in Sec. 4.5.4.2. is used for the calculation of the noise contributions by spillover, back radiation and diffraction.

(7) The figures in the third column are the power losses with respect to the total power supplied. These figures are important for calculating the noise temperature.

(10) Uniform illumination is proposed in this design except for a ring of about 1 metre width around the aperture edge. The field over this ring is tapered towards the edge to -10 dB to avoid that high diffraction losses occur around the main reflector edge, resulting in a decrease of antenna temperature. The value of 1 metre can be found by the principle of stationary phase. The aperture efficiency found will be 0.98 according to the method explained by Fig. 8.3. A figure of 0.94 has been put down in Table 8.3, as ray optics, by which the shaped reflectors have been calculated, can only be used to a certain extent. Moreover, the fact that the radiation of the feed is not be truly circular has been taken into account as well.

(11) Generally speaking, it is not possible to define an efficiency caused only by phase errors. Silver (lit. 16, p. 186), however, has shown that the problem can be approximated by a small quadratic error. In the design proposed a maximum quadratic error of about 20° is expected resulting in an efficiency of 0.95.

(12) The model of Sec. 4.5.4.2 has served again to calculate noise contributions of far side lobes and scattered diffraction power.
(15) According to Table 8.2, only about 87% of the total power supplied to the feed is radiated by the aperture. How this power is distributed is not exactly known as, it is difficult to predict what part of the power scattered by subreflector and support contributes to the main lobe and near side lobes (solid angle with flare angle of 5°). In this calculation it is therefore assumed that 90% of the total power supplied is radiated by the main reflector. The noise contribution by the main beam at an elevation angle of 10° will be 13.5° K as for an antenna without losses the average of this contribution would be 15° K (Fig. 4.3).

(16) The noise contribution due to radiation of the sun is 1° K at an average sidelobe level of -50 dB.

Explanation of Table 8.4.

(18) Considerable losses are introduced by surface inaccuracies. The loss in efficiency can be calculated by Ruze's formula (lit. 55)

\[ \eta_A/\eta_o = \exp \left( - \frac{4\pi c}{\lambda} \right) \quad c = \text{rms error} \]

(19) Calculation of the blocking coefficient can be found in section 3. The model discussed in Sec. 4.5.4.2 has served to find the noise contributions by scatter from subreflector and supports.

(20) The losses by feed offset and subreflector mispositioning are estimated to be 0.1 dB. Additional calculations will be required after the mechanical designer has finished the strength calculations.

(23) According to 'lit. 13, for alluminium reflectors an additional noise contribution of 0.5° K has to be taken into account by absorption.

(24-29) The data mentioned in this table have been placed at our disposal by third parties and are independent of the electrical antenna design. However, they place an important rule in the design of the complete system. More details of the contribution of these components are found in Sec. 4.6.2.
8.4.2. Final results

Noise contribution at 4 GHz in °K at 10° elevation

(1) main lobe 13.5
(2) ground noise 13.67
(3) radiation of sun 1.-
(4) ohmic losses 1.-

Total noise $T_A = 29.17^\circ K$

The noise $T_A$ is measured at the input terminals of the feed. At the input terminals of the parametric amplifier (Sec. 4.6.2) this noise will be

$$T_A' = T_A \cdot \delta_2 (1-|\rho_1|^2) (1-|\rho_2|^2) = 26.48^\circ K.$$

(5) noise paramp + 2nd and 3rd stage 18.1°K
(6) noise due to components 14.95°K (Table 8.4)

Total noise temperature 59.53°K or 17.75 dB relative to 1°K.

Table 8.5 Antenna efficiency

<table>
<thead>
<tr>
<th>characteristic</th>
<th>4 GHz</th>
<th>6 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>electrical antenna efficiency, table 8.3.</td>
<td>0.797</td>
<td>0.683</td>
</tr>
<tr>
<td>blocking efficiency</td>
<td>0.920</td>
<td>0.920</td>
</tr>
<tr>
<td>aperture efficiency main reflector</td>
<td>0.894</td>
<td>0.776</td>
</tr>
<tr>
<td>component efficiency</td>
<td>0.898</td>
<td>0.921</td>
</tr>
<tr>
<td>feed offset and ohmic losses</td>
<td>0.977</td>
<td>0.955</td>
</tr>
<tr>
<td><strong>Total efficiency</strong></td>
<td><strong>0.575</strong></td>
<td><strong>0.429</strong></td>
</tr>
<tr>
<td><strong>Total efficiency in dB</strong></td>
<td><strong>2.40</strong></td>
<td><strong>3.67</strong></td>
</tr>
</tbody>
</table>

Maximum antenna gain $20 \log \frac{DN}{\lambda}$

$D = 25$ m. at 4 GHz $G_{\text{max}} = 60.40$ dB

$D = 25$ m. at 6 GHz $G_{\text{max}} = 63.92$ dB.
Net gain at 4 GHz at terminals of parametric amplifier
(60.40 - 2.40) = 58.00 dB.
Net gain at 6 GHz at transmitting terminals of duplexer
(63.92 - 3.67) = 60.25 dB.
Figure of merit $G/T_s$ at 4 GHz at 10° elevation
(58.00 - 17.75) = 40.25 dB.

8.4.3. Expected antenna gain as a function of the frequency

So far it has been assumed that the beamwidth of the feed is independent of the frequency. In calculating the aperture efficiency a factor taking that the main beam is not exactly circularly symmetrical has been introduced. The (ideal) frequency-independent radiation pattern of the feed will give the same aperture efficiency over the entire frequency band.

The gain of the antenna as a function of the frequency is

$$G = 20 \log \frac{f}{\lambda} \quad (f \text{ in GHz})$$

This relationship is shown in Fig. 8.4. There will be no problem for frequencies higher than 4 GHz but at a frequency of 3.7 GHz the gain of the proposed antenna will be 0.66 dB lower. As the antenna dimensions relative to the wavelength will decrease with decreasing frequency, the diffraction effects have the tendency to increase. The noise temperature is, therefore, expected to increase by about 10 K.

The feed proposed will have a beamwidth slightly dependent on the frequency (Fig. 5.16). Generally speaking the beamwidth tends to increase at decreasing frequency. Therefore, spillover will increase at lower frequencies resulting in a higher noise temperature. The phase characteristics of the feed will not be entirely frequency independent either; the final computer programme will, therefore, be based on an average phase characteristic.

At higher frequencies the aperture efficiency will be somewhat lower as the beamwidth of the main lobe of the feed tends to decrease. This factor has already been taken into account when calculating the antenna gain at 6 GHz, indicating an aperture efficiency of only 85%.
The gain is expected to be $20 \log \left( \frac{6}{5.9} \right) = -0.14$ dB lower at 5.9 GHz, in respect of 6 GHz and $>60$ dB at frequencies higher than 6 GHz. The figure of merit $G/T$ will be higher than 40 dB at frequencies higher than 4 GHz, and 0.8 dB lower at 3.7 GHz.

8.5. Conclusion

The calculations carried out so far indicate clearly the great difficulties in obtaining the required figure of merit. Most the stations existing at the moment (Jan. 1968) do not meet the specifications. A recent investigation (lit. 13) shows that most designers increase the antenna diameter to 27.5 metres for future stations; probably the specification is too severe for a 25-metre paraboloid, especially with the present parametric amplifiers as these have high noise temperatures.

It is recommended for the Dutch ground station to increase the antenna diameter likewise to 27.5 meter. The gain will increase by about 0.84 dB (Fig. 8.4), giving some margin in the figure of merit.
Fig. 8.1. The shaped reflector system

Gain function
\( g(\psi) = 122 \cos 60 \psi \)

10x increased.
Fig. 8.3 Aperture efficiency integration paper.

relative fieldstrength
relative power

\[ A_v = \text{area under voltage plot} \]
\[ A_p = \text{area under power plot} \]
\[ A_{\text{tri}} = \text{area of entire angle} \]
\[ A_2 \]
\[ \eta = \frac{A_v}{A_p A_{\text{tri}}} \quad (\text{lit. 26}) \]
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Appendix

To determine the power radiated into a solid angle the procedure to be followed should be:

(1) Redraw the radiation pattern (Fig. A. 1) on the special sin θ paper (Fig. A. 2 and A. 3).
(2) Determine the surfaces of the various parts of the pattern. (planimeter).
(3) The proportion of the surface of the required part to the total pattern surface is the relative power radiated within the specified solid angle corresponding to the required pattern surface.

In Fig. A. 1 the total surface is 0.3115. We want to know which part of the total power radiated, is contained within the -10dB points of the mainlobe of the pattern. We find a surface within the 10 dB points of 0.2715. Therefore:

\[
\text{Relative power} = \frac{0.2715}{0.3115} \times 100\% = 87.1\%
\]

Further we find that the relative power radiated within the -20 dB points is 94.9% and within the -30 dB points 97.0%.
Fig. A.1. Radiation pattern of a conical horn.
Flare angle 30°.
H-plane.
Linear polarisation.
Fig. 4.2. Conical horn.
Flare angle 30°.

Scale 2:1 (x axis)
Horizontally $\Delta \theta \sin \theta$ with $\Delta \theta = 2°$. 
Fig. A.3: Conical horn. Flare angle $30^\circ$

Scale 1:1 (x-axis)

Horizontally $4\theta \sin \theta$ with $\Delta \theta = 2^\circ$. 