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Cochlear nonlinearity and second filter: Possible mechanism and implications*
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(Received 17 April 1975; revised 22 October 1975)

We indicate that the directional sensitivity of the hair cell together with a directional distribution of frequency over the hair cells comprise a possible physiological basis for the second filter. Tuning disparity of the first and second filter denotes the difference in tuning frequency; at a given position the tuning frequency of the first filter is \( f \), of the second CF, with \( f > 1 \). This accounts for the asymmetry in location of two-tone suppression areas. The compressive nonlinearity is described by a \( v \) th law device with \( v < 1 \). We analyze implications of this model for two-tone suppression, sharpening, pure-tone masking, and combination tone generation. Basic features of these phenomena are described adequately. For combination tones the propagation problem needs further study. On the basis of a comparison of literature data and theoretical predictions we estimate \( a = 1.2 \) and \( v = 0.6 \). Regarding accurate shape of the first and second filter, the discussed data provide means for a qualitative evaluation only. Possibilities for a quantitative analysis are indicated.


INTRODUCTION

Psychoacoustical frequency selectivity appeared to be significantly sharper than mechanical traveling wave resolution along the cochlear partition (Békésy, 1960). Therefore Békésy proposed a sharpening mechanism which would enhance the selectivity as the result of lateral inhibitory interactions. This fitted in nicely with contemporary findings of lateral inhibition in other receptors. However, later auditory work demonstrated a sharp tuning of primary auditory fibers (Kiang et al., 1965). Combined with the subsequent finding of a large radially innervation of the inner hair cells by primary fibers (Spoendlin, 1972), this leaves neither necessity (Small, 1959; Vogten, 1974; Zwicker, 1974a) nor an obvious physiological basis for neural sharpening.

Meanwhile, new data have been obtained on frequency selectivity of the cochlear partition (Johnstone et al., 1970; Rhode, 1971; Kohlöffel, 1972; Wilson and Johnstone, 1972). Because these data showed a much higher selectivity than Békésy had observed, initial speculations suggested that no additional sharpening would be necessary (Johnstone and Taylor, 1970). However, as Evans has pointed out repeatedly (1970, 1971, 1972a, 1972b), an evaluation of a presently larger body of data teaches us that a discrepancy still exists between mechanical (basilar membrane) and neural (primary fibers) tuning. The discrepancy is particularly significant for the low-frequency slope of the tuning curve. The discrepancy can be described in terms of a second filter, which must be operative between the first mechanical filter and auditory nerve fibers.

An additional need for a second filter comes from theories on combination tones and on two-tone suppression. Goldstein (1967, p. 688) considered a three-element series arrangement of a first linear (mechanical) filter, an essential nonlinearity either in basilar membrane mechanics or in the hair cell coupling, and a second filter ("frequency selectivity weighting function") a "conceptually useful phenomenological model ... to account for the properties of the cubic combination tones." Pfeiffer (1970) modified an analog model for cochlear microphonics by Engebretson and Eldredge (1968) to the same general scheme, i.e., a nonlinear section between two linear bandpass filters to account for two-tone inhibition as observed in single auditory nerve fibers by, e.g., Sachs and Kiang (1968). Pfeiffer also remarked that the \( 2f_1 - f_2 \) combination tone is the major cross-product term generated by the model. The basic remaining problem was to find a physiological basis for nonlinearity and second filter.

In Sec. I we discuss the general aspects of nonlinearity and second filter. Section II presents speculations about a possible physiological basis for nonlinearity and the second filter. In Sec. III the speculations are quantified and related to sharpening and two-tone suppression. Implications for pure-tone masking and for combination tones are discussed in Secs. IV and V. It is noteworthy that, although the analysis given in Secs. III+V is based on specific assumptions made in Sec. II, the results can be generalized with little effort. In other words, the physiological basis for the second filter which is presented in Sec. II is not crucial for most of the results derived. Very similar results are predicted by more abstract models, like Pfeiffer's (1970). It is hoped, however, that the proposed physiological basis for the second filter helps to provide insight into how the ear works.

I. GENERAL CONSIDERATIONS ABOUT NONLINEARITY AND SECOND FILTER

In the course of this paper we will assume that specifications and physiological basis for the first filter are sufficiently known. In this section we discuss some general features of the nonlinearity and of the second filter.

The nonlinear element is crucial for the generation of distortion products. Since no evidence exists which suggests the temporal buildup of combination tones to differ essentially from that of pure tones (Smorenburg, 1972), we take the nonlinearity to be time invariant.
linear term must be negligible. Next the question arises as to whether the nonlinearity is compressive or expansive. A first general consideration is that a compressive nonlinearity is certainly more helpful than an expansive one in accounting for the considerable dynamic range of the ear. Without loss of generality we may restrict ourselves to a consideration of the so-called \( v \)-th law device, defined by \( y = \mathrm{sgn}(x) \cdot |x|^{v} \) (see Fig. 1), because over a bounded interval any continuous function can be approximated by a series of \( v \)-th power terms. The distinction between compressive and expansive nonlinearity is then equivalent to the question of whether \( v < 1 \) or \( v > 1 \), respectively. Smoorenburg (1972) concludes on the basis of amplitude behavior of \( 2f_{1} - f_{2} \), and, independently, on the \( 2f_{1} - f_{3} \) phase or polarity, that \( v < 1 \). He found that the polarity of \( 2f_{1} - f_{2} \) is opposite to the polarity of the primaries, i.e. if the primaries are described by \( \cos(2\pi f_{1} t) \) and \( \cos(2\pi f_{2} t) \), then \( 2f_{1} - f_{3} \) behaves as \( \cos[2\pi(2f_{1} f_{2} - f_{3}) t + \pi] \) (see also Schroeder, 1969). This is in accordance with neurophysiological data by Goldstein and Kiang (1968) as shown by Goldstein (1972b, his Fig. 4; and 1972a, in a reprocessing of unit 442-7 data). In Pfeiffer’s (1970) descriptive theory of two-tone suppression the combination of compressive nonlinearity and second filter is crucial. It appears therefore attractive to assume a single time-invariant compressive nonlinearity as comprising the basis of the above-mentioned nonlinear phenomena.

Potential problems are contained in data which suggest a linearlike relation between an auditory-nerve fiber’s impulse response and its tuning curve (Goldstein et al., 1971; de Boer, 1967, 1969, 1973). De Boer’s data show striking similarity between the tuning curve and, within some 25 dB of the threshold at CF, the Fourier transform of the impulse response of the linear elements of the system. This suggests that the tuning curve would mirror no nonlinearities. Goldstein et al. (1971) show that the average response delay expected from linear minimum phase filters with tuning curve frequency selectivity is compatible with the average response delay in PST histograms of click responses. Again, a description in terms of a linear filter appears satisfactory. Two comments are in order. For both experiments it is essential to know how sensitive the tuning curve is to nonlinearities. Regarding De Boer’s experiment it is then relevant whether the measuring accuracy is sufficiently high to enable reliable detection of nonlinearities. Offhand it does not seem impossible that the nonlinearity effect is of the order of magnitude of the measuring accuracy. Moreover, de Boer (1969) actually notes that the tuning curve could be slightly narrower than the linear response. The second comment concerns the Goldstein et al. (1971) study. It should be noted that neural responses also reflect nonlinearities of the mechanical-to-electrical transducing mechanism. Because of the constant rate-increment detection criterion used for the tuning curve, it seems plausible that the transducing mechanism effect shows up more clearly in the click response than in the tuning curve. In principle thus, neural data are contaminated by at least two seemingly essential nonlinearities (cf. Pfeiffer et al., 1974, and Smoorenburg’s comment on that paper). In short, we conclude that the fact that tuning as observed in auditory-nerve fibers can be described linearly for some purpose does not imply that peripheral nonlinearities do not exist. However, from the extent to which a linear description is adequate, constraints may follow for the degree of nonlinearity.

Next we consider some properties of the second filter. These are most obviously pertinent to frequency selectivity and to two-tone suppression. With regard to frequency selectivity the following constraints apply: (1) Along the basilar membrane, the tuning frequency of the second filter must follow the tuning frequency of the first filter, but the tuning frequencies are not necessarily exactly equal. This condition might suggest a physical coupling between the first and second filter. (2) Comparing neural tuning curves to mechanical tuning curves (Evans, 1972), we conclude that the second filter must have a bandwidth of at most the order of magnitude of the bandwidth of the first filter and more likely a narrower one, in order to produce the required amount of sharpening. These two constraints are in line with the requirements for a proper description of two-tone suppression (Pfeiffer, 1970). It will be shown (Sec. III) that the asymmetry in the two-tone suppression above and below CF (Sachs and Kiang, 1968) is most readily described if one assumes that at a certain point at the basilar membrane the mechanical tuning frequency is slightly higher than the tuning frequency of the second filter. We will designate the assumed difference in tuning frequency by the term tuning disparity.

The sequential order of nonlinearity and second filter is determined by the need to predict sufficient two-tone suppression. A second tone can reduce the specific response to a stimulus tone, but at the same time it generates additional distortion (intermodulation) products, and in general the total averaged output of the

---

**Fig. 1.** Characteristic of the full-wave \( v \)-th law device (odd-order type), for which \( R = \mathrm{sgn}(r) \cdot |r|^{v} \). For \( v < 1 \) the characteristic represents a compressive nonlinearity, as used in this study, for \( v > 1 \) it is an expansive nonlinearity.
nonlinearity is not necessarily reduced. Suppression will show up if the second filter sufficiently reduces the distortion products. This can be achieved if its bandwidth is sufficiently narrow. Clearly, then, the second filter must follow the nonlinearity.

Several suggestions have been advanced about a possible physiological basis for nonlinearity and second filter. Interesting results are obtained when a nonlinearity in the damping of basilar membrane motion is assumed (Kim et al., 1973; Hall, 1974). A current problem, however, is the apparent disagreement in observations of nonlinearity in basilar membrane motion (Rhode, 1971, vs Johnstone et al., 1970, and Wilson and Johnstone, 1972). More directly comparable data are needed. A recent study by Robertson (1974) may shed new light on this matter.

The fact that, psychophysically as well as neurophysiologically, combination tones $2f_i - f_o$ behave primarily like (Goldstein, 1972b) suggests that the low-frequency distortion products propagate to their proper place at the cochlear partition, i.e., to the hair cell tuned to the distortion product. This may not necessarily require a propagation along the basilar membrane, although that seems most likely (e.g., Hall, 1974). An alternative medium for propagation could be the fluid in the saccular sulcus. Relevant to this are cochlear microphonic data in particular from Dallos and co-workers (1969, 1974a, 1974b). In CM there is at best a very faint indication for propagation of $2f_i - f_o$ (Dallos and Cheatham, 1974b). However, it is still an open question how well CM reflects basilar membrane or hair cell motion. Since CM supposedly mirrors intracellular hair cell potentials (Davis, 1965), it is presumably contaminated with (part of the) transducer nonlinearities, although not to the same extent as nerve fiber data are.

II. A PHYSIOLOGICAL BASIS FOR THE SECOND FILTER

A. Introduction

Hair cells, insofar as examined, are found to be directionally sensitive. Hitherto, this has been established mostly in lateral line and labyrinth organs of certain fishes, amphibians, and reptiles (Lowenstein and Wersäll, 1959; Flock, 1965a, 1965b; Wersäll et al., 1965). Recent intracellular recordings from inner ear hair cells of the alligator lizard (Weiss et al., 1974) are consistent with these findings. In general hair cells are excited when the cilia are deflected towards the kinocilium or centriole. When stimulating at an angle $\theta$ to this direction (Fig. 2), the sensitivity follows approximately $\cos \theta$ as long as $-\pi/2 < \theta < \pi/2$ and approaches zero, or is negative (inhibitory), in the other half-plane (Flock, 1965a, 1965b). Since all hair cells in the mammalian organ of Corti have a similar morphological orientation, which is determined by the centriole located at the side of the stria vascularis, it is likely that hair cells in the mammalian organ of Corti have a similar directional sensitivity. Morphological polarization of both inner and outer hair cells (Wersäll et al., 1965) implies a sensitivity in the radial direction (Fig. 2). The uniform radial polarization and unidirectional sensitivity are, of course, consistent with the fact that CM shows no frequency doubling (in contrast with lateral line where one finds a polarization into two opposite directions, see, e.g., Flock, 1965a).

A second relevant observation is that the cochlear traveling wave sets up a radial vibration component which is maximum at a point located basallywards of the maximum of the traveling wave envelope. Also, the radial component appears to be more sharply tuned (Fig. 3) than the traveling wave pattern (Békésy, 1953a; Khanna et al., 1968).

Obviously, the combination of the directional distribution of vibrations as a function of place, or, at a fixed place as a function of frequency, constitutes in combination with the directional sensitivity, a frequency weighting or filter (see Fig. 4). We assume that it constitutes the second filter. Assuming that the directional sensitivity behaves as $\cos \theta$, the selectivity of the second filter is determined by the directional distribution of vibrations over frequency at the hair cell base (cf. also Tonndorf, 1970).

B. Outline of the theory

The above considerations inspired the following more specific, tentative assumptions concerning the second filter:

1. A characteristic frequency $CF(x)$ is assigned to the hair cell located at $x$ mm from the base. $CF(x)$ defines the frequency that stimulates the hair cell in its most sensitive direction. $CF(x)$ may be interpreted as the tuning frequency of the second filter at $x$.

2. Frequencies off $CF$ stimulate the hair cell at an angle $\theta$ with the sensitivity axis and are less effective by a factor of $\cos \theta$ (Flock, 1965a, 1965b). We assume that $\theta$ varies monotonically from $-\pi/2$ for $f = 0$, through $0 = 0$ at $f = CF$, to $\pi/2$ for $f < 0$ (Fig. 4). An interesting variant applies if one assumes that $\theta = -\pi/2 + \epsilon$ for $f < 0$, with $\epsilon$ a small positive number. We will...
discuss the variant in Sec. III.) A complex stimulus yields the linear vector sum r(t) of the contributions of its components (see Fig. 8).

(3) The tuning frequency of the traveling wave envelope at the hair cell at x mm from the base is \( \alpha \cdot CF(x) \), with the tuning disparity factor \( \alpha > 1 \) (cf. Bekesy, 1953a; Khanna et al., 1968). In general, \( \alpha = \alpha(x) \) will be a slowly varying function of x. For most of our purposes we will assume that \( \alpha \) is a constant. The frequency \( \alpha \cdot CF(x) \) is the tuning frequency of the first filter at x. In principle, this filter is constituted by the mechanical selectivity of the basilar membrane, plus possibly additional selectivity that might be introduced in the transformation from basilar membrane vibration to vibration at the hair cell base. In other words, we cannot (yet) claim that the first filter exclusively reflects basilar membrane selectivity. For the purpose of this paper we assume that the first filter is linear, with amplitude characteristic \( H_1(f, x) \).

(4) Concerning nonlinearity: The resultant mechanical excitation at the hair cell, \( r(t) \), undergoes a nonlinear compression which is uniform in all directions. This means that the compression does affect the magnitude of the resultant excitation, but not the angle \( \theta \).

The nonlinearity is sandwiched between the directional distribution of frequency and the hair cell's directional sensitivity. This means that it operates before the second filter becomes effective, in accordance with the requirement in Sec. I. One may think of the nonlinearity in terms of a nonlinear load to which the linear resultant stimulus at the hair cell is subjected. We will assume that the compressive nonlinearity can be described adequately with a \( p \)th law device (Fig. 1), so that the compressed stimulus at the hair cell, \( R(t) \), is given by

\[ R(t) = \text{sgn}[r(t)] |r(t)|^p. \]

The above assumptions are indicated in the block diagram of Fig. 5. For comparison, the traditional nonlinearity and second filter block diagram (Pfeiffer, 1970) is presented in Fig. 6. In the course of this paper we will discuss some of the differences between the two models. At this point we remark that the major difference is that we have proposed a physiological basis for our model.

The properties outlined above meet the requirements put forward in Sec. I. Hence this theory will predict sharpening, two-tone suppression, and generation of combination tones. In Secs. III–V we will substantiate and quantify this statement.
III. SHARPENING AND TWO-TONE SUPPRESSION

This section deals with sharpening caused by compressive nonlinearity and second filter, and with several aspects of two-tone suppression (rate and synchronization data).

The notation is simplified somewhat by writing \( r^\nu \) for \( \text{sgn}(r) r^\nu \) and by using the angular frequency \( \omega \) instead of \( 2\pi f \). [Of course, \( H_2(\omega; x) = H_2(f; x) \), etc.]

Because we present most of our theoretical predictions in the form of average stimulating waveforms, we neglect the phase shifts produced by the filters.

A. Sharpening

We consider the effect of a stimulus tone \( s(t) = A \cos(\omega t) \) on the hair cell CF(x). The mechanical excitation will be

\[
r(t) = A H_1 \cos(\omega t),
\]

which excites the hair cell at an angle \( \theta \) to its sensitivity axis. The compressed waveform \( R(t) \) will be \( R(t) = r^\nu(t) \) and the stimulating waveform, i.e., the component of \( R(t) \) in the direction of the sensitivity axis, \( R^\theta(t) \), is

\[
R^\theta(t) = R(t) \cos \theta = r^\nu(t) H_2.
\]

The time average of the absolute value of the stimulating waveform, \( E = \langle |R^\theta(t)| \rangle \), seems a reasonable measure for the neural effect of the stimulus. We will assume that a constant \( E \) corresponds to a constant firing rate in primary auditory-nerve fibers that innervate the hair cell CF(x). For the above tonal stimulus, \( E \) takes the form

\[
E \propto (A H_1)^\nu H_2.
\]

[The proportionality constant can be shown to equal \((1/\pi)B(\nu + 1/2, \nu + 1/2)\), where \( B \) is the beta function]. A constant value for \( E \) is obtained when the right-hand part of Eq. (4) is constant, or when

\[
A = A(\omega) \propto 1/(H_1 H_2^{1/\nu}).
\]

Since the tuning curve is also determined by a constant rate increment criterion, Eq. (5) gives our prediction for the shape of the tuning curve. Because \( \nu < 1 \), the tuning curve is sharper than just the product of \( H_1 \) and \( H_2 \). Figure 7 shows examples of Eq. (5). We remark that the relatively flat low-frequency tail of the tuning curve can be predicted by assuming that for \( \omega \to 0 \) the angle \( \theta(\omega) \) approaches \(-\pi/2 + \epsilon\), so that \( H_2 = \cos(\theta) \) approaches a constant value greater than 0. For very low frequencies the tuning curve then parallels the first filter.

B. Constant tone at CF

First we consider the effect of a second tone on the average response to a constant tone at CF, as studied by Sachs and Kiang (1968) and Sachs (1969). The constant tone was termed the CTCF tone by these authors.

Let the CTCF stimulus be \( s_1(t) = A_1 \cos(\omega_1 t) \) and the second variable tone \( s_2(t) = A_2 \cos(\omega_2 t) \). The resulting mechanical excitation consists of the components (Fig. 8)

\[
r_1(t) = A_1 H_1 \cos(\omega_1 t), \quad \text{at } \theta_1 = 0,
\]

and

\[
r_2(t) = A_2 H_2 \cos(\omega_2 t), \quad \text{at } \theta_2 = \theta_2(\omega_2)
\]

(the notation \( H_i \) is used to designate the effect of filter \( i \) on stimulus \( j \)). From Fig. 8 we see that the stimulating waveform can be written as

\[
R^\theta(t) = r^\nu(t) |r(t)|^{\nu-1},
\]

where \( r(t) \) is the vector sum of \( r_1(t) \) and \( r_2(t) \), and \( r_\nu(t) \) the component of \( r(t) \) in the sensitivity direction. If the variable tone approaches the CTCF in frequency, then the resultant mechanical excitation occurs primarily in the sensitivity direction, so that \( r_\nu(t) = r(t) \), and \( R^\theta(t) \propto |r_1(t) + r_2(t)|^{\nu-1} \). In this case the average stimulating waveform, \( E(s_1 + s_2) \), increases monotonically when increasing the amplitude of the variable tone (see Fig. 9, the \( f_1 = f_2 \) curve). For small values of \( A_2 \) the increase is marginal; for large values of \( A_2 \) the average stimulating waveform follows \( A_2^\nu \), i.e., the second tone response. The transition occurs at \( A_2 = A_1 \).
The monotonic increase implies that we find no suppression if the variable tone approaches CF.

If the variable tone is significantly off CF, so that \( \cos \theta_2 \approx 0 \), then Eq. (7) modifies to

\[
R_2(t) = r_2(t) [r_1^2(t) + r_2^2(t)]^{-1/2}.
\]  
(8)

Because the exponent of the bracket term is negative, an increase of the variable tone \( r_2(t) \) will reduce \( R_2(t) \) (see Fig. 9, inset 3). The suppression becomes significant when the response of the first filter to the variable tone exceeds the CTCF response \( (A_2 H_{12} > A_1 H_{11}) \). This is indicated with the transition value \( A_{21} \), where \( A_2 = A_1 H_{11}/H_{12} \). For very large values of the amplitude of the variable tone the contribution of this tone in the sensitivity direction, \( r_2(t) \cos \theta_2 \), will no longer be negligible. Ultimately the second tone will dominate the average stimulating waveform (Fig. 9, point 4). This starts at \( A_{22} \), where \( A_2 = A_1 H_{11}/(H_{12} H_{22}) \). At \( A_{22} \) the activity in response to the variable tone equals the CTCF response, and we leave the suppression area. \( A_{23} \) is defined by \( A_2 = A_1 H_{11}/(H_{12} H_{22} \nu) \).

C. Constant tone at \( \alpha_{CF} \)

Next we consider two-tone suppression where the fixed tone is off CF. As an example we will place it at \( \alpha_{CF} \) (CT\( \alpha_{CF} \)). This value is of particular interest, since it bears some relation to the broad-band responses of the first filter.

Figure 11 shows results for this situation. The parameter values are the same as in Fig. 10. Apparently only one significant suppression area is left, viz., above CT\( \alpha_{CF} \). The major effect of two-tone suppression is seen in the upward shift, due to the CT\( \alpha_{CF} \), of the threshold isorate contour ("tuning curve"), which determines the upper boundary of the suppression area. Figure 10 shows that a tone at \( \alpha_{CF} \) is a very effective suppressor. (We have examined the CT\( \alpha_{CF} \) case only with the use of a computer simulation of the model.)

Thus, the lower boundaries of the suppression areas, defined by \( A_{21} \) values, follow the inverted first filter, and the upper boundaries, \( A_{23} \), parallel the tuning curve.

Figure 10 shows an example of the two-tone suppression areas for the schematized first and second filters specified in the inset. In the shaded areas the suppression is \( \approx 20\% \). Other parameter values are \( \nu = 0.8 \), and \( \alpha = 1.4 \). The latter values are discussed in Sec. VI. Because of (1) the asymmetry of the first filter (the high-frequency slope is much steeper than the low-frequency slope); (2) the proper choice of \( \alpha \); and (3) the proper relative location of upper and lower boundaries of the suppression areas, one obtains the two suppression areas asymmetrically around CF, in accordance with the neurophysiological data (Sachs and Kiang, 1968; Arthur et al., 1971). The relative location of the upper and lower boundaries is not a free parameter but follows directly from the theory. For this example one can show that at CF the upper boundary is approximately 10 dB below the lower boundary. This relative location excludes, of course, suppression around CF.

The results shown in Fig. 11 may explain why Evans (1974) observed little or no suppression in the form of suppression areas in an experiment where he used
white noise for the fixed stimulus. The response of the first filter (at CF) to the noise may be considered an amplitude and phase modulated C to CF stimulus. Evans's observation that the isorespwan contours shift upwards with increase in noise level, a phenomenon also described by Kiang et al. (1965, Fig. 9.5), reflects—in our opinion—a clear effect of two-tone suppression.

D. Damping power

In a recent study Rose et al. (1974) give a description of the two-tone suppression effect, introducing the concept of attenuating or damping power. The damping power is defined by the factor by which the primary synchronization coefficient in the neural response to a low-frequency tone lags the primary amplitude, and it is expressed in decibels. At threshold the damping power is zero by definition, at saturation it increases linearly with tone level. The synchronization coefficients $\sigma$ can be defined as the amplitudes in the Fourier spectrum of the period histogram in response to the stimulus. The primary $\sigma$ occur at the stimulus frequencies. For a two-tone stimulus the data are described by the algorithm that the largest of the two damping powers is effective on both components.

An important point made by Rose et al. (1974) is that not only firing rate data but also synchronization data are pertinent to two-tone suppression (see also Hind et al., 1970). However, we are in doubt as to what extent the damping power concept—admittedly introduced as a descriptive concept only—helps to understand the suppression phenomenon. The point is that the damping power primarily describes saturation, which is thought to originate somewhere at the hair cell—afferent synaps level (Schroeder and Hall, 1974). As outlined in this study, we believe two-tone suppression occurs before that level. If our theory is extended by an element describing neural saturation, then the data from Rose et al. (1974) are readily accounted for. The following saturation function, proposed by Siebert (1972), gives a useful description:

$$\frac{fr(t)}{fr_{max}} = \frac{p(t)^2}{C + (p(t)^2)_{av}},$$

where $p(t)$ is the stimulating waveform; $\rho(t)^2$ the quadratic half-wave rectified stimulating waveform; $fr(t)$ the firing rate function (for a nonhomogeneous Poisson firing process); $fr_{max}$ the saturation rate; and $C$ a constant. [A proper choice of the averaging time window allows for the coverage of time-dependent (adaptation) effects. At present this is of secondary interest since we restrict ourselves to stationary stimuli.] Applying this saturation function to our model amounts to substituting $p(t) = R_f(t)$.

Figure 12(b) gives the results from this substitution, thus predicting the data of Fig. 12(a) from Rose et al. (1974). We consider the agreement satisfactory.

IV. PURE-TONE MASKING

A. Introduction

In pure-tone masking we have in general four variables: probe threshold level $L_p$, probe frequency $f_p$ masker level $L_M$, and masker frequency $f_M$. [We neglect temporal effects, an obvious oversimplification, which is justified for long-duration (~1 sec) simultaneous masking.] The independent variable is usually a frequency, the dependent variable a level, the other two variables being fixed. In the classical experiment by Wegel and Lane (1924), $L_p$ and $f_p$ were kept constant. We refer to this as an iso-$L,f$ experiment. In later experiments the other conditions have also been investigated (iso-$L,f_p$: Small, 1959; Vogten, 1972, 1974; Zwicker, 1974a; iso-$L,f_M$: Vogten, 1972, 1974a; Verschuure et al., 1974; iso-$L_p,f_M$: Zwicker, 1974a; Verschuure et al., 1974). Because of nonlinearities in the auditory system, the masking curves obtainable from the different types of experiments are not each other's linear transforms. This can result in differences in slopes of the masking curves. If we assume that the probe is detected at $x_p$ then the iso-$L_p,f_p$ cases are most closely related to our treatment of the tuning curve (Sec. III A), which also considers the response at a particular place $x$. We will therefore, deal mainly with iso-$L_p,f_p$ data.

From our theoretical point of view, the non-simultaneous-masking data are simpler to interpret than simultaneous-masking data. This is due to the nonlinearity of the system. The nonlinear response to the sum of two signals is in general more complex than the sum of the responses to the two signals. Therefore, we will start with the more recent pulsation threshold
method, followed by forward masking, and finally deal with conventional simultaneous pure-tone masking. Throughout this section we use the indices \( P \) and \( M \) for probe and masker, instead of the numerical indices used in the other sections. Furthermore, we use \( A \) for (linear) amplitude, and \( L \) for the logarithmic representation thereof (level). (The choice between \( A \) and \( L \) is largely arbitrary.) We will also write \( f \) instead of \( \omega = 2\pi f \).

B. Pulsation threshold

A plausible explanation for the continuity effect, on which the pulsation threshold is based, is that the activity in the probe channel remains constant (Houtgast, 1974a). Let us assume that this implies a constant firing rate in the primary neurons tuned to the probe, and thus a constant \( E \) at \( x_p \). The iso-\( L_{pf} \) experiment implies that \( E \) in response to the masker equals \( E \) in response to the probe, which is constant. This is similar to the tuning-curve criterion [Eqs. (4) and (5)].

The continuity effect theory thus implies that the iso-\( L_{pf} \) pulsation threshold contour must parallel the tuning curve, that is

\[
A_M H_{IM} \frac{E_{LM}}{E_{IM}} = \text{const, at } x_p.
\]

Houtgast’s (1974a, Fig. 4.2) data are positively suggestive in this respect.

In case of iso-\( L_{pf} \) masking, \( x_p \) is not fixed but becomes the variable. This requires knowledge of excitation patterns over \( x \) for fixed frequencies, which are more difficult to measure. Henceforth, we will therefore restrict ourselves to iso-\( L_{pf} \) masking.

C. Forward masking

In this subsection we make a brief excursion to some aspects of temporal masking, because it seems tempting to relate forward masking data to pulsation threshold data. We will stress some difficulties which obscure this relationship.

If the forward masking pattern, i.e., probe threshold as a function of probe frequency, might be assumed to give an adequate linear map of the perstimulatory excitation pattern, then forward masking data expectedly would match pulsation threshold data in shape. Two assumptions underlie the condition specified above. The first is that the with-time-decaying forward masking is due to the recovering perstimulatory adaptation. The second assumption is that adaptation reflects the excitation pattern linearly. This interpretation meets some objections. We have remarked elsewhere (Duifhuis, 1973) that forward masking, expressed in decibel threshold shift, i.e., after a logarithmic amplitude transformation, decreases exponentially with a time constant of about 75 msec. This implies that the half-power bandwidth of the masking pattern during forward masking increases with increasing time interval. If at all, then a linear relation between excitation and forward masking can be expected for very brief intervals only. An additional complication follows from the inference that for such intervals (< 20 msec) forward masking contains a significant transient masking component (Duifhuis, 1973) which directly reflects the decaying excitation. Furthermore, there is evidence that the net adaptation follows the square root of the excitation rather than the excitation itself.

In short, although forward masking is not contaminated by nonlinear interaction of probe and masker, it is more complicated than the pulsation threshold because of effects in the time domain. An adequate descriptive theory of these temporal effects is necessary for a quantitative comparison of forward masking and pulsation threshold data. We exclude forward masking from further discussion in this paper.

D. Simultaneous masking

We approach simultaneous masking from two points of view, the distinction between which is related to the classical difference between “place” theory and “periodicity” theory. We will show that the two approaches lead to the same predictions, and hence that simultaneous masking data provide no tool for a decision.

1. Generalized place theory

We consider again the iso-\( L_{pf} \) case. Obviously the probe can be detected only in the channels responding to the probe. It is a convenient simplification to consider only the channel tuned to the probe, i.e., at \( x_p \), as the proper representative of the responding set of channels. We refer to this simplification as the single channel hypothesis (see Sec. IV E). The probe will be detected if the average stimulating waveform at \( x_p \) in response to probe plus masker significantly exceeds the response to masker alone.

We can analyze this problem using Fig. 9, which we have replotted as Fig. 13 using the notation of this section. The heavy dashed lines represent the response to masker alone, the heavy full lines give the response to probe plus masker, as indicated. We observe that the response to probe plus masker exceeds the masker alone response for masker amplitudes below \( A_{M1} \) for \( f = f_p \) or below \( A_{M2} \) for \( f = f_M \). We define these transi-
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tion points as masking criterions. This can be summarized as \( A_y H_M H_M = \text{constant} \) (cf. Sec. III B), so that the iso-\( L_p f_p \) curve is determined by the linear combination of the first and second filter at \( x_p \). Hence, the simultaneous masking curve is broader than the non-simultaneous masking curve, where the second filter occurs with the power \( 1/\nu \) (Fig. 14). This theoretical result agrees at least qualitatively with psychophysical data from Houtgast (1974a), who also found that pulsation threshold and forward masking curves are more sharply tuned than simultaneous masking curves. If the compressive nonlinearity can be adequately described by a single \( \nu \) law device (\( \nu = \text{constant} \)) and if \( \nu \) can be determined independently, then it might be possible to separate the first and second filter when confronting simultaneous with nonsimultaneous masking data. However, we cannot expect a high degree of accuracy of such results since the differences may be “second-order” effects (cf. Fig. 14).

It is interesting to note that for values of \( A_M \) between \( A_{M1} \) and \( A_{M2} \), the value of \( E(P+M) \) decreases with increasing \( A_M \). This implies that the internal probe-to-masker ratio decreases not only because of the increase of the denominator, but also because of a decrease of the numerator. Hence, the perceived probe level will decrease faster than suggested by the external probe-to-masker ratio (i.e., in the stimulus). In view of the results of Sec. III this can be readily interpreted as a suppression phenomenon, which occurs only if \( f_u = f_p \). This prediction is again in agreement with psychophysical observations as reported, e.g., by Scharf (1964) and Houtgast (1974a, 1974b).

We remark that with the use of the pulsation threshold it seems possible to determine a rather direct correlate of Figs. 9 and 13. The ratio of the \( A_M \) values at \( A_{M1} \) and \( A_{M2} \), \( A_{M1}/A_{M2} = 1/H_M \), then provide a direct measure of \( H_M \), which can be determined as a function of \( f_u \). The determination of \( \nu \), however, presents us with a problem. Since the pulsation tone is subjected to the same nonlinearity, the pulalation amplitude will be proportional to \( E^{1/\nu} \). Therefore the slopes of \( \nu - 1 \) and \( \nu \) modify to \( \nu - 1/\nu \) and \( 1 \), and \( \nu \) can be estimated only from the slope in the interval bounded by \( A_M = A_{M1} \) and \( A_M = A_{M2} \). Houtgast (1974a, Chap. 7; 1974b) presents data for a 1-kHz probe tone in a broadband noise

masker. These data are not in disagreement with \( \nu = 0.6 \). The noise masker is not suitable for scanning the second filter \( H_2 \) as a function of \( f \).

In this section we have used a simple threshold criterion. It would, of course, be possible to define more advanced criteria, but only at the cost of further specifications and it would presumably lead to results differing at most only in degree.

2. Generalized periodicity theory

The alternative to detecting and identifying a supra-threshold probe tone on the basis of local rate information (place theory), is to use the temporal information which is characteristic for the probe tone. Information about the stimulus waveform is to some extent preserved in neural action potentials (see Rose et al., 1967, for data; Siebert, 1972, and Duifhuis, 1972, for theoretical descriptions). The neural temporal information is conveniently described by synchronization coefficients \( A \), as defined in Sec. III D. Detection criterions can be based either on absolute values, or on ratios of \( A \). We will use a ratio criterion. Consideration of the ratio of synchronization coefficients makes us less sensitive to the decrease of synchronization with increasing frequency. The question arises as to how the ratio of the synchronization coefficients of probe and masker \( \rho_{pu} = \frac{A_{pu}}{A_{mu}} \), depends on place \( x \). It is possible to show that

\[
\rho_{pu}(x) = \frac{A_p H_p(x) H_M(x)}{A_M H_M(x) H_M(x)},
\]

or that \( \rho_{pu}(x) \) depends on the ratio of “excitations” produced by probe and masker. Figure 15 shows that if the logarithmic excitation patterns are parallel, then the ratio \( \rho_{pu} \) is maximum at \( x_p \). If also, as depicted in Fig. 15, \( x_p > x_M \), or \( f_p < f_M \), then \( \rho_{pu} \) is constant and equal to the maximum value for all \( x = x_p \), and vice versa. This implies that, as long as the masker excitation has slopes not steeper than the probe excitation (cf. Sec. IV B), \( \rho_{pu}(x) \) is maximum at \( x = x_p \). Integra-
tion over x, or summation over a number of fibers, then does not change the expected value of $\rho_{pm}$, it can only reduce the variance of $\rho_{pm}$. The above considerations justify the simplification of considering the synchronization ratio $\rho_{pm}$ in the channel tuned to the probe (at $x_p$). If, as was suggested, the probe threshold is specified by $\rho_{pm} = \text{constant}$, then from Eq. (11) it follows directly that for iso-$L_p/f_p$ masking $A_p H_{uv} H_{pm} = \text{constant at } x_p$. This is the same result as obtained with the generalized place theory. In other words, the generalized place theory and the generalized periodicity theory worked out above predict the same shapes for the iso-$L_p/f_p$ masking curve.

E. Discussion of the single-channel hypothesis

It should be noted that the results in this section apply only in the situation where "internal noise" can be neglected with respect to the probe plus masker activity (but note the following paragraph). Modifications have to be made when probe and masker level approach threshold, in particular for simultaneous masking (see Vogten 1974b).

The simplification of considering only the one probe channel as being relevant for probe detection in iso-$L_p/f_p$ masking should be regarded with some caution. If probe and masker excitation patterns are represented adequately by Fig. 15, and if masker slopes are not steeper than probe slopes, then the simplification is justified as follows. Optimum probe detection would require a matched weighting function across the channels. This gives maximum weight to the channel in which signal-to-noise ratio (internal + external noise) is maximum (cf. De Boer and Bos, 1962, and Siebert, 1968). Taking more channels into account has little or no effect on the expected value of probe response and it has a second-order effect on probe detection (cf. Duifhuis, 1973). However, the condition that masker slopes are not steeper than probe slopes appears to be in discordance with our assumption of tuning disparity. Tuning disparity predicts an increase in the high-frequency slope at $f_p$ (cf. Fig. 14), although actually the increase will be more gradual than schematically depicted. This implies that for $f_p < f_0$ the maximum signal-to-(external)-noise ratio occurs at $\alpha f_p$. If the probe is well above its threshold-in-quiet level, then the internal signal-to-noise ratio may also be maximum at $\alpha f_p$. If probe detection were indeed determined by activity in the channel at $\alpha f_p$, then the high-frequency part of the iso-$L_p/f_p$ masking curve would become steeper. In the example given in Fig. 14 the less steep slopes between $f_p$ and $\alpha f_p$ would disappear and the steeper slopes indicated for $f > \alpha f_p$ would extend down to $f_p$. In other words, taking the tuning disparity into account, an optimum detection criterion would predict a leftward shift of the high-frequency slope of the iso-$L_p/f_p$ masking curve with increase in probe level. However, because the high-frequency slopes are very steep anyway, it remains questionable whether these effects are significant. Thus, the single probe channel approach appears to be justified for low probe levels and it will provide a reasonable first approximation at moderate and higher probe levels.

V. COMBINATION TONES

A. Introduction

It has been understood for some time that aural combination tones of the type $n f_1 - (n - 1) f_2$, i.e., the odd-order combination tones, reflect an essential cochlear nonlinearity (Goldstein, 1967; Smoorenburg, 1972; Hall, 1972; see also Sec. 1). Smoorenburg (1972, 1974) has examined predictions of a $\nu$th law device—the nonlinearity introduced in Sec. 1—for combination tones. We will present and extend some of his results.

The $\nu$th law device is chosen for the compressive nonlinearity for the convenience of analysis. Other compressive nonlinearities can be approximated by polynomials or series of $\nu$th law terms.† We first present some general remarks about even- and odd-order nonlinearities. In Secs. VB and VC we analyze certain amplitude and phase properties of odd-order combination tones.

The $\nu$th law half-wave rectifiers (Fig. 16a) have received considerable attention in the literature (see Feuerstein, 1957). The response of the rectifier to a two-tone stimulus of frequencies $f_2$ and $f_3$ is formulated in terms of a double Fourier series, which contains a dc component, components at the stimulus frequencies and their harmonics, and intermodulation products, or in general components at frequencies $m f_1 + n f_2$. Odd-order products obtain for $m + n$ is odd, even-order for $m + n$ is even. It is straightforward to show that the responses of full-wave odd and even rectifiers [Figs. 16(b) and 16(c)] contain only odd or only even products, respectively (at twice the half-wave response amplitude). Thus, the characteristic proposed in Fig. 1 produces only odd-order combination tones. Any modification in the symmetry of the rectifier characteristic can be accounted for by a decomposition into the sum of an odd-order and an even-order rectifier. This means that the generation of difference tones ($f_3 - f_2$) can be predicted by introducing asymmetry in the nonlinear characteristic of Fig. 1. Since the analysis is not fundamentally different, we restrict ourselves to the treatment of odd-order distortion products.

B. Amplitudes of odd-order combination tones

If the two component frequencies $f_1$ and $f_2$ are contiguous, so that $\phi = \theta = 0$ at $x_f$, then the resultant excitation becomes $R_p(t) = [r_1(t) + r_2(t)]^\nu$ (cf. Sec. III B and Fig. 8). This results in a situation which is equal to the one treated by Pfeiffer (1970) and Smoorenburg (1972,
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1974). It can be shown that for this case as well as for the case \( \delta_2 \neq 0 \) (primary frequencies further apart) the following asymptotic behavior follows for the amplitude of the \( 2f_1 - f_2 \) combination tone

\[
R_{\theta_1-\theta_2} \propto r_1^2 r_2^{\nu-2} \quad \text{if } r_2 \gg r_1
\]

\[
\propto r_1^{-1} r_2^{\nu} \quad \text{if } r_2 \ll r_1,
\]

(13)

where \( r_1 \) and \( r_2 \) are the amplitudes of \( r_1(t) \) and \( r_2(t) \), respectively [cf. Eq. (6)]. In Fig. 17 we have plotted the \( 2f_1 - f_2 \) amplitude as a function of the primary amplitudes (full lines). Significant deviations from the asymptotes are restricted to an approximate 20 dB interval around \( r_1 = r_2 \). [The theory of \( \nu \)th law rectifiers gives an exact analytical expression for \( R_{\theta_1-\theta_2} \) over the entire amplitude range. A noteworthy aspect is that in general the asymptotes do not intersect exactly at \( r_1 = r_2 \).]

If the primary frequencies \( f_1 \) and \( f_2 \) are related harmonically, then higher-order intermodulation products of the same frequency will be generated. If, e.g., \( f_2/ f_1 = \frac{3}{2} \), then we have \( 2f_1 - f_2 = 2(2 + 4k)f_1 - (1 + 3k)f_2 \). Since the higher-order terms become decreasingly significant, this is only a second-order effect.

It should be noted that the results given above apply to a two-tone stimulus, which means that measurement of these amplitudes should be passive, i.e., noninterfering with primaries. This condition can be met in physiological measurements of \( 2f_1 - f_2 \). In psychophysical experiments the probe tone and the cancellation tone are subject to the same essential nonlinearity, which results in a different value for the amplitudes of distortion products.

With the pulsation threshold one has for the probe tone

\[
R_p \propto r_2^\nu.
\]

(14)

The pulsation threshold condition, \( R_p = R_{\theta_1-\theta_2} \), yields [as follows from Eq. (13)]

\[
r_2 \propto r_1^{2/\nu} r_2^{1-2/\nu} \quad \text{if } r_2 \gg r_1
\]

\[
\propto r_1^{-1-1/\nu} r_2^{\nu} \quad \text{if } r_2 \ll r_1.
\]

(15)

Note that \( r_2 \) follows the primaries linearly as long as \( r_1^2/r_2 = \text{constant} \). The results of Eq. (15) are also given in Fig. 17 (dotted lines). Compared with the results of passive measurement [Eq. (13)] all slopes have been increased by a factor of \( 1/\nu \).

Most psychophysical measurements of combination tones have used the cancellation method. In that case a third tone is added to the stimulus in order to null the subjective response to the combination tone. We consider the cancellation of \( 2f_1 - f_2 \) for the case where \( \cos \theta_c = \cos \theta_1 = \cos \theta_2 \) (the index \( c \) refers to the cancellation tone). For this condition it is possible to show that cancellation can occur if the cancellation tone amplitude, represented by \( r_c \), follows:

\[
r_c \propto r_2 \quad \text{if } r_2 + r_c \ll r_1
\]

(16)

Note that the nonlinearity does not show up in the cancellation amplitude (at least not in its asymptotic slopes). The results of Eq. (16) are also given in Fig. 17 (dashed-dotted lines).

The differences between the slopes of \( r_p \) and \( r_c \) as functions of \( r_1 \) and \( r_2 \) provide means of estimating \( \nu \). Smoorenburg (1974) shows a comparison of pulsation threshold and cancellation amplitude data for the same subject. The qualitative differences observed agree with the differences between Eqs. (15) and (16). There are, however, some marked discrepancies. Both Eqs. (15) and (16) predict that the combination tone grows linearly with the combined primary level \( r_1/r_2 = \text{constant} \). The data show a slope which for the pulsation threshold is consistently lower than for the cancellation amplitude (Smoorenburg, 1974, Fig. 5), especially for small frequency ratios \( f_2/f_1 \). The cancellation slope also appears to be below unity. It appears that this problem is related to the question of propagation, already mentioned at the end of Sec. I. If we assume that distortion products propagate distortion-free from the place where they are generated to the point tuned to the frequency of the distortion product, and if we assume further that at that place the distortion product is again subjected to the compressive nonlinearity, then we would arrive at the following results. The \( 2f_1 - f_2 \) response at \( x_{s_1-t_2} \) would be [cf. Eq. (13)]

\[
R_{s_1-t_2} \propto r_1^2 r_2^{\nu-2\nu} \quad \text{if } r_2 \gg r_1
\]

\[
\propto r_1^{\nu-\nu} r_2^{\nu} \quad \text{if } r_2 \ll r_1.
\]

(17)

We have assumed that the direct effect of the primaries at \( x_{s_1-t_2} \) can be neglected. For the pulsation threshold one finds, assuming that the pulsation threshold \( r_p^\nu \) is determined at \( x_{s_1-t_2} \) [cf. Eq. (15)]

\[
r_p^\nu \propto r_1^{2\nu} r_2^{\nu-2\nu} \quad \text{if } r_2 \gg r_1
\]

\[
\propto r_1^{-\nu} r_2^{\nu} \quad \text{if } r_2 \ll r_1.
\]

(18)
We observe that \( r_t \) parallels \( R \), as given in Eq. (13) and Fig. 17. In case of cancellation one might suspect the interaction at \( x_{2f_1 + f_2} \) to occur predominantly between the propagated distortion product and the cancellation tone, the latter being affected mainly by \( f_1 \). Then the cancellation tone contribution is

\[
R(x_{2f_1 + f_2}) \propto r_0 \quad \text{if} \quad r_1 \ll r_c
\]

\[
\propto r_c r_1^{-1} \quad \text{if} \quad r_1 \gg r_c
\]

Equation (19) can be interpreted as follows: For small frequency differences \( f_2 - f_1 \), in general the second condition will be fulfilled. For larger differences between the primary frequencies the effect of \( f_1 \) on the cancellation tone will become insignificant, and the upper relation applies. The latter case is similar to Eq. (18). However, if \( f_2 \) approaches \( f_1 \), the upper relation applies only if the minimum of \( r_1 \) is odd. The latter case is given by Eq. (19). We observe that \( r^2 \) follows the combined primary amplitude with the exponent \( \nu^2 - \nu + 1 \). Since \( (\nu - 1)^2 > 0 \) for all \( \nu \neq 1 \), we have \( \nu^2 - \nu + 1 > 0 \) for all \( \nu \neq 1 \). This means that the cancellation amplitude slope is always steeper than the pulsation threshold slope when presented as a function of the combined primary level. In a number of aspects the results derived here, taking account of propagation, agree better with psychophysical data than the results of Eqs. (15) and (16). However, because of the simplistic treatment of propagation we advocate a cautious interpretation of the results of this analysis.

C. Some phase effects

As long as the propagation problem remains unsolved, it will be difficult to interpret psychophysically measured phases of combination tones. Goldstein (1972b) considers as one of the basic problems the difference in phase behavior of combination tones as a function of level when measured psychophysically or physiologically. In the first case there is a systematic change, in the neural data the phase is constant.

We will leave these problems as they are, and mention some consequences of our theory for phase effects. For a two-component stimulus it can be shown that the phase of the combination tone \( m f_1 + n f_2 \) simply is given by \( m \phi_1 + n \phi_2 \), except for a possible additional factor \( \pi \) which occurs if the minimum of \( m \) and \( n \) is odd. The latter addition rule applies only in case of compressive nonlinearity \( (\nu < 1) \) and odd-order combination tones \( (m + n = \text{odd}) \). Related rules can be derived for three or more component combination tones. They are, e.g., relevant to the phase effect reported by Buunen et al. (1974).

VI. DISCUSSION

The questions of the second filter and of cochlear nonlinearities have been receiving increasing attention over the past few years. Section I presented a number of references to those papers that were directly relevant to our study. [It is worthwhile noting that much of the data and questions referred to has been summarized in a good review paper by Möller (1972)]. In this section we first discuss the physiological basis of our theory, in the course of which additional references are given to some alternative theories. Second, we discuss some of the features of the "second filter + compressive nonlinearity" theory in general and of our theory in particular.

The two basic phenomena on which our second filter theory is based, i.e., the directional sensitivity of the hair cell and the directional distribution of vibration at the hair cell, appear to be fairly well established qualitatively. Thus, it appears plausible that in fact such a frequency weighting mechanism is operative. However, it remains to be established whether this mechanism can quantitatively account for the necessary sharpening. No such direct basis, unfortunately, underlies our assumption that the relevant nonlinear compression occurs at the hair cell base. Using this assumption we arrived at functional predictions which in some situations are undistinguishable from theories assuming non-linear basilar membrane impedance. Depending on the question of how and to what extent the generated distortion products are coupled back into basilar membrane motion, direct measurement of distortion products in basilar membrane motion might provide a tool for deciding between the possibilities mentioned. The two possible locations for the sources of low-level combination tones mentioned above have already been stated explicitly by Goldstein (1987). We remark that a third possibility, viz., that nonlinearities arise at both (or even more) places, also deserves further attention (cf.


419 H. Duifhuis: Cochlear nonlinearity and second filter 419
The directional distribution of cochlear vibration as effective at the hair cell bases, appears a worthwhile point for further investigation. A hardware model study by Zwicker (1974b) is of interest in this respect. In his scale model he observed a radial component in fluid flow between tectorial membrane and cuticular plates, but unfortunately with a tuning disparity \( \alpha < 1 \). This conflicts with our assumption on this point (Sec. II B) and therefore does not predict the data that can be accounted for by \( \alpha > 1 \) as, e.g., the relative location of low-frequency and high-frequency two-tone suppression areas (see Fig. 10).

Our theory provides no clue as to a possible functional difference and/or interaction of inner and outer hair cells as e.g., proposed by Zwischko and Sokolich (1973, 1974) and, with a different interaction hypothesis, by Evans (1974). Since little evidence exists in support of a direct interaction between the inner and outer hair cell's afferent fibers (Spoendlin, 1974), we do not consider this to be a point to the disadvantage of our theory.

Regarding the hair cell's directional sensitivity, we emphasize that, although the phenomenon appears to be well established, little is known about the mechanism which is responsible for it. In particular, this leaves open the possibility that the metabolic situation of the hair cell is involved. Therefore, the reversible effects of antimetabolic and ototoxic drugs and hypoxia on the tuning curve, which effects are believed to provide direct evidence for the existence of a physiologically vulnerable second filter, (Evans, 1974; Evans and Klinke, 1974), might be considered as supporting our second filter theory.

So much for the discussion of the physiological basis of the model. Next we discuss model predictions. Although a good understanding of the model deserves a thorough analysis, 7 we have tried to present a more heuristical approach in this, already comprehensive, paper. In line herewith, we have restricted ourselves by and large to qualitative verifications, but at several points we have indicated possibilities for quantitative verifications. Where we did not pursue a quantitative verification this was also because of lack of relevant and directly comparable data. This is particularly so for first and second filter shape, and hence for the distribution of \( \theta \) over \( x \) or over \( f \). We can be a little more specific about the tuning disparity factor \( \alpha \) and the exponent of the compressive nonlinearity \( \nu \). We started most of our calculations with the somewhat arbitrary choice of \( \alpha = 1.4 \) and \( \nu = 0.8 \). Assuming that our interpretation of two-tone suppression is correct, \( \alpha \) is simply the ratio of the "best frequency" of the high-frequency suppression area of CF and CF. The neurophysiological data by Sachs and Kiang (1968) do not always give an accurate value for \( \alpha \), but a conservative interpretation of their data allows the statement that \( 1.1 < \alpha < 1.6 \) for CF's ranging from about 1 to 20 kHz. The data seems to cluster about \( \alpha = 1.2 \). We find no indications for a systematic change of \( \alpha \) with CF. From the paper by Arthur et al. (1971) we estimate \( \alpha = 1.22 \) at CF = 8 kHz. The psychophysical correlation of two-tone suppression, as measured by Houtgast (1974a) yields \( \alpha = 1.22 \) at CF = 1 kHz. Thus, the estimate of \( \alpha = 1.2 \) appears to be more reasonable than the original choice of \( \alpha = 1.4 \). For the power of the nonlinearity Smoorenburg (1974) proposes \( \nu = 0.6 \), given as a qualitative fit for combination tone level data, and fitted quantitatively to psychophysical two-tone suppression data. We have adopted this value for \( \nu \) in most of our later calculations. In combination with Siebert's (1972) firing rate function [Eq. (9)] it gives a very good fit to the two-tone suppression data by Rose et al. (1974), as we showed in Fig. 12. The value for \( \nu \) initially chosen by Pfeiffer (1970), i.e., \( \nu = \frac{1}{2} \), appears to be somewhat too low.

As we have pointed out in Eqs. (5) and (10), the value of \( \nu \) also determines a certain amount of extra sharpening. The compressive nonlinearity increases the effective slopes of the second filter by a factor of \( 1/\nu \), which factor becomes increasingly important as \( \nu \) goes from 1 to 0. Thus, the total amount of sharpening \( RH/ \nu (f, x) \) is sensitive to changes in \( \nu \) (cf. Fig. 14). We have mentioned already that \( \nu \) could be obtained directly from Figs. 9 and 13. However, psychophysical measures of \( E \) are necessarily affected by the same nonlinearity, so that the observed slopes will be increased by a factor of \( 1/\nu \), which leaves \( \nu \) only in the slope \( 1 - 1/\nu \) in the range between \( A_1 \) and \( A_2 \) (Fig. 13). Houtgast (1974a, 1974b) presents data which are not in disaccordance with \( \nu = 0.6 \). Smoorenburg (1974, Fig. 7) gives directly comparable data from an experiment where the masker level instead of the probe level was kept constant, from which data he concludes \( \nu = 0.6 \) as we have mentioned above. Available data, so far, appear to be consistent with a compressive nonlinearity that can be described with a single \( \nu \) th law characteristic with \( \nu = 0.6 \). However, one should keep in mind the possibility that an approximation with more \( \nu \) th law terms will turn out to be more precise. 1

We have seen in Sec. IV that our theory predicts a difference in sharpness of simultaneous masking and pulsation threshold curves. The pulsation threshold curve benefits from sharpening by the second filter and additional sharpening due to the compressive nonlinearity, whereas the simultaneous masking curve reflects only sharpening by the second filter. Also, the remarks in Sec. IV E apply primarily to simultaneous masking and may introduce additional differences (see, e.g., Vogten, 1974b). These differences may be described in terms of two-tone interaction. The theory explicitly shows the relation between the two phenomena. The manner in which the theory accounts for two-tone suppression is basically similar to Pfeiffer's (1970) theory. What is new is the introduction of the tuning disparity which accounts for the asymmetric location of low-frequency and high-frequency suppression areas. Also the description of combination tones is basically identical to Smoorenburg's (1972, 1974) theory. A major problem about combination tones, which remains unsolved, is how propagation occurs and whether it may account for the discrepancy noted by Goldstein (1972b) between the psychophysically and neurophysiologically measured phase of the combination tone. Also the pos-
sible functional relation between two-tone suppression and combination tones had been pointed out by Pfeiffer (1970) and Smoorenburg (1974). Our study underlines these ideas, giving an explicit formulation of the relation between the phenomena, including pure tone masking, and, moreover, presents a physiological basis for the theory. We have indicated possible experiments for further verification.

Finally, we speculate that the tuning disparity factor α might be related to the critical band (cf. Greenwood et al., 1974).
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C. A. J. Greebe and B. L. Cardozo of our institute and E. de Boer from the University of Amsterdam are acknowledged for comments on earlier drafts of this paper.

Some preliminary results from this study have been presented at the symposium on "Facts and Models in Hearing," Tuzing 22-26 April 1974 (see Dufhuis, 1974).

This can be considered a generalization of Weierstrass’s theorem for integer exponents. The proof for noninteger exponents goes back to Bernstein (1922).

It should be noted that this similarity exists for the tuning curve near threshold. Isorate contours at higher levels may deviate significantly in shape.

This conclusion is at variance with Békésy’s (1953b) observations of directional sensitivity under mechanical stimulation of the tectorial membrane.

A precise analytical derivation of this result requires more caution, since \( r_2(t) \) and \( r_1(t) \) depend on time differently. It can be shown, however, that as long as \( \omega_1 \) and \( \omega_2 \) are uncorrelated, the simplification to consider amplitudes leads to the proper results.

As noted by M. B. Sachs, an effect not accounted for by the theory in its present form (one \( \alpha \)-law nonlinearity) is that in neural data the slope indicated by \( r_1 \) in Fig. 9 (i.e., between \( A_1 \) and \( A_2 \)) appears to depend on the frequency of tone 2, tone 1 being the CTCF (Sachs, 1969).

The data in Rose et al. (1974) are from AVCN units in the cat, but the authors judge the results to be also representative of data from primary units.

Those readers interested in mathematical details of the theory are requested to contact the author.
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For further details, please refer to the original sources.


