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Summary

Self consistent renormalization theory of itinerant magnets is used to calculate the Curie temperature of a cluster system. Here a cluster is an almost spherical particle having microscopic (atomic) variations of the surface. A cluster system is then a collection of clusters of the same size, but different in this surface roughness. In these clusters the electrons responsible for the magnetic properties are assumed to be itinerant. The size range considered here are clusters of approximately 100 atoms and larger. Random matrix theory is used for the calculation of the energy level distribution in a cluster system. It appears that due to the atomic surface irregularities energy level repulsion occurs. The effect of this is that the spin density fluctuations are suppressed leading to an increase in the Curie temperature compared to the bulk. This unexpected result actually shows an increase towards smaller cluster sizes.
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Introduction

This introduction serves three purposes. (I) It gives a description and motivation for the research done. (II) The system under investigation is described in detail. (III) The organization of the report is given.

Motivation

The regime of the isolated atom and the bulk are well established, meaning that the physical and chemical properties of them are well known [1]. However, the regime in between (figure I), corresponding to so called clusters is quite unfamiliar. In general a cluster is defined as a particle containing more than 2 atoms. Thus, in figure I the two middle pictures correspond to clusters. From a fundamental point of view the study of this regime is crucial and interesting in the understanding of how physical and chemical properties develop from the atomic to the bulk regime. It appears that clusters possess interesting properties different from that of the atom and bulk [1,2,3]. For example by changing the size certain properties can be controlled such as magnetic and catalytic properties.

Figure I: going from an isolated atom to a small cluster, to a larger cluster and finally to bulk [4].

Research in cluster physics is not only interesting from a fundamental point of view. A deep understanding of the electronic and ionic structure is crucial for practical applications in catalysis, nano-structures, development of new materials, the design of drugs etc. [3].

Further, the next step of miniaturizing devices will include devices in the cluster size regime. An example is the downscaling of the storage volume of a bit in computers. By downscaling the storage volume of a bit, a magnetic moment in specific direction (up or down), it is important to know how the properties of this volume element change. Imagine that for smaller volume sizes the Curie temperature of the volume element drops below room temperature. Then cooling systems are necessary in your computer, which should run day and night to keep your data safe. Whatever the consequence of down scaling will be, it is important to understand the physical principles behind it. Afterwards, when this is understood, technical tricks can be developed to overcome the problems.

In this report the focus will be on the magnetic properties, in particular the Curie temperature, of clusters. The question however, is from which limit a cluster should be approached: atomic, building a cluster atom-by-atom, or reducing size from the bulk. With other words large enough cluster sizes are investigated so that the usual analytical solid state methods are valid. In the following paragraph a precise description of the system under investigation is given.
System under investigation

For small particles measurements are mostly done on a collection of similar, but not identical particles [2]. This collection of particles contains a certain shape and size distribution. That the particles are not identical is caused by the production technique. For a possible production technique the reader is referred to [5].

In this report a collection of small spherical particles of the same size, but with different atomic surface irregularities will be considered. The size regime of the particles under consideration is roughly more than 100 atoms per particle. In figure II an example of a cluster is given. The surface roughness due to the atoms can be clearly seen.

Figure II: schematic picture of an almost spherical cluster with atomic surface irregularities.

The magnetic properties of these small particles are assumed to be caused by the spins of itinerant (delocalized) electrons. Transition metals and some weakly ferromagnetic materials (ZrZn$_2$ and Sc$_3$In) are examples of systems where itinerant electrons are responsible for the magnetic properties.

Further, some other general assumptions are made, such as: (I) The individual small particles are isolated meaning that they do not interact with each other. (II) There are no external fields such as electric and magnetic fields. (III) Spin-orbit coupling is neglected so that spin is a good quantum number.

Small particles are also called clusters in literature. In this report the word cluster will refer to a single small particle and a cluster system to a collection of small particles differing in shape, but with the same size.

Organization of report

The goal of this report is to investigate how the Curie temperature of a cluster system depends on the cluster size and compare it with the bulk limit. To approach this problem basic theory of magnetism is needed. Therefore, in the first chapter the main developments in theory of magnetism are discussed. This should give an idea of the complexity and diversity of magnetic systems. It should also give a feeling for the difference between localized and itinerant electron magnetism. At the end of this chapter the Hubbard model is treated on which the rest of the theory in this report is based.

Chapter 2 treats the most important steps of the itinerant electron magnetism theory for bulk materials. These developments are based on the Hubbard model. Further, this
chapter shows the importance of taking electron-electron interactions in a self consistent manner into account.

The third and last chapter is devoted to the calculation of the Curie temperature of cluster systems. In this chapter first the general idea for this calculation is discussed. Then various approaches to the theory of cluster systems will be discussed. With the help of this general theory, it is then possible to calculate key quantities required for the calculation of the Curie temperature. At the end all this theory and calculated quantities will come together to show what happens with the Curie temperature of a cluster system as compared to the bulk limit.
Chapter 1: Introduction to models of magnetism

In this chapter a general introduction to various theoretical models describing magnetism will be given. This variety is actually very large owing to the multitude of different types of magnetic materials and magnetic properties. The aim of this chapter is thus to create an overview of these models and to relate them to specific kinds of magnetic materials. The consideration is started with the simplest Hubbard model that includes nearest neighbor hopping only. It will be demonstrated that already such a simple model may provide a decent description of rather different kinds of magnetic materials. In particular, antiferromagnetism of insulators and ferro- and antiferromagnetism of some itinerant materials can be understood. For the understanding of the properties of other possible types of magnetic materials somewhat modified versions of the Hubbard model can be used.

However, before going into the details of the quantum mechanical Hubbard model and extensions of it, first the most important classical concepts are briefly discussed.

1.1 Classical models

It was with the model of Langevin where the modern theory of magnetism started [6]. He introduced the concept of local magnetic moments of the same size and calculated how a non-interacting collection of these moments reacted on an externally applied magnetic field. The reaction of this system appeared to be described by the well known Curie law:

\[ \chi = \frac{C}{T}, \]  

(1.1)

where \( \chi \) is the static magnetic susceptibility, \( T \) is the temperature and \( C \) is a constant. For small external magnetic fields this static magnetic susceptibility describes how the system responds to an external magnetic field \( H \):

\[ \vec{M} = \chi \cdot \vec{H}, \]  

(1.2)

where \( \vec{M} \) is the magnetization of the system. For anisotropic media the \( \chi \) in the expression (1.2) should be interpreted as a tensor.

Weiss came with an extension of the Langevin theory by assuming a finite interaction between these localized magnetic moments. He approximated this interaction by a mean molecular field proportional to the average magnetization of the system. With this improvement, ferromagnetism could be described and the response of the system to an externally applied magnetic field at high temperatures was shown to be described by the so called Curie-Weiss law:

\[ \chi = \frac{C}{T - T_c}, \]  

(1.3)
where $T_c$ is the Curie temperature of the system. Further, Weiss could also calculate the spontaneous magnetization as function of temperature. This is depicted together with the Curie-Weiss law in figure 1.1.1.

![Figure 1.1.1: schematic picture of magnetization and static magnetic susceptibility as function of temperature predicted by Weiss [7].](image)

Although Langevin-Weiss theory was quite successful in describing the main properties of ferromagnets both below and above the Curie temperature, there were two difficulties. First, the existence of these localized magnetic moments of fixed size was impossible to explain. Second, the enormous magnitude of the mean molecular field of about 1000 Tesla introduced by Weiss could not be explained. It was not before the development of quantum mechanics that these problems could be solved [5,7]. Since the advent of quantum mechanics, however, a large variety of different models have been developed to understand the magnetic properties of different kinds of magnetic materials. A good approach to create an overview of these models and the kind of magnetic materials they describe is to look at the so-called Hubbard model [8,9]. We start by considering this model including nearest neighbor interactions only and then look at different modifications of it.

### 1.2 Hubbard model

In this paragraph the Hubbard model is discussed, starting with nearest neighbor hopping only. The goal of this consideration will be to draw a phase diagram able to give a classification of all encountered magnetic materials. The corresponding modifications of this simple Hubbard model required to improve the description at various points of this phase diagram will also be discussed.

#### 1.2.1 General introduction

The Hubbard model with nearest neighbor hopping only is actually a simplified version of what is usually called the Hubbard model. The Hamiltonian of the Hubbard model is given by:

$$H = \sum_{j} \sum_{\sigma} t_{j\sigma} c_{j\sigma}^+ c_{j\sigma} + U \sum_{j} n_{j\uparrow} n_{j\downarrow},$$  

(1.4)
where \( j \) and \( l \) indicate atomic sites, \( t_{jl} \) is the transfer integral between the Wannier orbital at site \( j \) and the same Wannier orbital at site \( l \), \( c_{i\sigma} \) is the annihilation operator of the Wannier state at site \( l \), \( U \) is the on site interaction energy when two electrons occupy the same site and \( n_{j\uparrow} \) is the spin up occupation number operator working on site \( j \). What a Wannier state is will be explained later on. From equation (1.4) it can be seen that the first term is just the tight binding model [10,11] where the electrons occupy a modified atomic orbital localized at an atomic site and can hop from site to site due to the wave function overlap. To be more precise, only one atomic orbital is available at each atomic site (spin degeneracy not taken into account). With other words only one band is formed due to the overlap of these orbitals between different sites.

By using the Fourier transform the tight binding term \( H_{\text{band}} \) of (1.4) can be rewritten in \( k \)-space as

\[
H_{\text{band}} = \sum_{k} \sum_{\sigma} \varepsilon(k) b_{k\sigma}^* b_{k\sigma}, \tag{1.5}
\]

where \( b_{k\sigma} \) is now the annihilation operator of the well known Bloch state with wave vector \( k \) and spin \( \sigma \), and \( \varepsilon(k) \) is the dispersion relation of the electrons. It is now clear that the Wannier state is the Fourier transform of the Bloch state.

In the tight binding model interactions between electrons are not considered at all. The Hubbard model includes on-site interactions between the electrons which stems from the Coulomb repulsion. This on-site interaction means that electrons only ‘see’ each other when they are on the same atomic site. Though it sounds oversimplified, this could be a good approximation in many situations as it will be demonstrated in the next chapter. Due to this interaction term, there will be a competition between the transfer integral which is a function of distance and angles between the different sites, and the on-site repulsion which is not. This transfer integral, or tight binding term, wants to delocalize the electrons into itinerant Bloch states, such delocalization leading to a metallic behavior. On the other hand the on-site repulsion favors the localization of electrons on the sites, which opposes the metallic behavior.

In the following the consequences of these two opposing tendencies will be discussed. The Hamiltonian of the Hubbard model with nearest neighbor hopping only can be rewritten as:

\[
H = H_{\text{band}} + H_{\text{Coulomb}} = \varepsilon \sum_{j} \sum_{\sigma} n_{j\sigma} - t \sum_{\langle i,j \rangle} \left( c_{i\sigma}^* c_{j\sigma} + c_{i\sigma} c_{j\sigma}^* \right) + U \sum_{j} n_{j\uparrow} n_{j\downarrow}, \tag{1.6}
\]

where \( \varepsilon \) is the energy that the electron obtains from the atomic potential, \( t \) is the transfer integral between two Wannier states that represent nearest neighbors, and \( \langle i, j \rangle \) indicates that the sum is taken only over nearest neighbor sites. In equation (1.6) the first term merely gives a constant factor.

It can be shown that the zero temperature behavior of this model is determined by the relative interaction strength \( U/t \) and the electron density \( n = N/L \), where \( N \) is the total number of electrons and \( L \) the number of lattice sites. Thus, in general \( 0 \leq n \leq 2 \) and \( n=1 \)
corresponds to the case of equal number of electrons and atomic sites. This situation of \( n=1 \) is also called half filling, because half of the available states is occupied. In the beginning of this chapter the phase diagram of the Hubbard model was mentioned. By phase diagram it is meant that as a function of \( U/t \) and \( n \), different magnetic and metallic behavior of the system can be found. Now, the phase diagram following from (1.6) will be discussed. In addition, whenever necessary, we describe the required modifications and improvements. In general, the discussion of the conducting properties is followed by the treatment of the magnetic ones.

1.2.2 Metal or insulator?

By using equation (1.6) for half filling (\( n=1 \)) of the band, a metal-insulator transition can be predicted at a certain critical \( U_{cr}/t \) value. That such a transition should exist is clear from the following. Imagine one starts with \( U=0 \), then the ground state is given by the metallic Fermi sea,

\[
|FS\rangle = \prod_k \epsilon^\prime_k \epsilon_{\bar{k}} \epsilon^\prime_{\bar{k}} |0\rangle,
\]

where \( |0\rangle \) is the vacuum state and \( \epsilon^\prime_k \) is the dispersion of the electrons. This \( \epsilon^\prime_k \) is found by using the Fourier transform to rewrite the first two terms of (1.6) resulting in

\[
\sum_k \sum_{\sigma} \epsilon^\prime_k \epsilon_{\bar{k}} \epsilon_{\bar{k}} \epsilon_{\bar{k}} |0\rangle = H_{band}.
\]

It is clear from (1.7) that the electrons are uncorrelated, which means that the occupation of an orbital by a spin-up electron is independent from its occupation by a spin-down electron. Thus, the probability that a site is occupied by a spin-up electron is a half which is also equal to the probability that a site is occupied by a spin-down electron. The probability to find a double occupied site is therefore \( 1/4 \).

Turning the interaction on (\( U>0 \)) and assuming that the ground state is given by (1.7), one derives the following expectation energy of the Coulomb energy:

\[
\langle FS | H_{Coulomb} | FS \rangle = \frac{LU}{4}.
\]

The band energy is determined by the occupied part of the band and can be written as

\[
\langle FS | H_{band} | FS \rangle = L(\epsilon - \alpha \cdot t).
\]
\[
\frac{1}{L} \langle FS | H | FS \rangle = \epsilon - \alpha \cdot t + \frac{U}{4} .
\]

(1.11)

From this total energy expression it can be easily understood how a metal insulator transition appears. Indeed, at \( U=0 \) the ground state is given by (1.7) where the electrons are uncorrelated. Thus on average 1/4 of the sites are empty, 1/4 of the sites are doubly occupied and the rest is singly occupied. This means that there are a lot of charge fluctuations. Therefore, the system is a metal. However, by increasing \( U/t \) one comes to a point where it becomes more favorable for electrons that each site is occupied by a single electron. With other words the total energy of the Fermi sea given by (1.11) exceeds the energy of an assembly of \( L \) neutral atoms. Therefore above some critical value of \( U/t \) the electrons become localized which means that the system has become an insulator. Such an insulator where the localization of the electrons is caused by the interaction between them is called a Mott-insulator. There are also insulators where the insulating properties are caused by the long range magnetic order itself. These kinds of insulators have different behavior compared to the Mott-insulators, but they will not be discussed here.

This is actually only a qualitative argument for the existence of a metal insulator transition at half filling. For a more quantitative derivation the reader is referred to [9]. Further, it was assumed that \( n=1 \). In the following there will be shortly discussed what happens for situations where \( n \neq 1 \). For metallic behavior in the \( n=1 \) case charge fluctuations are present. This means that there are both empty and doubly occupied sites. The tendency to doubly occupy a site is opposed by the on site interaction term. Therefore, in case of \( n=1 \) only for low enough values of \( U/t \) metallic behavior will occur as explained above. However, for the \( n \neq 1 \) case the situation is different. This is caused by the fact that not all the sites are occupied (for \( n<1 \)) or there are already doubly occupied sites present (\( n>1 \)). Thus, for \( n<1 \) there are always electrons that can move unhindered from an occupied state to an empty state even when \( U>>t \). For the \( n>1 \) case there is a similar situation; there are always electrons moving unhindered from a double occupied state to a single occupied state even for \( U>>t \). With unhindered is meant without increasing the total energy of the system. Concluding, away from half filling the behavior is metallic even for large \( U/t \).

This finalizes the discussion of the conducting properties of systems described by the Hamiltonian (1.6). In the following the magnetic properties will be discussed as function of \( n \) and \( U/t \) for the Hubbard model with nearest neighbor hopping.

### 1.2.3 Magnetic properties

Let us start with the discussion of the magnetic properties at \( n=1 \) and \( U>>t \). For \( U>>t \) equation (1.6) can be approximated to the order of \( t^2/U \) as the well known antiferromagnetic Heisenberg exchange model

\[
H = J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j ,
\]

(1.12)
where $J = \frac{4t^2}{U}$. For a derivation of (1.12) see [9]. Thus the system of hopping electrons with on-site interaction only can be approximated by a system of localized spins coupled to their nearest neighbors by the exchange constant $J$. From (1.12) it can be seen that $J > 0$ and that therefore anti-parallel nearest neighbor spins are preferred meaning that for $n = 1$ and $U >> t$ the system is anti-ferromagnetic. It was already discussed above that for $U >> t$ the system is a Mott insulator. Thus Mott insulators are anti-ferromagnets according to (1.12). This is however not the complete story. First of all, most anti-ferromagnetic Mott insulators are transition metal compounds. In these systems the $d$-electron bearing cations are separated by large anions. Therefore the direct hopping between the $d$-orbitals is not very probable. Anderson solved this problem by taking covalent mixing into account between the orbitals of the cation and anion [9]. He showed that this anion mediated exchange better known as superexchange favors anti-ferromagnetic coupling in most cases. Another problem was that not all Mott insulators appeared to be anti-ferromagnetic; some are ferromagnetic. This problem can in principal be solved by using an extended Hubbard model. “Extended” means that besides on site interaction ($U$), also Coulomb repulsion between nearest neighbor sites ($V$), direct exchange ($F$), Coulomb assisted hopping of both one electron ($X$) and two electrons ($Y$) at a time are taken into account. In the extended Hubbard model the effective exchange coupling is given by

$$J_{\text{eff}} \sim -F + \frac{(t - X)^2}{U - V}.$$  

This means that for certain combinations of the parameters ferromagnetic coupling will be favorable. Besides these extended Hubbard terms for certain combinations of parameters, there is orbital degeneracy which favors ferromagnetism. It actually depends on the material under investigation, which of these two mechanisms is dominating. They could also contribute equally. The important thing to remember is that equation (1.6) does not cover the whole story of Mott insulators and that in some situations considerable modifications are required.

For the case of $n \neq 1$ as well as for $n = 1$ in the intermediate and small $U/t$ regime the story is more complicated. Namely, it appears to be difficult to indicate a common mechanism for all the different types of magnetic systems. For example there is a group where the magnetic ordering is mostly band structure related. Referring to equation (1.6), this means that the competition between the second and third term determines the magnetic ordering. This second term strongly depends on lattice structure. Besides these band structure related magnetic systems, there could be other types of magnetic systems where for example orbital degeneracy or extended Hubbard terms are important for the determination of the magnetic ordering.

In the following a cubic lattice structure will be discussed by using equation (1.6). This will actually lead to the conclusion that this lattice structure is unfavorable for ferromagnetism. The discussion is then extended to different lattice structures. It will appear that a certain group of them does favor ferromagnetism. Further, the effect of some modifications to (1.6) will be discussed.

A schematic phase diagram of a cubic lattice at $T=0K$ is depicted in figure 1.2.3.1.
Figure 1.2.3.1: schematic overview of mean field phase diagram of cubic lattice Hubbard model with nearest neighbor hopping only at $T=0K$. The F represents the ferromagnetic phase, AF the antiferromagnetic phase and the P the paramagnetic phase. $U/t$ is the relative interaction strength and $n$ is the electron density. The dot is where the Mott transition occurs [9].

In this figure P stands for paramagnetic phase, F for ferromagnetic phase and AF for antiferromagnetic phase. It is assumed here that ferro–and anti-ferromagnetic are the only possible magnetic orderings. In the whole regime except for $n=1$ and $U>U_{cr}$ the magnetic ordering is found by using a mean field approximation. This means that the transition from paramagnetic to ferromagnetic is determined by the well known Stoner criterion (chapter 2), $I\rho(E_F) > 1$ with $\rho(E_F)$ the density of states near the Fermi level and $I$ proportional to $U$. For the transition from paramagnetic to anti-ferromagnetic a similar kind of criterion can be derived. More details of this phase diagram, for example the meaning of the black dot, can be found in [9].

From figure 1.2.3.1 it seems that ferromagnetism is stable in a large part of the phase diagram. However, it is well known that in the mean field theory spin density fluctuations are neglected and that by taking these into account the ferromagnetic phase in figure 1.2.3.1 would shrink. Intensive research has indicated that ferromagnetism in the model of (1.6) is in fact an artifact of the mean field theory. Indeed, by using more sophisticated treatments, which take spin density fluctuations into account, it appears that the ferromagnetic phase shrinks towards a small range of $n$ and large values of $U/t$. Numerical calculations and for example the variational approach which includes correlation effects by Gutzwiller projecting the mean field states have shown this [9]. Normally the variational approach verifies whether the fully polarized state is stable against a spin flip. In this way it can be found in which part of the phase diagram the fully polarized state is stable. The size of this area is thus an indication of the tendency of the system to be ferromagnetic.

Besides the cubic lattice structure, other structures were investigated by numerical calculations and the variational approach. The outcome was that bipartite lattice structures like the cubic and square lattices are not favorable for ferromagnetism. This
means that for bipartite lattices ferromagnetism was observed only for very large values of $U/t$ and in a narrow range of $n$. However, non-bipartite lattice structures like the fcc show a strong tendency towards ferromagnetism. Namely, ferromagnetism for a fcc lattice structure is already observed for $U\sim t$. This increased tendency towards ferromagnetism for non-bipartite lattice structures is caused by the asymmetry in the band. The fcc lattice has for example a large peak in the density of states at the bottom of the band. For small $n$ (Fermi level near peak) this is favorable for ferromagnetism, because the on site interaction can be significantly lowered by only increasing marginally the band energy by putting electrons into higher energy states above the Fermi level.

Bipartite lattices have symmetric band structures and therefore symmetric density of states. Even if there is a peak at the center of the band or two peaks at symmetric positions around the center, this is less favorable for ferromagnetism than one peak at one of the band edges [9], even though the peak itself is more favorable for ferromagnetism compared to the situation without a peak. This can be understood by the Stoner criterion given above.

Thus an asymmetric band is favorable for ferromagnetism. Bipartite lattices have symmetric bands within the model of (1.6). It must be mentioned that the term bipartite is not only referring to lattice structure or geometry. For example by fine tuning the band term adding next-nearest neighbor hopping or even further hopping can result in non-bipartite lattices and therefore asymmetric bands. With nearest neighbor hopping only the square lattice is for example bipartite resulting in a symmetric band. Adding next nearest neighbor hopping makes the lattice non-bipartite and therefore results in an asymmetric band.

Whether the band structure is the main mechanism of ferromagnetism in the material under investigation has to be checked. For example orbital degeneracy and the extended Hubbard terms discussed above could also be favorable for ferromagnetism.

There are materials of which there is well known that the magnetic properties are determined by band structure. For example the weak itinerant ferromagnets ZrZn$_2$ and Sc$_3$In. Weakly ferromagnetic means that the Stoner criterion is only marginally satisfied. Thus $I\rho(E_F) - 1$ is a small quantity and therefore these systems have low Curie temperatures (Chapter 2). Although these materials have a peak in the density of states near the Fermi level, the Stoner criterion is barely satisfied because of the weak interaction between the electrons (small $I$).

When it is clear that the magnetic ordering is a band structure related phenomenon, it is natural to use the Hubbard model (equation (1.4)). The first term is then just the tight-binding model for which many techniques are developed to calculate it [7]. In principle this is what Moriya did to explain the properties of the weakly ferromagnetic materials discussed above [7]. This approach will be discussed in details in the next chapter.

This theory of Moriya gives good results for weakly itinerant (anti-)ferromagnetic systems where the band structure is mainly responsible for the ferromagnetic properties. However, for materials where $I\rho(E_F) - 1$ is a large quantity it is known that the theory of Moriya fails [7]. A theory for these materials still has to be developed. At the end of this chapter some words will be dedicated to this.

In the limit of $U\gg t$ and for $n \neq 1$, theory is well developed. For this regime it can be shown that equation (1.6) can be approximated to order $t^2/U$ as the so called $t$-$J$ model
Here H.c. stands for Hermitian conjugate of the first term and $H_{3\text{-site}}$ is the three site term not explicitly written down here. The first term corresponds to the hopping of an electron from an occupied site to an unoccupied site. From (1.13) it can be seen that for $U \gg t$ and $n \neq 1$, the system of hopping electrons with onsite interaction only can be interpreted as a system of moving localized moments which are correlated to each other. Whether the system becomes ferromagnetic or anti-ferromagnetic depends on $n$ and $U/t$.

For some lattice structures, such as for example a carefully chosen closed-packed structure [9], it is even possible to rewrite (1.13) in the form of an effective ferromagnetic Heisenberg model. However just as in the previous case, (1.13) cannot cover the whole story of the $U \gg t$ and $n \neq 1$ regime. For some materials in this regime anti-ferromagnetism is predicted by (1.13) while they are actually ferromagnetic. This ferromagnetic tendency can come only from the hopping terms in (1.13). Thus the first logical improvement would be to include next-nearest neighbor hopping or even further ones. In some cases this indeed helps to establish ferromagnetism. However, the question whether orbital degeneracy or extended Hubbard terms are important has to be examined per material.

One should also mention that dilute magnetic alloys and rare earth metals are well described by (1.13) or minor improvements of it.

Thus, for the $U \gg t$ limit and for weakly ferro –and anti-ferromagnetic materials, where the band structure is mainly responsible for the magnetic properties, theory may be considered as well established. However, for the intermediate regime, where materials like Ni, Fe and Co are assumed to belong, intensive research is still required. People are trying to develop a so called unified theory [7].

In Chapter 2 it will be explained that the consideration of spin density fluctuations is crucial in understanding the properties of a magnetic system. However, till now only for weak itinerant electron systems these spin density fluctuations can be taken into account appropriately. For stronger interacting systems serious complications occur. It is believed that this problem can be solved by generalizing the picture of spin density fluctuations. This can be understood as follows.

In a local moment system or $U \gg t$ regime a spin fluctuation can be seen as the correlated motion of local moments where the local magnitude of the spin fluctuation is constant. For weak itinerant ferromagnets the spin fluctuations are not localized in real space, but in reciprocal space and therefore extent over the whole system. Further, the local magnitude of the spin fluctuation varies with temperature. Another difference is the spatial correlation between spin fluctuations. Due to the large spatial extension of the spin fluctuation in weak itinerant ferromagnets, the spin fluctuations are correlated over a long distance. Further, it can be derived that even above the Curie temperature a short range order persists. This is in contrast with the spin fluctuations in a local moment system which only have small short range correlations below the Curie temperature.

Thus with generalizing the picture of spin density fluctuations is meant that the spin density fluctuations of materials between these limiting cases have a mixture of both
localized and weakly itinerant properties. Neutron scattering experiments already revealed this. For more details see [7].

The properties of the spin density fluctuations can thus also be used to distinguish between different magnetic materials. Whenever they are localized in real space, one speaks of the localized electron magnetism and whenever they are localized in reciprocal space, the situation is referred to as itinerant electron magnetism. For the behavior in between these limiting cases there is no specific name.

Summarizing here, for the strong coupling limit ($U >> t$) well developed theories like the $t$-$J$ model ($n \neq 1$) and the Heisenberg model ($n=1$) exist, as well as certain modifications of them. In the small and intermediate interaction range, weak itinerant (anti)ferromagnetic materials are well described by Moriya’s theory (chapter 2) where the band structure is mainly responsible for magnetism. In between these limiting cases the work is still in progress.
Chapter 2: Itinerant electron magnetism in bulk

In this chapter the most important developments in itinerant electron magnetism in bulk are discussed. First, the derivation of the Hubbard model is explained. With this model as a starting point the Stoner theory will be derived. Then improvements to this theory will be discussed such as the necessity of taking into account the influence of exchange-enhanced spin fluctuations on thermodynamic properties.

2.1 Hubbard model

In this paragraph the Hubbard model is derived which serves as a starting point for the theoretical treatment of itinerant electron magnetism. The system under investigation is a bulk material with periodic lattice structure in which itinerant electrons are responsible for the magnetic properties. Some properties of these itinerant electrons are well described by the tight-binding model [10,11]. From the elementary solid state physics it is known that within this model the states of such electrons should be described by the so-called Bloch states. A general expression for a Bloch state is

\[ \phi_{\mu\bar{k}}(\vec{r}) = N_0^{-1/2} \sum_j \sum_m \exp(i\bar{k} \cdot \vec{R}_j) C_{\mu m} W_m(\vec{r} - \vec{R}_j), \]  

(2.1)

where \( \phi_{\mu\bar{k}}(\vec{r}) \) is the Bloch state corresponding to the \( \mu \)th band, \( \bar{k} \) is the wave number, \( N_0 \) is the total number of atoms and \( \vec{R}_j \) is the position coordinate of the \( j \)th atomic site. From the tight-binding model it is known that the Bloch state can be expressed as a linear combination of a complete set of functions. In this case the Wannier orbitals \( W_m(\vec{r} - \vec{R}_j) \) are chosen which have a local character. A Wannier orbital is the Fourier transform of a Bloch wave.

However, to describe the magnetic properties caused by the itinerant electrons tight-binding theory is not sufficient, because magnetism is a correlation effect. Therefore, an interaction term \( V \) is added to the tight binding term \( H_0 \). This is a useful approach, because \( H_0 \) can then be derived from tight-binding theory. The Hamiltonian of the system will be expressed in second-quantization form. In terms of creation and annihilation operators of Bloch and Wannier states this becomes

\[ H = H_0 + V \]

\[ H_0 = \sum_\sigma \sum_\epsilon \sum_\mu \epsilon_\mu(\bar{k}) a^\dagger_{\mu \sigma \epsilon} a_{\mu \sigma \epsilon} = \sum_\sigma \sum_j \sum_{m,m'} t_{m'm}^{\mu \sigma} C_{j m}^\dagger C_{m' \sigma} \]

\[ V = \frac{1}{2} \sum_\sigma \sum_\epsilon \sum_{jj'} \sum_{mm'} \sum_{mm'} V_{jj'\mu m}^{mm'} C_{j m}^\dagger C_{m' \sigma} C_{j' m'}^\dagger C_{m' \sigma} \]

(2.2)

\[ V_{jj'\mu m}^{mm'} = e^2 \int d\vec{r} d\vec{r}' \frac{1}{|\vec{r} - \vec{r}'|} W_m(\vec{r} - \vec{R}_j) W_{m'}(\vec{r}' - \vec{R}_{j'}) W_{n}(\vec{r}' - \vec{R}_j) W_{n'}(\vec{r} - \vec{R}_{j'}) W_{m'}(\vec{r} - \vec{R}_{j'}), \]
where \( \varepsilon_\mu(\tilde{k}) \) is the dispersion of the \( \mu \)’th band, \( t_{ji}^{mn} \) is the transfer integral between the \( m \)’th Wannier orbital at site \( j \) and the \( m' \)’th orbital at site \( l \), \( a_{j\mu}^\dagger \) is the annihilation operator for the Bloch state and \( c_{im\alpha} \) is the annihilation operator for the Wannier state.

The \( H_0 \) term describes the single particle interactions like the kinetic energy, Coulomb interaction with the ions and some average interaction with all the other electrons in the lattice. For the calculation of these single particle matrix elements, \( \varepsilon_\mu(\tilde{k}) \) and \( t_{ji}^{mn} \), there are several methods which will not be described here [12]. That the Hamiltonian is written in terms of Bloch states is obvious, because this is the general form in which tight-binding theory is presented. The representation in Wannier states becomes useful when examining the interaction term, because then the fact that the Coulomb interaction decreases with increasing distance can be exploited.

The second term \( V \) in the Hamiltonian describes the Coulomb interactions between the electrons in the system. It is this term that makes theoretical calculations difficult. Therefore, several approximations are made. One is to take only intra-atomic exchange into account \( (j=j'=l=l') \) among which the largest interaction is between the same orbitals \( (m=n \) and \( m'=n')\):

\[
V = \frac{1}{2} \sum_j \sum_{m,m'} \left\{ \sum_{n,m} U_{mn} n_{jm\sigma} n_{jm'\sigma} \sigma \right\} + \sum_{m \neq m'} \left[ (U_{mm} - J_{mm}) n_{jm\sigma} n_{jm'\sigma} \sigma + J_{mm} c_{jm\sigma}^* c_{jm'\sigma}^* c_{jm\sigma} c_{jm'\sigma} \right].
\]

(2.3)

Here \( U_{mn} = V_{mm'm'n}^{m'm} \) is the Coulomb integral and \( J_{mm} = V_{mm'm'n}^{m'm} \) the exchange integral. To derive expression (2.3) from (2.2), the Pauli’s exclusion principle was also used.

The neglecting of the inter-atomic terms can be justified by the fact that these interactions are screened significantly by the \( sp \) conduction electrons in transition metals. A further simplification is to replace \( U_{mn} \) and \( J_{mn} \) by their averages \( U \) and \( J \) respectively. This leads to

\[
V = \frac{1}{2} U \sum_j \sum_{m,m'} \sum_{\sigma} n_{jm\sigma} n_{jm'\sigma} \sigma + \frac{1}{2} (U - J) \sum_j \sum_{m \neq m'} \sum_{\sigma} n_{jm\sigma} n_{jm'\sigma} \sigma + \frac{1}{2} J \sum_j \sum_{m \neq m'} \sum_{\sigma} c_{jm\sigma}^* c_{jm'\sigma}^* c_{jm\sigma} c_{jm'\sigma}
\]

(2.4)

As a final simplification the degeneracy of the band is neglected, which means there is only one quantum number \( m \) (or \( \mu \)). This results in the following expressions for the Hamiltonian in terms of Wannier and Bloch states respectively

\[
H = \sum_{j,l} t_{jl} c_{jl \sigma}^* c_{jl \sigma} + U \sum_j n_{j\uparrow} n_{j\downarrow} = \sum_j \sum_{\sigma} \varepsilon(\tilde{k}) a_{j\sigma}^* a_{j\sigma} + I \sum_k \sum_{\sigma} a_{k \uparrow}^* a_{k \downarrow}^* a_{k \downarrow} a_{k \uparrow} \]

(2.5)

\[
I = \frac{U}{N_0}
\]
The Hamiltonian in this form is thus called the (single band) Hubbard model and will be used as the starting point in the following paragraphs.

2.2 Stoner theory of itinerant electron magnetism

As mentioned in the previous paragraph, the starting point is the Hubbard model. One of the simplest ways to approximate the interaction term of the Hubbard model even further is to use the Hartree-Fock Approximation (HFA). The HFA is given by

\[
 n_{j\uparrow}^+ n_{j\downarrow} \rightarrow \langle n_{j\uparrow} \rangle + \langle n_{j\downarrow} \rangle - \langle n_{j\uparrow} \rangle \langle n_{j\downarrow} \rangle
\] (2.6)

In which the \( \langle \cdot \rangle \) denotes the statistical average of the quantity inside the brackets. The statistical average of the occupation number at position \( j \) with a certain spin direction is replaced by the system average,

\[
 \langle n_{j\sigma} \rangle = \langle n_{\uparrow} \rangle = n_{\uparrow}
\] (2.7)

Substituting equation (2.6) and (2.7) into the first equation of (2.5) and using the transformation to \( k \)-space leads to the following Hamiltonian

\[
 H = \sum_k \sum_{\sigma} \left( \varepsilon(k) + I n_{-\sigma} \right) a_{k\sigma}^+ a_{k\sigma} + \frac{1}{4} I N^2 - IM^2
\], (2.8)

where \( N \) is the total number of electrons, \( M \) is the magnetization in units of \( 2\mu_B \) and \( \sigma = \pm 1 \) corresponds to spin up and –down. The last two terms in equation (2.8) come from

\[
 U \sum_j \langle n_{\uparrow} n_{\downarrow} \rangle = IN \sum_j \langle n_{\uparrow} n_{\downarrow} \rangle = I \langle N_{\uparrow} N_{\downarrow} \rangle = \frac{1}{4} I N^2 - IM^2
\].

Here \( N_{\uparrow} \) is the total number of electrons with spin up, and for the last equality \( N = N_{\uparrow} + N_{\downarrow} \) and \( 2M = N_{\downarrow} - N_{\uparrow} \) is used. These identities for \( N \) and \( M \) can also be used to rewrite the single electron energy in the form the Stoner theory is mostly presented:

\[
 E_{k\sigma} = \varepsilon_k + \sigma \Delta,
\]

\[
 \Delta = IM + \frac{1}{2} h \quad \text{and} \quad h = 2\mu_B \tilde{H}.
\] (2.9)

From this, \( 2\Delta \) is the splitting between the spin up and –down band and \( \tilde{H} \) is a uniform external magnetic field. Due to this splitting of the bands, there is a difference between the occupation of the spin up and –down band leading to a net magnetization. Thus within the Stoner theory the system of electrons is approximated as a system of non-interacting particles with single particle energy given by (2.9). This approximation allows the use of the Fermi-Dirac distribution to calculate \( N \) and \( M \);
\[
\frac{N}{2M} = \int dE \rho(E) \left[ f(E - \Delta) \pm f(E + \Delta) \right].
\] (2.10)

Here \( \rho(E) \) denotes the density of states and \( f(x) \) the Fermi-Dirac distribution.

In the following some of the consequences of the Stoner theory are discussed. For this
purpose an expression for the free energy is derived first. This can be calculated via the
thermodynamic potential of a non-interacting system \((I=0)\):

\[
\Omega_0 = -T \sum_\sigma \int dE \rho(E) \ln(1 + \exp[-(E + \sigma \Delta - \mu)/T]) + 2\Delta M. \tag{2.11}
\]

Here \( T \) is the temperature in units of energy \((k_B=1)\) and \( \mu \) is the chemical potential. The
last term in this equation comes from the constant term in equation (2.8). From this
equation an expression for the free energy of a non-interacting system can be obtained by
using the following Legendre transformation:

\[
F_0(M,T) = \Omega_0 + \mu N. \tag{2.12}
\]

To obtain the expression of the free energy in the Stoner theory, only a correction term
for the exchange energy has to be added. In the case of a uniform external field this is
given by

\[
F_{\text{HF}}(M,T) = F_0(M,T) - IM^2 - hM, \tag{2.13}
\]

with the last term representing the Zeeman energy. By Taylor expanding \( F_0(M,T) \)
around \( M=0 \), the well known Stoner condition for the appearance of ferromagnetism can
be derived. This condition is:

\[
\alpha_0 \equiv I \rho(E_F) > 1. \tag{2.14}
\]

Here \( E_F \) is the Fermi energy for the paramagnetic state at \( T=0\)K.

From (2.13) also an expression for the Curie temperature can be obtained. For this the
divergence of the static magnetic susceptibility at the Curie temperature is used, where
the static magnetic susceptibility is calculated as

\[
\frac{\partial^2 F(M)}{\partial^2 M} = \frac{1}{\chi}, \tag{2.15}
\]

where \( \chi \) is the static magnetic susceptibility in units of \( 4\mu_B^2 \). Therefore the Curie
temperature is obtained from the following equation:
\[ \frac{d^2 F_{HF}(M, T_c)}{d^2 M} \bigg|_{M=0} = \frac{1}{\chi_0(T_c)} - 2I = 0. \]  

(2.16)

Here \( \chi_0 \) is the static magnetic susceptibility for a non-interacting system of particles. An expression for this susceptibility can be calculated as follows:

\[ \chi_0 = \frac{M}{H} = \int dE \frac{\rho(E)}{2} \cdot \frac{f(E - h/2) - f(E + h/2)}{h}. \]  

(2.17)

In case of \( h \to 0 \) and small temperatures this expression can be approximated by using a Sommerfeld expansion (see paragraph 3.3 below), which leads to

\[ \chi_0(T) = \frac{1}{2} \rho(E_F) \left[ 1 - \frac{\pi^2}{6} RT^2 + \ldots \right]. \]  

(2.18)

Here \( R \) is given by:

\[ R = \left( \frac{\rho'}{\rho} \right)^2 - \left( \frac{\rho''}{\rho} \right) \bigg|_{\mu=E_F} \]  

with \( \mu \) the chemical potential and the accent corresponds to the derivative of \( \mu \). Finally, the substitution of (2.18) into (2.16) results in the following expression for the Curie temperature:

\[ T_c = \left( \frac{6(\alpha_0 - 1)}{\pi^2 \alpha_0 R} \right)^{1/2}. \]  

(2.19)

Thus calculated values of \( T_c \) for realistic band structures of 3d metals are much too high compared with experimental values. For example, a calculation of \( T_c \) for Fe, Co and Ni give \( T_c \sim 4400-6200, 3300-4800 \) and 2900K respectively, compared with 1040, 1390 and 630K found experimentally [13].

And the last consequence of Stoner theory considered here, is the expression for the static magnetic susceptibility above \( T_c \). This is simply derived from (2.13), (2.15) and (2.18):

\[ \frac{1}{\chi} = \frac{\pi^2}{3\alpha_0} I R \left( T^2 - T_c^2 \right). \]  

(2.20)

This result clearly disagrees with the Curie-Weiss law which is observed in almost all ferromagnets. In Stoner theory the Curie-Weiss behavior is only expected for \( T >> E_F \), but not in the realistic temperature range \( T << E_F \).

The success of the Stoner theory is in the explanation of the appearance of ferromagnetism in itinerant electron systems. Further, it also explains the existence of total magnetizations constituted of non-integer number of \( \mu_B \) per atomic site, arising from the band origin of magnetism (this is not shown in this report) [7,14].
The shortcomings of the theory are the too high predictions of $T_c$ and the wrong temperature dependence of the static magnetic susceptibility. The failure of the Stoner theory in predicting the Curie temperature and the Curie-Weiss law can be attributed to the HFA of the interaction term. Due to this approximation the itinerant electrons in the system can be seen as moving independently in a common static mean field. In this model the most elementary excitation which disturbs the magnetization of the system is a so called Stoner excitation. A Stoner excitation is a spin flip with possible momentum transfer. To be more precise, this is an excitation of an electron from the majority spin band to the minority spin band with a possible momentum change (figure 2.2.1). Such an excitation costs a large amount of energy, for Fe this is typically of the order eV. Therefore, a lot of thermal energy is required in this model to create enough spin flips to completely destroy the magnetization of the system.

An electron and hole created in the process of a Stoner excitation move independently in a common static mean field. It would be more realistic to include the interactions between the excited electrons and holes. This gives rise to the so-called exchange-enhanced spin density fluctuations including spin waves which can be seen as bound collective modes of electron-hole pairs. In the following paragraphs such improvements to the Stoner theory will be discussed.

### 2.3 Random phase approximation of spin fluctuations

In the previous paragraph Stoner theory was described where the thermal excitations are the spin flip excitations of electrons across the Fermi surface. These excited electrons and holes move independently in the common static field. This results in rather small spin density fluctuations. For a more realistic approximation, the scattering of electron hole
pairs due to the exchange interaction should be taken into account. In this way exchange enhanced spin density fluctuations such as spin waves will occur.

In this paragraph Stoner excitations are investigated and compared to the exchange enhanced spin density fluctuations. For this purpose one considers the equation of motion of a Stoner excitation:

\[ S_+ (k, q) = a_{k+q\uparrow}^* a_{k\downarrow}. \] (2.21)

Clearly, this can be seen as an electron with a wave vector \( k+q \) and spin down which is excited across the Fermi level into a state with \( k \) and spin up. With an additional oscillating external magnetic field, \( H_{\text{ext}} = \sum_{k'} S_+ (k', -q) h_+ (q) \), the equation of motion of a Stoner excitation is given by:

\[
\begin{align*}
 i \dot{S}_+ (k, q) &= [S_+ (k, q), H + H_{\text{ext}}] = (\epsilon_{k+q} - \epsilon_k) S_+ (k, q) - \sum_{k'} \left[ a_{k+q\downarrow}^* a_{k\uparrow}^* a_{k+q\uparrow} a_{k\downarrow} + a_{k\uparrow} a_{k\downarrow}^* a_{k+q\downarrow}^* a_{k+q\uparrow} \right] \\
 &+ \left[ \epsilon_{k+q} - \epsilon_k - \sum_{k'} (n_{k\downarrow} - n_{k\uparrow}) \right] S_+ (k, q) + \\
 &\sum_{k'} \left[ \epsilon_{k+q} - \epsilon_k - \sum_q \left( n_{k+q\downarrow} - n_{k+q\uparrow} \right) \right] S_+ (k+q', q) - \\
 &\sum_{k'} \sum_q \left[ \left( 1 - \delta_{k+q, k'} \right) a_{k\uparrow} a_{k\uparrow}^* a_{k+q\uparrow} a_{k+q\uparrow}^* - \left( 1 - \delta_{k+q, k'} \right) a_{k\uparrow} a_{k\uparrow}^* a_{k+q\downarrow} a_{k+q\uparrow}^* \right] + \\
 &\left( n_{k\uparrow} - n_{k+q\uparrow} \right) h_+ (q). \quad (2.22a)
\end{align*}
\]

In this equation \( \hbar = 1 \) and for the Hamiltonian equation (2.5), i.e. the Hubbard model, is used. In case the HF-approximated Hubbard model was used, namely the Stoner theory, only (2.22a) and (2.22d) after the second equality-sign would be obtained. This first term gives the kinetic and mean field energy of the Stoner excitation. As a result, the energy spectrum of the Stoner excitation is given by

\[
\omega_{\text{Stoner}} (k, q) = 2\Delta + \epsilon_k - \epsilon_{k+q}, \quad (2.23)
\]

where \( 2\Delta \) is the exchange splitting of the band. In fact, the Stoner excitations only exist in a specific region in \( \omega \) and \( q \) space. To find this region an expression for the transverse dynamic magnetic susceptibility has to be found. Namely, the imaginary part of this susceptibility gives the intensity of the excitation with wave vector transfer \( q \) and frequency \( \omega \). Within Stoner theory and assuming that \( h_+ (q) \) oscillates as \( e^{i\omega t} \), the following expression for the transverse dynamic magnetic susceptibility \( \chi^{+\uparrow}_{\omega_0} (q, \omega) \) can be derived:
\[
\frac{\langle S^+ (q) \rangle}{\hbar \omega(q)} = \chi^-_{0 \Delta} (q, \omega) = \sum_k \frac{\langle n_{k+q} \rangle - \langle n_k \rangle}{\varepsilon_k - \varepsilon_{k+q} + 2\Delta + \omega} = \sum_k \frac{f(\varepsilon_{k+q} - \Delta) - f(\varepsilon_k + \Delta)}{\varepsilon_k - \varepsilon_{k+q} + 2\Delta - \omega}.
\] (2.24)

Here \( S^+ (q) \) is the \( q \)'th Fourier coefficient of the spin density \( S_x(r) + i S_y(r) \) and \( \chi^-_{0 \Delta} (q, \omega) \) is the transverse (denoted by + in super-script) dynamic magnetic susceptibility within Stoner theory. Further, the sub-script \( \Delta 0 \) denotes that it is the dynamic magnetic susceptibility within Stoner theory where the electron-electron interaction is only taken approximately into account via the term \( \text{IM} \) (see equation (2.9)). The rest of the electron-electron interaction is neglected which is indicated by the zero, \( I=0 \), in the subscript. Thus, an expression for the exact dynamic magnetic susceptibility within Hubbard theory is represented by \( \chi^-_{0 \Delta} (q, \omega) \).

For further computation the summation over \( k \) in (2.24) has to be performed, which is done by using the identity

\[
\lim_{x \to 0} \frac{1}{x + is} = \frac{P}{x} - i\pi \delta(x),
\] (2.25)

with \( P \) the Cauchy principal value and \( \delta(x) \) the Dirac delta function. To keep things analytical, another approximation has to be made. Therefore equation (2.24) is evaluated for an electron gas model at \( T=0K \), which results in

\[
f^-_{0 \Delta}(q, \omega + is) = \frac{\chi^-_{0 \Delta}(q, \omega + is)}{\chi^-_{0 \Delta}(0,0)} = \frac{1}{2q} \sum_\sigma \left[ \frac{1}{2} \left( p^2 - k^2 \right) \ln \left| \frac{p_{\sigma} + k_{\sigma}}{p_{\sigma} - k_{\sigma}} \right| - p_{\sigma} k_{\sigma} \right]
\] (2.26)

\[
p_{\sigma} = \frac{(2\Delta - \omega - \sigma q^2)}{2q},
\]

\[
k_{\sigma} = \left( 1 - \sigma \xi^2 \right)^{1/3},
\]

\[
\mu \left[ \frac{1}{\Delta} \right] = \frac{1}{2} \left[ (1 + \xi)^{2/3} \pm (1 - \xi)^{2/3} \right]
\]

\[
\xi = 2M / N.
\] (2.27)

In these equations the wave vector is expressed in units of the Fermi vector \( k_F \) and the energy in units of the Fermi energy, \( E_F = k_F^2 / 2m \), for the paramagnetic state. Further, the \( \mu \) is the chemical potential and \( \delta(x) \) is the step function.

With the expression of the imaginary part of the susceptibility there, the region where Stoner excitations exist and their intensity can be evaluated. This region and intensity within Stoner theory is shown in figure 2.4.1(a). Here the solid lines represent the intensity contours and the dotted lines give discontinuities coming from the step functions in (2.26). The Stoner excitation at \( q=0 \) represents a pure spin flip without momentum
transfer. Such an excitation is only possible for an energy equal to band splitting between the spin-up and spin-down bands as can be seen in the figure.

![Figure 2.4.1: region in $\omega$ and $q$ space where Stoner excitations exist with corresponding intensity contours. (a) For HFA and (b) for HF-RPA. The solid lines represent the intensity contours and the dotted lines discontinuities coming from the step functions [7].](image)

As mentioned before the HFA is a rather poor approximation to describe excitations, because it assumes that a created electron and hole move independently in a common mean field. For a more realistic picture obviously scattering of electron and hole pairs due to the exchange interaction should be taken into account. In equation (2.22) this effect of scattering due to the exchange interaction is given by the second and third terms. The second term takes into account the scattering with conservation of momentum transfer $q$ and the third one the scattering without this conservation. To get a better approximation for the dynamic magnetic susceptibility, the first (2.22a), second (2.22b) and fourth (2.22d) terms are taken into account. What the effect of including the third term (2.22c) is will be discussed in the next paragraph. The expression that is obtained from the Heisenberg equation of motion is

$$
(\epsilon_k - \epsilon_{k+q} + 2\Delta - \omega)\langle S_+(k,q)\rangle = \langle n_{k+q}\uparrow - n_{k}\uparrow \rangle [I\langle S_+(q)\rangle - h_+(q)].
$$

(2.28)

Here $S_+(q) = \sum_k S_+(k,q)$. From this equation it can be seen that the term in angular brackets after the equality sign is the effect of an oscillating molecular field. This is the reason for calling this approximation the dynamic mean-field approximation or the random-phase approximation (RPA). From equation (2.28) the following expression for the dynamic magnetic susceptibility can be obtained

$$
\chi^{++}_{RPA}(q,\omega) = \frac{\chi^{+-}_{\Delta 0}(q,\omega)}{1 - I\chi^{+-}_{\Delta 0}(q,\omega)}.
$$

(2.29)
Here $\chi^+_{\Delta 0}(q, \omega)$ is the dynamic magnetic susceptibility within the HFA calculated before (see (2.24)). Thus from (2.29) it can be seen that $\chi^+_{\text{RPA}}(q, \omega)$ has an imaginary part in the same region as $\chi^+_{\Delta 0}(q, \omega)$, however the intensity differs due to the denominator. Remember that this denominator originates from the effect of the exchange enhancement of spin fluctuations. Another consequence of this denominator is the existence of poles on the real frequency axis, where no Stoner excitations exist. This means that these poles do not correspond to single excitations, but to collective excitations called spin waves. The intensity contours and dispersion of the spin waves within HF-RPA are given in figure 2.4.1(b). The dispersion of the spin waves can be found from

$$1 - I \text{Re}(\chi^+_{\Delta 0}(q, \omega)) = \chi^+_{\Delta 0}(0,0) - \text{Re}(\chi^+_{\Delta 0}(q, \omega)) = 0.$$ (2.30)

The second equality is found by using the fact that in the absence of anisotropy the static transverse susceptibility diverges in ferromagnets. From (2.30) the following dispersion for spin waves for small $q$ and $\xi$ (see (2.27)) can be found

$$\omega_s = D q^2 (1 - \eta q^2 + ...),$$
$$D = \frac{1}{9} \xi \left( 1 + \frac{32}{135} \xi^2 + ...ight)$$
$$\eta = \frac{3}{4} \xi^2 + ...$$ (2.31)

In figure 2.4.1 (b) the spin wave dispersion and the intensity contours of the Stoner excitations for the electron gas model are shown. The intensity of the spin waves is calculated from the residue of the pole. This intensity is the largest at $q=0$ and decreases towards zero when the Stoner boundary is approached.

**Critical spin fluctuations**

In this subparagraph spin fluctuations near the Curie temperature and for weak ferromagnets are discussed. A weak ferromagnet is a material with a Curie temperature close to zero (see paragraph 1.2.3 above). It is good to discuss weak ferromagnets here within HF-RPA, because in the next paragraph an improved HF-RPA will be discussed which is only valid for such weak ferromagnets.

Near the Curie temperature and for weak ferromagnets the essential spin fluctuations are those with a long wavelength (small $q$) and small frequency $\omega$. In the following this will be quantified. For this purpose the dynamic magnetic susceptibility $\chi^+_{\Delta 0}(q, \omega)$ is expanded in small $\omega$ and $q$ (and $A$), where small means $\omega<<E_F$ and $q<<k_F$. The expansion looks as follows
\[ f_{\Delta 0}(q, \omega) = \frac{\chi_{\Delta 0}^+(q, \omega)}{\chi_{\infty 0}^+(0, 0)} = 1 - Aq^2 - B(\omega/q)^2 + ... + \Delta \left[ D_1(\omega/q^2) + D_2 \omega + D_3(\omega^3/q^4) + ... \right] \]
\[-\frac{1}{2} \Delta^2 \left[ F_1 + F_2(\omega/q^2)^2 + F_3 q^2 + F_4(\omega/q)^2 + F_5(\omega^4/q^6) + ... \right] \]
\[+ ... + iC \omega/q + ... \] (2.32)

The coefficients in this expansion can be calculated from the band structure near the Fermi surface. For the electron gas model these coefficients are well known and are

\[ A = 1/12, \quad B = 1/4, \quad C = \pi/4, \quad D_1 = 1/2, \quad D_2 = 1/24, \quad D_3 = 1/8, \]
\[ F_1 = 1/3, \quad F_2 = 1/2, \quad F_3 = 1/30, \quad F_4 = F_5 = 1/4. \] (2.33)

In the paramagnetic phase \((T > T_c)\) without external field the dynamic magnetic susceptibility in HF-RPA is given by

\[ f_{\text{RPA}}(q, \omega) = \frac{f_{\infty 0}(q, \omega)}{1 - \alpha \cdot f_{\infty 0}(q, \omega)}. \] (2.34)

Here \(\alpha = I\chi_{\infty 0}^+(0, 0).\) Now substituting (2.32) into (2.34) results in

\[ f_{\text{RPA}}(q, \omega) = \frac{1}{\alpha} \frac{1 - Aq^2 - B(\omega/q)^2 + iC \omega/q}{\left(1 - \alpha\right)/\alpha + Aq^2 + B(\omega/q)^2 - iC \omega/q}. \] (2.35)

From this equation can be seen that when \(\alpha\) is close to 1 the dynamic magnetic susceptibility is enhanced strongly for small \(\omega\) and \(q.\) For weak ferromagnets and temperatures close to \(T_c,\) \(\alpha\) is close to 1. This can be seen from the static magnetic susceptibility within HF-RPA which is obtained from equation (2.22) by setting \(\omega = q = 0.\)

At the Curie temperature the static magnetic susceptibility diverges or \(1 - I\chi_{0}(T_c) = 0.\) Thus, from this and (2.18) follows that \(\alpha\) is approximately equal to 1.

Summarizing here, the Stoner theory predicts the ground state quite well, but gives a poor description of excitations. This is because only Stoner excitations are taken into account. As an improvement, the exchange enhancement of spin fluctuations was taken into account by calculating them around the HFA equilibrium state, which resulted in a good description of excitations around the ground state. However their influence on the thermal equilibrium state is not taken into account yet in the HF-RPA. Therefore this theory has the same shortcomings in predicting thermodynamic properties at finite temperatures as the Stoner theory. Thus a logical improvement of the HF-RPA would be to take the influence of the exchange enhanced spin fluctuations on the thermal equilibrium state into account. This would give better predictions for low temperatures only, because the spin fluctuations in HF-RPA were calculated around \(T=0K\) and the Stoner equilibrium state. How to improve this theory even further to give better predictions also at the elevated temperatures will be discussed in the next paragraph.
2.4 Self-Consistent Renormalization (SCR) Theory of Spin Fluctuations

In this paragraph an improvement to the HF-RPA is discussed. This improvement is to take into account the influence of the exchange-enhanced spin density fluctuations on the free energy of the thermal equilibrium state. Therefore one should start with an exact expression of the free energy of an interacting system of particles, which can be written as

\[ F = F_0 + \Delta I F. \]  

(2.36)

Here \( \Delta I F \) is the correction term to the free energy of a system of non-interacting particles. In the following it will be shown that this correction term can be expressed in terms of the transverse dynamic magnetic susceptibility of the whole system. For this purpose one can use the following expression for the free energy as a function of \( I \):

\[ \exp[-F(I)/T] = Tr(\exp[-(H_0 + V(I))/T]). \]  

(2.37)

Here \( Tr(\ldots) \) stands for the trace and \( V(I) \) is the interaction term of the Hubbard Hamiltonian. Of this expression the derivative with respect to \( I \) can be taken, which leads to

\[ \frac{\partial F(I)}{\partial I} = Tr \left( \left( \frac{\partial V}{\partial I} \right) \exp\left[ (F(I) - H_0 - V(I))/T \right] \right) = \left( \frac{\partial V}{\partial I} \right)_I. \]  

(2.38)

Integrating this expression from 0 to \( I \) gives

\[ F(I) = F_0 + \int_0^I dI' \left( \frac{\partial V}{\partial I} \right)_{I'} \Rightarrow \Delta I F = \int_0^I dI' \left( \frac{\partial V}{\partial I} \right)_{I'}. \]  

(2.39)

with \( \langle \ldots \rangle_I \) the statistical average at fixed \( I \). The following step is to rewrite the Hubbard Hamiltonian as

\[ H = H_0 + V(I), \]

\[ H_0 = \sum_k \sum_\sigma \epsilon_k a_k^\dagger a_k^\sigma, \]

\[ V(I) = \frac{1}{2}NU - \frac{1}{2} I \sum_q [S_- (q), S_+ (-q)]. \]  

(2.40)
Here \([\ldots]_+\) is the anti-commutator operator, \(S_\pm(q) = \sum_k a^+_k a_{k+q\downarrow}\) and
\(\sum a^+_k a_{k-q\downarrow}\). Substituting (2.40) into (2.39) gives
\[
\Delta_f F = \frac{1}{2} NU - \frac{1}{2} \int_0^I \sum_q \left\langle [S_-(q), S_+(q)]_+ \right\rangle_1.
\]

In general it is more convenient for magnetism problems to calculate \(F(M,T)\), which is the free energy of the total system as a function of \(M, I\) and \(T\). This is given by
\[
F(M,T) = F_0(M,T) + \Delta_f F(M,T),
\]
\[
\Delta_f F(M,T) = \int_0^I \frac{\partial V}{\partial I} dt \sum_q \left\langle [S_-(q), S_+(q)]_+ \right\rangle_{M,I}.
\]

Here \(\langle \ldots \rangle_{M,I}\) indicates the statistical average under fixed values of \(M\) and \(I\). By using fluctuation-dissipation theory, the spin correlation function of (2.42) can be written in terms of the transverse dynamic magnetic susceptibility as
\[
\left\langle [S_-(q), S_+(q)]_+ \right\rangle = \frac{1}{\pi} \int_0^\infty d\omega \cdot \cosh(\omega/2T) \text{Im}[\chi_{MI}^+(q, \omega + i\sigma)],
\]
\[
\chi_{MI}^+(q, \omega + i\sigma) = i \int_0^\infty dt \cdot e^{i\omega t} \left\langle [S_-(q,t), S_+(q,0)]_+ \right\rangle_{M,I}.
\]

Here \(\chi_{MI}^+(q, \omega + i\sigma)\) is the exact transverse dynamic magnetic susceptibility of the system. Inserting (2.43) into equation (2.42) and neglecting the constant term one obtains the following exact correction term to the free energy of a system of non-interacting particles:
\[
\Delta_f F(M,T) = -\frac{1}{2\pi} \int_0^\infty d\omega \coth(\omega/2T) \sum_q \int_0^I dI \text{Im}[\chi_{MI}^+(q, \omega + i\sigma)].
\]

From this equation it is possible to calculate the correction term within HFA, which was calculated in paragraph 2.3 equation (2.13). This is done by taking \(I=0\) in (2.44) (or (2.39)). The result is that \(\langle \partial V / \partial I \rangle_{M,0} = N_0 \sum_j \langle n_j n_j \rangle_{M,0} = \langle N_+ N_+ \rangle_{M,0} = \frac{1}{4} N^2 - M^2\).

Integrating over \(I\) gives the HFA correction term. Therefore another convenient form of writing the total free energy could be as follows
\[ F(M,T) = F_{HF}(M,T) + \Delta F(M,T), \]
\[ \Delta F(M,T) = -\frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \cdot \coth(\omega/2T) \sum_{q} \int d\omega \left[ \chi_{\text{MI}}(q,\omega + is) - \chi_{\text{MI}}^+(q,\omega + is) \right]. \] (2.45)

From the correction terms in equations (2.44) and (2.45) it can be clearly seen how the influence of exchange-enhanced spin density fluctuations on the free energy can be taken into account.

As a first improvement of the HF-RPA, the expression for \( \chi_{\text{MI}}^-(q,\omega + is) \) in (2.45) could be approximated by \( \chi_{\text{RPA}}^-(q,\omega + is) \). This improvement would be plausible only for low temperatures, because the excitations were calculated for \( T=0K \) and the HFA ground state. It is clear however, that the HFA ground state is changed by the influence of the spin density fluctuations. In its turn the changed ground state influences the spin density fluctuations. However by just taking \( \chi_{\text{RPA}}^-(q,\omega + is) \) for \( \chi_{\text{MI}}^-(q,\omega + is) \) the effect of this changed ground state on the spin density fluctuations is not taken into account.

In order to assure that the influence of the changed ground state on the spin density fluctuations is taken into account and predictions can be done at elevated temperatures, the theory should be made self consistent. With self consistent is meant that the long wavelength and small frequency limit of the dynamic magnetic susceptibility \( \chi_{\text{MI}}^- \) does agree with the static magnetic susceptibility calculated from the renormalized free energy via (2.15). Therefore, a formally exact expression for the transverse dynamic magnetic susceptibility can be written first:

\[ \chi_{\text{MI}}^-(q,\omega) = \frac{\chi_{\text{RPA}}^-}{1 - I \chi_{\text{RPA}}^-} = \frac{\chi_{\text{MI}}^+(q,\omega) - \lambda_{\text{MI}}(q,\omega)}{1 - I \chi_{\text{MI}}^+(q,\omega) + \lambda_{\text{MI}}(q,\omega)}. \] (2.46)

Here \( \chi_{\text{MI}}^- = \chi_{\text{MI}}^-(q,\omega) = \frac{\chi_{\text{RPA}}^-}{1 + \lambda_{\text{RPA}}(q,\omega)}. \) In this equation \( \lambda \) takes into account the exact corrections to the RPA or the neglected term of equation (2.22). This \( \lambda \) can be found by exploiting the condition that the theory should be self consistent. To simplify the calculation, \( \lambda \) is approximated by its static long wavelength limit. This approximation is assumed to be valid for the weakly ferromagnetic case, because then \( \lambda \ll I \chi_{\text{RPA}}^+(0,0) = 1 \).

There is no rigorous proof for this approximation, but it can be made plausible. For this purpose first the static long wave-length of (2.46) is taken. At the Curie temperature the static magnetic susceptibility diverges or with other words \( 1 - I \chi_{\text{RPA}}^+(T_c) + \lambda_{\text{MI}}(T_c) = 0 \).

From this and the fact that the weakly ferromagnetic case is considered (Curie temperature close to zero) it follows that \( \lambda_{\text{MI}}(0) = I \chi_{\text{RPA}}^+(0) - 1 \approx 0 \). Now assuming that for \( \lambda_{\text{MI}}(q,\omega) \) a similar expansion as in (2.32) is possible, the long wave-length and low frequency contributions of \( \lambda_{\text{MI}}(q,\omega) \) will be enhanced strongly. Therefore, the approximation \( \lambda_{\text{MI}}(q,\omega) \approx \lambda_{\text{MI}}(0,0) \) is made.

The term \( \lambda_{\text{MI}}(0,0) \) can be found self consistently from the following two equations which hold under an external magnetic field:
\[
\frac{\partial^2 F(M, I)}{\partial^2 M} = \frac{\partial^2 F_0(M, T)}{\partial^2 M} - 2I + \frac{\partial^2 \Delta F(M, T)}{\partial^2 M},
\]
\[
\frac{1}{\chi_{M0}^{-+}(0,0)} = \left[1 + \lambda_{M0}(0,0)\right] - I.
\]

These two equations lead to
\[
\lambda_{M0}(0,0) = \chi_{M0}^{-+}(0,0) \left( \frac{\partial^2 \Delta F(M, T)}{\partial^2 M} \right).
\]

In this equation the term between the brackets depends on \(\lambda_{M0}(0,0)\) as well. Therefore, the next step would be to evaluate this term. For this purpose more approximation are needed, which can not be mathematically justified on forehand, but should be checked afterwards [7]. These approximations will be that:

1. \(\frac{\partial \lambda_{M0}}{\partial I}\) is neglected compared with \(\chi_{M0}^{-+}(0,0)\) in computing the integral over \(I\) in the expression of \(\Delta F\).
2. \(\frac{\partial \lambda_{M0}}{\partial M}\) will be neglected compared with \(I \cdot \frac{\partial \chi_{M0}^{-+}}{\partial M}\) in evaluating the first derivative to \(M\) and
3. \(\frac{\partial^2 \lambda_{M0}}{\partial^2 M}\) will be neglected compared to \(I \cdot \frac{\partial^2 \chi_{M0}^{-+}}{\partial^2 M}\) in the calculation of the second derivative to \(M\).

Basically this means that it is assumed that \(\lambda_{M0}(\omega, q)\) is in good approximation independent of \(\omega, q, M\) and \(I\), which is assumed to be the case in the weakly ferromagnetic limit. Using these approximations to evaluate equation (2.49) gives in the paramagnetic phase \((T > T_c)\)

\[
\lambda(T, \delta) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \cdot \coth(\omega/2T) \text{Im}\{G(\omega + is, \delta)\},
\]
\[
G(\omega, \delta) = -\alpha \chi_0 \sum_q \left[ \frac{f_M (\partial^2 f_M / \partial^2 M)}{\delta + 1 - f_M} + \frac{(1 + \delta)(\partial f_M / \partial M)^2}{(\delta + 1 - f_M)^2} \right]_{M=0}.
\]

Here \(\alpha = I \chi_0^{-+}(0,0)\), \(\chi_0\) is the static magnetic susceptibility for a non-interacting system of electrons, \(f_M = \chi_{M0}^{-+}(q, \omega) / \chi_0^{-+}(0,0)\) and \(\delta\) is given by

\[
\frac{\chi_0}{\chi} \equiv \alpha \delta = 1 - \alpha + \lambda(T, \delta),
\]

with \(\chi\) the static magnetic susceptibility above the Curie temperature. This equation is obtained from (2.46) and is valid for temperatures above the Curie temperature.
In the following an expression for the Curie temperature will be derived. The Curie
temperature follows from
\[
1 - \alpha(T_c) + \lambda(T_c,0) = 0,
\]
(2.52)
which is obtained from the divergence of the static magnetic susceptibility at the Curie
temperature. A similar expression was used to explain that \( \lambda \ll \lambda_{\alpha coil} \approx 1 \), but here \( \lambda \) still depended on \( I \).
To obtain an expression for \( T_c \), first equation (2.50) has to be evaluated. This
evaluation is greatly simplified by noticing that the most important effect of the exchange
enhancement arises from the region of small \( q \) and \( \omega \) at \( T_c \), where \( \delta = 0 \). Therefore the
expansion of \( f_M \) in terms of \( q \) and \( \omega \) of equation (2.32) (and the expansion coefficients of
(2.33)) will be used.

From (2.32) an expression for \( f_M, \partial f_M / \partial M \) and \( \partial^2 f_M / \partial^2 M \) in the paramagnetic phase
can be found in principle. However, it is convenient to change first the variables from \( M \)
to \( B = h(M) \). Then expression (2.50) becomes
\[
\lambda(T,\delta) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \cdot \text{coth}(\omega/2T) \text{Im}\{G(\omega + is,\delta)\},
\]
(2.53)
The expressions for \( f_M, \partial f_M / \partial B \) and \( \partial^2 f_M / \partial^2 B \) in the paramagnetic phase can now be
calculated from (2.32) and become approximately
\[
f_0(\omega, q) = 1 - Aq^2 + iC\omega/q
\]
\[
[\partial f_0(\omega, q) / \partial B]_{B=0} = D_1(\omega^2 / q^2) + D_2\omega + D_3(\omega^3 / q^4)
\]
(2.54)
\[
[\partial^2 f_0(\omega, q) / \partial^2 B]_{B=0} = -F_1 - F_2(\omega^2 / q^4) - F_3 q^2
\]
The following step is to substitute the expressions of (2.54) into (2.53) and calculate
\( G(\omega,0) \). For this calculation the sum over \( q \) is replaced by an integral. It is important to
restrict \( |q| \) within a proper cut off value \( q_c \) to keep the model consistent with the single
band assumption. For small \( \omega \), \( \text{Im}(G(\omega,0)) \) becomes,
\[
\text{Im}(G(\omega + is,0)) = w_0[\Gamma_1\omega^{i/3} - \Gamma_2\omega \ln \omega + O(\omega)],
\]
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Here $V$ is the volume of the crystal. The next step is to calculate $\lambda(T,0)$. For this purpose equation (2.53) is rewritten as

$$\lambda(T,0) = \lambda_0 + \lambda_1,$$

(2.56)

where $\text{sign}\{\ldots\}$ is the signum function. The first term, $\lambda_0$, in this equation depends relatively weakly on temperature via $\alpha$. Therefore this term can be seen as the contribution of the zero point fluctuations, because it remains finite at $T=0K$. However the second term, $\lambda_1$, is strongly temperature dependent via the Bose factor and vanishes for $T \to 0K$. In $\lambda_0$ the high frequency contributions are dominant. In contrast, the low frequency contributions are obviously dominant in $\lambda_1$.

In fact, an expression for $G(\omega,0)$ valid over the whole $\omega$ range should be used to calculate $\lambda_0$, which makes numerical work elaborate. In the following $\lambda_0$ will be assumed to be constant and is included into $\alpha$ of equation (2.52). This assumption is plausible, because its temperature dependence is very weak compared with $\lambda_1$.

For low temperatures it is sufficient to use the approximation $\text{Im}(G(\omega+is,0)) = w_0 \Gamma_1 \omega^{1/3}$ to calculate $\lambda_1$. This leads to the following expression for $\lambda_1$:

$$\lambda_1 = \frac{2}{\pi} w_0 \int_0^{\infty} d\omega e^{\omega/T - 1} \Gamma_1 \omega^{1/3} = w_0 (2\Gamma_1 / \pi)^{4/3} \xi(4/3) \Gamma(4/3).$$

(2.57)

Here $\xi(x)$ and $\Gamma(x)$ are the well known zeta and gamma functions respectively [15]. From this equation it can be seen that $\lambda_1$ indeed has much stronger temperature dependence than that of $\alpha$. Therefore, in good approximation the temperature dependence of $\alpha$ in equation (2.52) can be neglected compared to that of $\lambda_1$. This results in the following expression for the Curie temperature

$$T_c = \left[ \pi(\alpha_0 - 1) / 2w_0 \Gamma_1 \xi(4/3) \Gamma(4/3) \right]^{1/4}$$

(2.58)
This Curie temperature is generally lower than that calculated within Stoner theory. Further, experimentally this equation is also supported. Experiments on Ni$_{1-x}$Pt$_x$ show $T_c^{\text{exp}} \sim (\alpha - 1)^{0.7}$ and on (Ni$_{1-x}$Pd$_x$)$_3$Al show $T_c^{\text{exp}} \sim (\alpha - 1)^{0.75}$ [16,17].

Another success of this SCR-theory is that it predicts that the magnetic susceptibility obeys an approximate Curie-Weiss law, for a derivation of this, see [7,18]. Further this theory also predicts corrections to the magnetization below the Curie temperature as compared with the Stoner theory [1,19].
Chapter 3: Curie temperature of small itinerant-electron clusters

3.1 SCR-theory for cluster systems

In the previous chapter it was explained step by step how to treat a weak itinerant electron bulk system. A proper description of the spin density fluctuations and their influence on the thermodynamic equilibrium state appeared to be crucial. The best way to obtain this is by calculating them self consistently. The result of this treatment or SCR-theory was a much better prediction of the Curie temperature as well as other magnetic properties compared to the Stoner theory. In this chapter the SCR-theory is used to obtain an expression for the Curie temperature of a cluster system. These results will be compared with the bulk limit treated in the previous chapter. In this paragraph it is explained what the general difference is between SCR-theory for bulk and for cluster systems.

The cluster system under investigation was described in the introduction and will be shortly recapped here. A cluster is an almost spherical particle having microscopic (atomic) variations at the surface. A cluster system is then a collection of clusters of the same size, but differing in the surface irregularities. It is further assumed that the electrons responsible for the magnetic properties are itinerant ones, and that spin-orbit coupling can be neglected. Another important assumption was made about the sizes of the clusters under investigation. Only clusters containing approximately 100 atoms or more are considered. The derivation of this limitation will be explained in paragraph 3.5.

From paragraph 2.4 it is clear that in principle only the dynamic magnetic susceptibility of a non-interacting system has to be calculated in order to use the SCR-theory for the approach of the Curie temperature from above. Namely, from this quantity the static magnetic susceptibility can be calculated by taking $\omega=q=0$ limit and $\lambda$ can be calculated by using the self consistency condition.

A cluster differs from a bulk system by its size and the presence of a surface. Due to these two differences the energy spectrum of a cluster system completely differs from that of a bulk system. The dynamic magnetic susceptibility is depended on the energy spectrum and will therefore differ from bulk. Actually, it will become clear in paragraph 3.4 that for our purposes it only depends on the energy levels around the Fermi level. Thus the first problem that must be handled is the way the energy spectrum of a cluster system is approached. This will be explained in the next paragraph. When this is known, an expression for the dynamic susceptibility could be calculated and from this the static magnetic susceptibility and $\lambda$. However, the calculation of the dynamic magnetic susceptibility is quite difficult and will be done only for certain limits. This is done in paragraph 3.4. In paragraph 3.3 the static susceptibility will be calculated via the free energy. Finally, in paragraph 3.5 there will be derived what happens with the Curie temperature of an itinerant cluster system.
3.2 Random Matrix Theory

In this paragraph it is described how the electronic structure of a cluster system can be interpreted. For this purpose mainly the work of Kubo and improvements of it will be followed [1,2,20].

For macroscopic-size objects at high temperatures the single-electron energy spectrum can be considered to be continuous. However, for systems of finite size like clusters there will be a temperature range, \( k_b T << \delta \), where the discreteness of the single-electron states appears. Here \( \delta \) is the average energy level spacing around the Fermi level. The symbol \( \delta \) was also used in equation (2.47), but distinction between these two will be clear from the context. In the regime of \( k_b T << \delta \) the discreteness will affect the static thermodynamic properties. To calculate these thermodynamic properties of a cluster system, the distribution of energy levels near the Fermi energy is required. Such a distribution will be finally derived in this paragraph and will be then used to calculate the static magnetic susceptibility in the next paragraph. First, however, the ideas behind the discrete treatment of the energy levels and its validness are discussed.

For the clusters under investigation is assumed that they are large enough so that around the Fermi level the average energy level spacing increases inversely with the cluster’s volume. This is known from the work of H. Weyl [21,22], where it is shown that for large quantum numbers the density of eigen-values depends on the volume of the region only. This also means that this density does not depend on the exact imposed boundary conditions. Considering the free electron gas model, where the Fermi energy is only dependent on the electron density \( n \), this results in

\[
\delta \propto \frac{1}{V} \propto \frac{E_F}{N}.
\]  

(3.1)

Here \( N \) is the total number of electrons. Another important aspect is the broadening of the energy levels due to the finite life time. Kubo used the Fermi liquid theory to describe the electrons in a cluster. This theory takes electron-electron and electron-phonon interactions approximately into account. In this way the electron system can be approximated by a collection of non-interacting quasi-particles of which the level broadening can be neglected at low temperatures. This means that for reasonable cluster sizes the restriction \( k_b T << \delta \) is stronger than the restriction that the level broadening has to be small compared to the average level spacing.

Kubo also discussed the neutrality of a cluster system. For this he compared the work function of a cluster with the thermal fluctuations. The work function in classical electrodynamics can be approximated by

\[
W \approx \frac{e^2}{R} = \frac{1.5 \cdot 10^5 k_b}{R} \text{KÅ}.
\]  

(3.2)

Here \( W \) is the work function and \( e \) is the elementary unit of charge. Thus, for \( k_b T << \delta \) the cluster system can be treated as neutral. This justifies the later use of the canonical ensemble. However, for exact treatment the grand canonical ensemble must be used and
this interaction must be included. In the paper of Denton, Mühlschlegel and Scalapino (reference [20]) it is shown that at any case this gives only minor corrections at low temperatures.

And the last point to mention before going into details of the energy spectrum treatment of a cluster system, is that there is a difference between an even and odd number of electrons in a cluster at low temperatures. This has to do with the exact counting of excitations. Namely, at low temperatures only a few energy levels around the Fermi level have to be taken into account and therefore even and odd particles have a different number of excitations.

Thus, a cluster is treated as an almost spherical particle with atomic surface irregularities. For a system of non-interacting quasi-particles enclosed in a perfect sphere the energy spectrum can be easily calculated. Highly degenerate energy levels will be encountered due to the high symmetry. This symmetry comes from the geometry of the system. However in reality there is this atomic surface roughness which will cause the degenerate energy levels to split apart. With other words the energy spectrum of the quasi-particles in a single cluster is determined by its exact geometry. Other clusters with the same volume, but with different shape will have different energy spectra, but the same average distance between energy levels at the Fermi level. For a cluster knowing the exact geometry comes down to knowing it with atomic precision. Therefore, the complex geometry has to be treated in some approximate form. How this is done will be explained below.

The atomic surface roughness of the cluster can be interpreted as a random potential which causes the splitting of the degenerate energy levels expected from a perfect spherical cluster. To account for this randomness a collection of clusters of the same size, but with different surface irregularities is considered. Random matrix theory says that the Hamiltonian of each cluster in this collection can be approximated by a randomized matrix. The energy distribution for the entire collection of clusters is then obtained by diagonalizing the collection of matrices.

It is thus plausible to approximate a cluster with a random matrix. Namely, the part of the Hamiltonian corresponding to the energy levels around the Fermi level can be approximated by a random matrix. For this it is important to go into more detail of the splitting of the energy levels by a random potential referring to the atomic surface irregularities. From the text above it seems that all the energy levels are split apart by the random potential. However, in the field of quantum chaos it is well known that only the high energy states are split apart [23]. One can understand this qualitatively. The low lying states correspond to quasi-particles with large wavelengths which cannot ‘see’ or are not sensitive to the irregularities of atomic size at the surface. For the higher energy states which correspond to quasi-particles with wavelengths of the order of $1/d_{\text{atom}}$ ($d_{\text{atom}}$ is the diameter of an atom), one could expect that the atomic surface roughness becomes ‘visible’ and will disturb the states. For the following the assumption is made that states at the Fermi level only mix with each other due to the surface roughness. Thus, to put everything in a more quantitative form one can write the Hamiltonian of a cluster as

\[
H = H_0 + V_{\text{surface}}. \tag{3.3}
\]
Here $H_0$ is the Hamiltonian of the perfect spherical cluster, which can be solved in principle or can be diagonalized, and $V_{\text{surface}}$ is the matrix corresponding to the surface roughness. The result of this is as follows

$$H_0 = \begin{bmatrix}
E_i & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \ddots & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & E_i & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \ddots & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & E_F & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \ddots & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & E_n & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \ddots & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & E_n
\end{bmatrix}. \quad (3.4)$$

In this matrix $E_i$ is the lowest lying state and $E_n$ the highest lying state. With the assumption that the states at the Fermi level only mix with each other, then the problem to solve becomes:

$$H = \begin{bmatrix}
E_F & \cdots & 0 \\
\ddots & \ddots & \ddots \\
0 & \ddots & E_F
\end{bmatrix} + \begin{bmatrix}
V_{i1} & \cdots & V_{1N} \\
\ddots & \ddots & \ddots \\
V_{N1} & \cdots & V_{NN}
\end{bmatrix} \rightarrow H = \begin{bmatrix}
H_{11} & \cdots & H_{1N} \\
\ddots & \ddots & \ddots \\
H_{N1} & \cdots & H_{NN}
\end{bmatrix}. \quad (3.5)$$

Here $N$ is the degeneracy of the Fermi level. For the last expression $E_F$ is set equal to zero, because it acts only as a reference state. As mentioned above, the matrix corresponding to the surface irregularities can be interpreted as a random potential or random matrix according to random matrix theory. This random matrix is however restricted in the sense that it must have certain basic symmetry properties which each individual Hamiltonian of a cluster has. These symmetry properties depend on the relative magnitude of the spin-orbit coupling $H_{so}$ and the external magnetic field $\mu_B \tilde{H}$ compared to the average level spacing $\delta$. For small $H_{so}$ and $\mu_B \tilde{H}$ compared to $\delta$ for example, the system has time-reversal and rotational invariance. The other possibilities are given in table 3.2.1.

These two conditions obtained from the relative magnitude of $H_{so}$ and $\mu_B \tilde{H}$ compared with $\delta$, impose certain properties to the matrices. Further, the matrix elements corresponding to two states with a conserved quantum number are highly correlated. For example for small $H_{so}$ spin is a good quantum number and there will be no matrix elements between two opposite spin states. Thus the degeneracy will be lifted due to the surface roughness except for the twofold spin degeneracy. Further, it was shown by
Efetov that the remaining matrix elements can be treated as uncorrelated in good approximation [24].

Table 3.2.1: overview of different Hamiltonian symmetries with their corresponding name for the probability distribution.

<table>
<thead>
<tr>
<th>Probability distribution</th>
<th>Magnetic field</th>
<th>Spin-orbit coupling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson</td>
<td>Large</td>
<td>Small</td>
</tr>
<tr>
<td>Orthogonal</td>
<td>Small</td>
<td>Small (even particles)</td>
</tr>
<tr>
<td>Unitary</td>
<td>Large</td>
<td>Large</td>
</tr>
<tr>
<td>Symplectic</td>
<td>Small</td>
<td>Large (odd particles)</td>
</tr>
</tbody>
</table>

Above it was explained that within random matrix theory a collection of clusters of equal size can be treated as a collection of random matrices restricted to certain symmetry properties. The energy distribution could then be obtained from diagonalizing these matrices. In the following this is demonstrated for a collection of Hermitian, time-invariant and rotational invariant $2\times2$ matrices of the form:

$$
H = \begin{pmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{pmatrix}.
$$

From (3.5) it can be seen that the basis of this matrix can be chosen arbitrarily. Time-invariance implies that the matrix elements of $H$ to be real and Hermiticity then gives $H_{21} = H_{12}$. The probability distribution $P(H)$ to find a certain Hamiltonian $H$ in the entire collection is further characterized by the following two properties:

- The elements $H_{11}$, $H_{22}$ and $H_{12}$ are uncorrelated, resulting in $P(H) = P_{11}(H_{11})P_{22}(H_{22})P_{12}(H_{12})$. This assumption is proved by Efetov [24].
- The probability distribution $P(H)$ is invariant for unitary transformations of the basis states. This follows from the fact that they can be arbitrarily chosen in (3.5).

To be more precise, in this case the matrix elements are real so that the unitary transformation becomes orthogonal. Such an orthogonal transformation corresponds to the rotation of the basis states. Each rotation can be composed of a sum of infinitesimal rotations. Therefore it suffices to consider infinitesimal transformations like

$$
|1\rangle = |1\rangle + e|2\rangle,
|2\rangle = -e|1\rangle + |2\rangle.
$$

Here $e$ is an infinitesimal small number and $|1\rangle$ and $|2\rangle$ are two arbitrarily chosen orthonormal basis states.

With this transformation and using $Hb = Eb \Rightarrow HU^{-1}a = EU^{-1}a \Rightarrow (UHU^{-1})a = H_{\text{new}}a = Ea$, the matrix elements in the new basis are to a first order in $e$ as follows.
\[ H_{11} = H_{11} + 2eH_{12}, \]
\[ H_{12} = H_{12} + e(H_{22} - H_{11}), \]
\[ H_{22} = H_{22} - 2eH_{12}. \]  

(3.8)

From the invariance of the probability distribution with respect to a transformation of the basis it follows that

\[ P(H) = P(H') = P(H) \left\{ 1 + e \left[ \frac{2H_{12}}{P_{11}} \frac{dP_{11}}{dH_{11}} + \frac{H_{22} - H_{11}}{P_{12}} \frac{dP_{12}}{dH_{12}} - \frac{2H_{12}}{P_{22}} \frac{dP_{22}}{dH_{22}} \right] \right\}. \]  

(3.9)

Thus the term between the square brackets has to be equal to zero. This term can be rewritten as

\[ \frac{1}{P_{12}H_{12}} \frac{dP_{12}}{dH_{12}} + \frac{2}{H_{22} - H_{11}} \left( \frac{1}{P_{22}} \frac{dP_{22}}{dH_{22}} - \frac{1}{P_{11}} \frac{dP_{11}}{dH_{11}} \right) = 0. \]  

(3.10)

The first term is only dependent on \( H_{12} \) and the other term only depends on \( H_{11} \) and \( H_{22} \). From this follows that the first term should be equal to a certain constant \( C \) and the second term to minus this constant. For the first term this results in

\[ \frac{dP_{12}}{P_{12}} = -CH_{12}dH_{12} \rightarrow P_{12} = \left( \frac{C}{2\pi} \right)^{1/2} \exp \left( -\frac{C}{2} H_{12}^2 \right). \]  

(3.11)

This constant can be determined at the end from the normalization conditions. For the second term in a similar way the following can be derived:

\[ \frac{2}{P_{11}} \frac{dP_{11}}{dH_{11}} + CH_{11} = \frac{2}{P_{22}} \frac{dP_{22}}{dH_{22}} + CH_{22} = A. \]  

(3.12)

Here \( A \) is a constant. The effect of this \( A \) is to shift the energy scale from its zero point. Therefore \( A \) is taken to be zero. Then the following can be derived from (3.12):

\[ P_{11} = \left( \frac{C}{4\pi} \right)^{1/2} \exp \left( -\frac{C}{4} H_{11}^2 \right), \]

\[ P_{22} = \left( \frac{C}{4\pi} \right)^{1/2} \exp \left( -\frac{C}{4} H_{22}^2 \right). \]  

(3.13)

Except for the normalization constant \( C \) the probability distribution \( P(H) \) is thus found. The next step will be to use a change of variables to obtain an energy level probability distribution. For this purpose the eigenvalues and eigenfunctions of the matrix will be
used to characterize itself. The eigenvalues of the matrix can be expressed in terms of its matrix elements as follows

\[ E_a = \frac{1}{2} (H_{11} + H_{22}) + \frac{1}{2} \left[ (H_{11} - H_{22})^2 + 4H_{12}^2 \right]^{1/2}, \]
\[ E_b = \frac{1}{2} (H_{11} + H_{22}) - \frac{1}{2} \left[ (H_{11} - H_{22})^2 + 4H_{12}^2 \right]^{1/2}. \]  

(3.14)

The eigenfunctions of the matrix can be expressed in the basis states \(|1\rangle\) and \(|2\rangle\) as

\[ |a\rangle = \cos \theta |1\rangle + \sin \theta |2\rangle, \]
\[ |b\rangle = -\sin \theta |1\rangle + \cos \theta |2\rangle. \]  

(3.15)

The angle \(\theta\) in equation (3.15) is given by

\[ \cot \theta = -\frac{1}{2H_{12}} \left( H_{22} - H_{11} - \left[ (H_{22} - H_{11})^2 + 4H_{12}^2 \right]^{1/2} \right). \]  

(3.16)

It is now possible to rewrite the probability distribution \(P(H)\) in terms of the eigenvalues and angle \(\theta\) given by (3.14) and (3.16) respectively. For the Gaussian exponent this results in

\[ H_{11}^3 + 2H_{12}^2 + H_{22}^3 = E_a^2 + E_b^2. \]  

(3.17)

To evaluate the transformation of the volume element \(dH_{11}dH_{12}dH_{22}\), the following Jacobian has to be calculated

\[ \frac{\partial(H_{11}, H_{12}, H_{22})}{\partial(E_a, E_b, \theta)} = \begin{vmatrix} \frac{\partial H_{11}}{\partial E_a} & \frac{\partial H_{11}}{\partial E_b} & \frac{\partial H_{11}}{\partial \theta} \\ \frac{\partial H_{12}}{\partial E_a} & \frac{\partial H_{12}}{\partial E_b} & \frac{\partial H_{12}}{\partial \theta} \\ \frac{\partial H_{22}}{\partial E_a} & \frac{\partial H_{22}}{\partial E_b} & \frac{\partial H_{22}}{\partial \theta} \end{vmatrix}. \]  

(3.18)

For the calculation of this Jacobian \(H_{11}, H_{12}\) and \(H_{22}\) are first expressed in terms of \(E_a, E_b\) and \(\theta\):

\[ H_{11} = E_a \cos^2 \theta + E_b \sin^2 \theta, \]
\[ H_{12} = (E_a - E_b) \sin \theta \cos \theta, \]
\[ H_{22} = E_a \sin^2 \theta + E_b \cos^2 \theta. \]  

(3.19)
With the Jacobian calculated via (3.18) and (3.19), the following expression for the probability distribution in terms of \( E_a, E_b \) and \( \theta \) is obtained:

\[
P(E_a, E_b, \theta) = \frac{1}{2} \left( \frac{C}{2\pi} \right)^{1/2} (E_a - E_b) \exp \left( -\frac{C}{4} (E_a^2 + E_b^2) \right).
\]  

(3.20)

Except for the constant \( C \) which has to be determined from the normalization condition, this is the basic expression for the (two)-level distribution. The derivations performed above for the calculation of this distribution can be simply generalized for an \( N \times N \)-system. Before some words will be dedicated to an \( N \times N \)-system, an important distribution which can be derived from (3.20) is discussed. This is the probability distribution \( P(\Delta E) \), which gives the probability to find two adjacent energy levels separated by \( \Delta E \). From (3.20) this distribution can be found as follows:

\[
P(\Delta E) = \int P(E_a, E_b, \theta) \delta(\Delta E - E_a + E_b) dE_a dE_b d\theta = \frac{C}{4} \Delta E \exp \left( -\frac{C(\Delta E)^2}{8} \right).
\]  

(3.21)

The constant \( C \) can now be related to the average energy level spacing at the Fermi level as

\[
\int_0^\infty \Delta E P(\Delta E) d\Delta E = \delta = \left( \frac{2\pi}{C} \right)^{1/2} \implies C = \frac{2\pi}{\delta}. \quad (3.22)
\]

Thus, the normalized probability distribution reads

\[
P(\Delta E) = \frac{\pi}{2\delta^2} \Delta E \exp \left( -\frac{\pi (\Delta E)^2}{4\delta^2} \right).
\]  

(3.23)

This equation is better known as the Wigner surmise. From this equation it can be seen that the level repulsion due to the surface irregularities is taken into account. Namely, for \( \Delta E \to 0 \) the probability distribution approaches zero. Further, this distribution is independent on \( \theta \) meaning that it does not depend on the chosen basis.

The derivation of the energy level distribution given by (3.20) can be generalized for the other three ensembles given in table 3.2.1. In this report the other ensembles will not be considered, because for the system under investigation a small external magnetic field and weak spin-orbit coupling is assumed, and therefore the orthogonal ensemble is valid.

Equation (3.20) is derived for a collection of 2x2 matrices and from this it is only possible to obtain a probability distribution for nearest neighbors. To go beyond this, a collection of larger matrices should be considered. Therefore, a collection of \( N \times N \) matrices will be shortly discussed here. Here \( N \) is the degeneracy of the Fermi level. For the collection of \( N \times N \) matrices the derivation of the energy distribution is similar to the
case of 2x2 matrices. The same conditions, that the matrix elements are uncorrelated and the probability distribution is independent on the basis, also characterize this energy distribution. The energy distribution is again found from $P(H)$ by using a coordinate transformation. $P(H)$ is found by performing the rotation (3.7) successively in each of the $N(N-1)/2$ 2x2-subspaces. In such a way it is shown that the off-diagonal matrix elements have the probability distribution given by (3.11) and the diagonal elements that of (3.13). Thus $P(H)$ is given by

$$P(H) = 2^{-N/2} \left( \frac{C}{2\pi} \right)^{N(N+1)/4} \exp \left( -\frac{C}{4} \text{Tr}(H^2) \right).$$

(3.24)

Here $\text{Tr}(\ldots)$ is the trace and $C$ is a constant. The next step is to use a coordinate transformation from the variables $H_{ij}$ to the $N$ eigenvalues $E_\alpha$ and $N(N-1)/2$ other variables corresponding to the structure of the $N$ eigenfunctions. The exponent of (3.24) becomes

$$\text{Tr}(H^2) = \sum_{\alpha=1}^{N} E_\alpha^2.$$  

(3.25)

As a last step, the Jacobian must be evaluated. The dependence of the Jacobian on $E_\alpha$ can be obtained from a dimensional argument [25]. Namely, the variables $H_{ij}$ are linear functions of $E_\alpha$ (see (3.19)). Therefore the Jacobian must be a symmetric polynomial of order $N(N-1)/2$ in $E_\alpha$. From this argument the following distribution is obtained:

$$P_N(E_1,\ldots,E_N,\theta_1,\ldots,\theta_v) = s(\theta_1,\ldots,\theta_v) \prod_{\alpha<\beta} |E_\alpha - E_\beta| \exp \left( -\frac{1}{2} \sum_{\alpha} E_\alpha^2 \right).$$

(3.26)

Integrating this distribution over all the variables $\theta$ results in

$$P_N(E_1,E_2,\ldots,E_N) = C_N \exp \left( -\frac{1}{2} \sum_{j<k} |E_j - E_k| \prod_{j<\alpha<k} |E_\alpha - E_\beta| \right).$$

(3.27)

Here $C_N$ is a constant which again has to be determined from normalization. For the thermodynamic properties of the cluster system only a few energy levels around the Fermi level are important. Therefore equation (3.27) is integrated over all but a few in the middle of the distribution which leads to a distribution of energy levels near the Fermi-energy:

$$P_{n-1}(E_1,\ldots,E_{i+n}) = \lim_{N \to \infty} \int P_N(E_1,E_2,\ldots,E_N) dE_1 \ldots dE_{i-1} dE_{i+n+1} \ldots dE_N.$$  

(3.28)

The limit $N \to \infty$ is considered, because in general there are many levels above and below the Fermi level. Here $P_{n-1}$ is a function of $n$ level spacings (the subscript $n-1$ denotes the number of levels between the lowest and highest one), because around the
center the absolute position of the levels is irrelevant. From this level spacing distribution, the distribution for two adjacent energy levels can be derived. For small $\Delta E$ compared to $\delta$ this results in

$$P_0(\Delta E) = \frac{\pi^2 \Delta E}{6 \delta^2}.$$ \hspace{2cm} (3.29)

This result can be compared with the limiting behavior $\Delta E \ll \delta$ of (3.23). It thus can be seen that they only differ in a constant factor. Therefore, for the adjacent energy level distribution the results from a collection of NxN and 2x2 matrices do not differ in physical behavior. Further, numerical results for $P_0(\Delta E)$ are known for the whole range of $\Delta E/\delta$. Over this range the main physical behavior is again the same [20].

Particular, the same kind of analogy can be made for the level spacing distribution $P_j(\Delta_1, \Delta_2)$, where $P_j(\Delta_1, \Delta_2)$ is the distribution of three energy levels with relative spacing $\Delta_1$ and $\Delta_2$. In this case it can also be shown that in a good approximation this distribution can be derived from an ensemble of 3x3 matrices, or $N=3$ in equation (3.24), resulting in

$$P_3(\Delta, \Delta') = \Omega_3 \delta^{-5} [\Delta \Delta'(\Delta + \Delta')] \exp[-(\Delta^2 + \Delta \Delta' + \Delta'^2)/3\delta]^2.$$ \hspace{2cm} (3.30)

Here the subscript 3 denotes that it is the relative level distribution of three energy levels and $\Omega_3$ is a constant to be determined from normalization of the distribution.

As a last step the probability function that can be obtained from random matrix theory, $R(|E|)$ is discussed. This is the probability to find two energy levels separated by $|E|$ no matter how many energy levels there are in between them. For the calculation of this probability the following sum has to be evaluated:

$$R(|E|) = \sum_{n=0}^{\infty} P_n(|E|). \hspace{2cm} (3.31)$$

Here $P_n(|E|)$ is the probability to find two energy levels separated by $|E|$ with exactly $n$ levels in between them. This sum was calculated by Dyson who found the following for an orthogonal ensemble [26]:

$$R(|E|) = 1 - \left( \frac{\sin \left( \frac{\pi \delta E}{\delta} \right)}{\frac{\pi \delta E}{\delta}} \right)^2 - \int_{\frac{E}{\delta}}^{\infty} \frac{1}{x} \sin \left( \frac{\pi \delta x}{\delta} \right) \frac{dx}{x}.$$ \hspace{2cm} (3.32)

This probability distribution will be used below in paragraph 3.4 to derive the expression for the transverse dynamic magnetic susceptibility for a collection of clusters.

Summarizing, in this paragraph it was shown how within random matrix theory a collection of clusters of the same size, $\delta$, is treated. This resulted in a probability
distribution for the energy level spectrum. From this distribution other useful distributions were derived.

### 3.3 Calculation of the static magnetic susceptibility and its derivatives

In this paragraph the static magnetic susceptibility is calculated for a non-interacting system (or \( f_M(0,0) \) \( |_{B=0} \)). Further, also the first and second derivative of the static susceptibility with respect to the external field (or respectively \( \frac{\partial f_M(0,0)}{\partial B} \) \( |_{B=0} \)) are calculated. These expressions will be used later in the calculation of equation (2.53).

In the following first the static magnetic susceptibility \( \chi_0 \) for a non-interacting system is calculated over the whole temperature range. From this result it will become obvious that the static quantities can be calculated as if the bulk limit is still valid. After that the other quantities will be calculated for this bulk limit.

For the calculation of \( \chi_0 \) over the whole temperature range, the work of Denton et al and Halperin will be followed [2,20]. In the low temperature limit, \( k_B T << \delta \), they calculated the static magnetic susceptibility via the partition sum of which only the most important terms are kept. The justification for the use of the partition sum was already given in the previous paragraph, where it was shown that a cluster can be interpreted as neutral. Further it has been mentioned that there is a difference between odd and even particles. Now first an expression for the static magnetic susceptibility for odd and even particles in the low temperature regime is derived.

The partition sum and the relation between the partition sum and the static magnetic susceptibility are given by

\[
Z = 1 + \sum_{j \neq 0} e^{-\beta E_j}, \tag{3.33}
\]

\[
\chi = \beta^{-1} \frac{\partial^2}{\partial H^2} \ln Z \Rightarrow \chi_0 = \langle \chi \rangle = \beta^{-1} \frac{\partial^2}{\partial H^2} \langle \ln Z \rangle. \tag{3.34}
\]

Here \( Z \) is the partition sum, \( \chi \) is the static magnetic susceptibility for a single particle, \( \langle \chi \rangle \) is the static magnetic susceptibility for a collection of clusters of the same size and \( \beta = (k_B T)^{-1} \). For the evaluation of the partition sum only the first level below and above the Fermi level is taken into account as it is schematically shown in figure 3.3.1. In this figure the possible excitations for the even and odd cases are compared.
Writing out the first few excitations of the partition sum explicitly results in

\[ Z_{\text{even}} = 1 + 2 \left( 1 + \cosh 2 \beta \mu_e \tilde{H} \right) \left( e^{-\beta \Delta} + e^{-\beta \Delta'} + e^{-\beta (\Delta + \Delta')} + e^{-\beta (2 \Delta + \Delta')} \right) + e^{-2 \beta \Delta} + e^{-2 \beta (\Delta + \Delta')} \]
\[ Z_{\text{odd}} = 2 \left( \cosh \beta \mu_e \tilde{H} \right) \left( 1 + e^{-\beta \Delta} + e^{-\beta \Delta'} + 3 e^{-\beta (\Delta + \Delta')} + e^{-\beta (2 \Delta + \Delta')} + e^{-\beta (\Delta + 2 \Delta')} + e^{-2 \beta (\Delta + \Delta')} \right) \]

(3.35)

Considering the most important contributions only, one obtains

\[ Z_{\text{even}} = 1 + 2 \left( 1 + \cosh 2 \beta \mu_e \tilde{H} \right) \left( e^{-\beta \Delta} \right) + e^{-\beta \Delta}, \]
\[ Z_{\text{odd}} = 2 \left( \cosh \beta \mu_e \tilde{H} \right) \left( 1 + e^{-\beta \Delta} + e^{-\beta \Delta'} \right) \]

(3.36)

In case of \( \tilde{H} = 0 \) this gives with the help of (3.34) the following equations

\[ \chi_{\text{even}} = 2 \beta \int P_0(\Delta) \frac{(e^{-\beta \Delta})(1 + 4 e^{-\beta \Delta} + e^{-2 \beta \Delta})^{-1}}{d \Delta}, \]
\[ \chi_{\text{odd}} = \frac{\beta}{4}. \]

(3.37)

(3.38)

Here \( \chi_{\text{even}} \) and \( \chi_{\text{odd}} \) are the static magnetic susceptibility in units of \( 4 \mu_b \) for an even and odd particle system respectively. For \( P_0(\Delta) \) in equation (3.37), the approximate formula of (3.29) can be used. This should hold for sufficient low temperatures, because when \( \Delta \) becomes of the order of \( \delta \) then the exponent \( e^{-\beta \Delta} \) approaches zero. The result of the averaging with this function is

\[ \chi_{\text{even}}^0 = 1.91 k_b T / \delta^2, \]
\[ \chi_{\text{odd}}^0 = \frac{1}{4 k_b T}. \]

(3.39)

(3.40)
For higher temperatures, $k_bT \gg \delta$, it can be expected that there is not much difference between the collection of clusters under investigation and the bulk limit. At high temperatures there are many energy levels involved around the Fermi level and therefore averages like the static susceptibility become insensitive to the exact details of the level distribution. Just as in the bulk case, only the value of the average level spacing around the Fermi level is important. Denton et al uses the equal level spacing approximation in this limit [20]. Also, the general equation for the static magnetic susceptibility given by (2.17) could be used in this regime. Moreover, an interpolation approximation can be used between these two regimes, which will be discussed after the high temperature limit. The result of the high temperature limit was already given in equation (2.18). How this is derived from (2.17) with the use of the Sommerfeld expansion is explained here. For $\hbar \rightarrow 0$ equation (2.17) becomes

$$\chi_0 = \int dE \frac{\rho(E)}{2} \left( -\frac{\partial f}{\partial E} \right).$$

(3.41)

The derivative of the Fermi-Dirac function with respect to $E$ deviates substantially from zero only in a region of the order $k_bT$ around the chemical potential $\mu(T)$. In the interesting temperature range $k_bT << \mu(T)$, and therefore $\rho(E)$ can be Taylor expanded around $\mu(T)$ as

$$\rho(E) = \rho(\mu) + (E - \mu) \frac{d\rho(E)}{dE} \bigg|_{E=\mu} + \frac{1}{2} (E - \mu)^2 \frac{d^2\rho(E)}{d^2E} \bigg|_{E=\mu} + \ldots.$$  

(3.42)

The first term in this expansion contributes $\rho(\mu)/2$. For the second term one can notice that $\left(-\frac{\partial f}{\partial E}\right)$ is symmetric in $(E-\mu)$ so that all odd powers in the expansion vanish. The second term is calculated as follows:

$$\frac{\rho''(\mu)}{2} \int dE \frac{(E - \mu)^2}{2} \left(-\frac{\partial f}{\partial E}\right) = (k_bT)^2 \frac{\rho''(\mu)}{2} \int dx \frac{x^2}{2} \left(-\frac{d}{dx} \left( \frac{1}{e^x + 1} \right) \right) =$$

$$(k_bT)^2 \frac{\rho''(\mu)}{2} \frac{\pi^2}{6}.$$  

(3.43)

Finally, the terms $\rho(\mu)$ and $\rho''(\mu)$ are expanded around $E_F$ as

$$\rho(\mu) = \rho(E_F) + (\mu - E_F) \frac{d\rho(\mu)}{d\mu} \bigg|_{\mu=E_F} + \ldots,$$

(3.44)

$$\rho''(\mu) = \rho''(E_F) + (\mu - E_F) \frac{d^2\rho(\mu)}{d^2\mu} \bigg|_{\mu=E_F} + \ldots.$$
For $\mu$ the following expansion is used which is obtained from the condition that the total number of particles in the system is constant:

$$\mu(T) = E_F - \frac{\pi^2}{12} \frac{(k_b T)^2}{E_F}. \quad (3.45)$$

Then $\chi_0$ up to the second order in $k_b T$ is given by equation (2.18).

Denton et al. developed an approximate interpolation between these two temperature regimes [20]. For this purpose they divided the partition sum in two parts. The first part corresponds to terms with excitation energies $E_j$ smaller or equal to the ‘equal level energy’ $\bar{E}$ or with other words $E_j \leq \bar{E}$. This $\bar{E}$ is found by using the equal level spacing approximation for the energy levels involved in the excitation. Obviously, the second part corresponds to terms with $E_j > \bar{E}$. The n-th order approximation is now given by taking the statistical average over the energy levels which are involved in excitation energies below $\bar{E} = n \delta$. For excitation energies above $n \delta$ the equal level spacing approximation is used even for energy levels lying below $n \delta$. As an example the equation of the first order approximation of the static magnetic susceptibility for an even particle is written out here:

$$\chi_0 = \langle \chi \rangle = \beta^{-1} \int_0^\infty dx_1 P_0(x_1) \left( \frac{\partial^2}{\partial^2 H} \ln[Z_{\text{even}}(x_1; \beta \delta)] \right). \quad (3.46)$$

Here $x_1$ is the energy spacing between the Fermi level and the nearest level above it. The notation $Z_{\text{even}}(x_1; \beta \delta)$ is used to indicate that for excitation energies $E_j$ above $\delta$ the adjacent level spacing is put equal to $\delta$. The odd particle case is treated in a similar way, but for the details the reader is referred to [20].

Using lowest order approximations for the even and odd case leads to the results shown in figure 3.3.2. In this figure $\chi_F = \rho(E_F)/2$. 

.
Figure 3.3.2: lowest order interpolations for the even and odd case for different level distributions [20].

From this figure it can be seen that there is fast convergence to the equal level spacing or bulk regime. With other words for $T > \delta$ the static magnetic susceptibility of a cluster system behaves the same as that for bulk. In paragraph 3.5 it will be shown that for the clusters under investigation $T_c > \delta$ and therefore the behavior of the static magnetic susceptibility does not change compared to bulk. Thus in the following the quantities $f_M(0,0)|_{B=0}$, $\frac{\partial f_M(0,0)}{\partial B}|_{B=0}$ and $\frac{\partial^2 f_M(0,0)}{\partial^2 B}|_{B=0}$ will be calculated in the bulk regime.

The first quantity to be evaluated is $f_M(0,0)|_{B=0}$. For the paramagnetic phase the magnetization is zero without an external field resulting in

$$f_M(0,0)|_{B=0} = f_M(0,0)|_{H=0} = \frac{\chi^{M}(0,0)}{\chi^{0}(0,0)}|_{H=0} = 1.$$

(3.47)

For the evaluation of the remaining two quantities, they are first rewritten in the following form
\[ \frac{\partial f_M(0,0)}{\partial B} \bigg|_{B=0} = \frac{\partial \chi_{M0}^-(0,0)}{\partial B} \bigg|_{B=0} \cdot \frac{1}{\chi_{00}^+(0,0)} = \frac{\partial \chi_{M0}^+(0,0)}{\partial H} \bigg|_{H=0} \cdot \frac{1}{\chi_{00}^+(0,0)} \cdot \frac{1}{2\mu_b} \chi_{00}^-(0,0), \]  

(3.48)

In this equation a coordinate transformation is used from \( B \) to \( \tilde{H} \), where \( B=2\mu_b \tilde{H} \). The expression for \( \chi_{00}^+(0,0) \) is already known, therefore it is left to calculate \( \frac{\partial \chi_{M0}^-(0,0)}{\partial H} \bigg|_{H=0} \) and \( \frac{\partial^2 \chi_{M0}^-(0,0)}{\partial^2 H} \bigg|_{H=0} \). As a starting point for this, equation (2.17) is used which leads for the first term to

\[ \frac{\partial \chi_{M0}^-(0,0)}{\partial H} \bigg|_{H=0} = \mu_b \lim_{H \to 0} \left( \frac{\partial}{\partial H} \int dE \frac{f(E-\mu_b H)-f(E+\mu_b H)}{2\mu_b H} \rho(E) \right) = 0. \]  

(3.49)

This means that in the calculation of \( G(\omega,0) \) via equation (2.51), the second term between brackets becomes zero.

For the second term the following is obtained:

\[ \frac{\partial^2 \chi_{M0}^-(0,0)}{\partial^2 H} \bigg|_{H=0} = \mu_b \lim_{H \to 0} \left( \frac{\partial^2}{\partial^2 H} \int dE \frac{f(E-\mu_b H)-f(E+\mu_b H)}{2\mu_b H} \rho(E) \right) = \frac{\mu_b}{3} \int dE \rho(E) \left( -\frac{\partial^3 f}{\partial^3 E} \right). \]  

(3.50)

To calculate this term, the Sommerfeld expansion is used again. That is, \( \rho(E) \) is again Taylor expanded around \( \mu \). The contribution of the first term, \( \rho(\mu) \), is zero, because in \( \frac{\partial^2 f}{\partial^2 E} \) is zero at minus and plus infinity. For the evaluation of the other terms in this expansion one should note that \( -\frac{\partial^3 f}{\partial^3 E} \) is symmetric in \( (E-\mu) \). The rest of the calculation is similar to the case of \( \chi_0 \) and the result up to second order in \( k_b T \) is

\[ \frac{\partial^2 \chi_{M0}^-(0,0)}{\partial^2 H} \bigg|_{H=0} = \frac{\mu_b^2}{3} \rho''(E_F) \left[ 1 - \pi^2 \frac{\rho''''(E_F)}{12 \rho''(E_F)} - 2 \rho''''(E_F) \right] (k_b T)^2 . \]  

(3.51)

The last step is to combine this result with equations (2.18) and (3.48). The resulting expression can also be expanded in terms of \( k_b T \) leading to the first term linear in \( k_b T \).
In paragraph 3.5 it will become clear that temperature dependent part of above calculated quantities only leads to unimportant higher order corrections.

Summarizing, for the clusters under investigation it is shown that the static quantities 
\[ f_M(0,0) \bigg|_{B=0}, \quad \frac{\partial f_M(0,0)}{\partial B} \bigg|_{B=0}, \quad \frac{\partial^2 f_M(0,0)}{\partial B^2} \bigg|_{B=0} \] and \( \chi_0 \) can be calculated in the bulk limit. From these calculations temperature dependences of these quantities are obtained.

### 3.4 Calculation of the transverse dynamic magnetic susceptibility

In this paragraph an expression for the dynamic magnetic susceptibility of a non-interacting system will be calculated. For this certain restrictions for \( \omega \) and \( q \) will be used.

As a starting point for the calculation of the transverse dynamic magnetic susceptibility for a non-interacting system, the following expression is used (for the derivation of this term see Appendix):

\[
\chi_{M_0}^{\pm}(\omega, q) = \sum_{\mu} \sum_{\nu} \frac{n_{\nu} - n_{\mu}'}{E_\nu - E_{\mu'} - \omega} \langle \mu' | S^- (-q) | \nu' \rangle \langle \nu' | S^+ (q) | \mu' \rangle.
\] (3.52)

Here \( n_{\mu'} \) is the occupation probability of state \( \mu' \), \( E_{\mu'} \) the energy of state \( \mu' \), \( |\mu'\rangle \) is an eigen-state with eigen-value \( E_{\mu'} \), \( S^- (-q) = e^{-i\mathbf{q}\cdot\mathbf{r}} \cdot \sigma_{\downarrow\downarrow} \) and \( S^+ (q) = e^{i\mathbf{q}\cdot\mathbf{r}} \cdot \sigma_{\uparrow\uparrow} \). This \( \sigma_{\downarrow\downarrow} \) and \( \sigma_{\uparrow\uparrow} \) work on spin states and flip the spin state down and up respectively. For the cluster system, it was mentioned in paragraph 3.2 that the particles responsible for the magnetic properties can be interpreted as non-interacting quasi-particles. This means that the occupation probability is a Fermi-Dirac distribution. Further, the energies \( E_{\mu'} \) and states \( |\mu'\rangle \) then belong to a single quasi-particle state.

Moreover, spin-orbit coupling \( (H_{so}) \) was assumed to be very small compared to \( \delta \). This means that spin is a good quantum number. Writing out the spin state explicitly in equation (3.52) and executing the spin operators \( \sigma \), results in

\[
\chi_{M_0}^{\pm}(\omega, q) = \sum_{\mu} \sum_{\nu} \frac{n_{\nu} - n_{\mu}'}{E_{\mu'} - E_{\nu} - \omega} \langle \mu | e^{-i\mathbf{q}\cdot\mathbf{r}} | \nu \rangle \langle \nu | e^{i\mathbf{q}\cdot\mathbf{r}} | \mu \rangle =
\]
\[
\sum_{\mu} \sum_{\nu} \frac{n_{\nu} - n_{\mu}'}{E_{\mu'} - E_{\nu} - \omega} \langle \nu | e^{i\mathbf{q}\cdot\mathbf{r}} | \mu \rangle^2.
\] (3.53)

Here the summations over \( \mu \) and \( \nu \) do not include the different spin states (spin up or down) anymore. That is, the \( |\mu\rangle \) does not contain a spin part while \( |\mu'\rangle \) does.
For a non-interacting system the difference between the spin-up and spin-down states can only be caused by a uniform external field \( \tilde{H} \). Thus, when using the expression \( B(M)=h(M)=2\mu_B \tilde{H} \), equation (3.53) becomes

\[
\chi_{M0}^+(\omega, q) = \sum_\mu \sum_\nu \frac{n(E_\nu - B) - n(E_\mu + B)}{E_\mu - E_\nu + 2B - \omega} \left| \langle \nu | e^{iq\cdot r} | \mu \rangle \right|^2 .
\]  

(3.54)

In the rest of the derivation \( \tilde{H} \) is set equal to zero, resulting in

\[
\chi_0^+(\omega, q) = \sum_\mu \sum_\nu \frac{n(E_\nu) - n(E_\mu)}{E_\nu - E_\mu - \omega} \left| \langle \nu | e^{iq\cdot r} | \mu \rangle \right|^2 .
\]  

(3.55)

In the following the work of Gor’kov and Eliashberg will be used [27]. They calculated the dynamic dielectric susceptibility of a cluster system for small \( \omega \). First equation (3.55) is rewritten as a sum of a static and a dynamic part as follows:

\[
\chi_0^+(\omega, q) = \sum_\mu \sum_\nu \frac{n(E_\nu) - n(E_\mu)}{E_\nu - E_\mu - \omega^2} \left| \langle \nu | e^{iq\cdot r} | \mu \rangle \right|^2 - \omega^2 \sum_\mu \sum_\nu \frac{1}{(E_\nu - E_\mu)^2 - \omega^2} \left| \langle \nu | e^{iq\cdot r} | \mu \rangle \right|^2 .
\]  

(3.56a)

(3.56b)

For the rest of the derivation equation (3.56b) is called \( \overline{\chi}_0^+(\omega, q) \). The next step is to multiply equation (3.56b) with \( \frac{R(E_\nu - E_\mu)}{\delta^2} dE_1 dE_2 \) to obtain an expression for a collection of clusters of the same size. Here \( R(E_\mu - E_\nu) \) is the probability distribution given by (3.32). The result is

\[
\overline{\chi}_0^+(\omega, q) = -\frac{\omega^2}{\delta^2} \int_{-\infty}^{\infty} dE_1 dE_2 \frac{R(E_\nu - E_\mu)}{(E_\nu - E_\mu)^2 - \omega^2} \frac{n(E_\nu) - n(E_\mu)}{E_\nu - E_\mu} .
\]  

(3.57)

If \( \omega \) is small as assumed then \( \left| \langle \nu | e^{iq\cdot r} | \mu \rangle \right|^2 \) is constant [27]. Further, because the integrand diverges at \( E_\mu - E_\nu - \omega \), \( \frac{n(E_\nu) - n(E_\mu)}{E_\nu - E_\mu} = \frac{\partial n(E_\mu)}{\partial E_\mu} \). Thus, equation (3.57) becomes

\[
\overline{\chi}_0^+(\omega, q) = \left| \langle \nu | e^{iq\cdot r} | \mu \rangle \right|^2 \frac{1}{\delta} A(\omega) ,
\]  

(3.58)

\[
A(\omega) = \frac{2\omega^2}{\delta} \int \frac{R(1|E_1)}{E^2 - \omega^2} dE .
\]
The term $A(\omega)$ of equation (3.58) can be evaluated by rewriting the term in such a way that the identity of equation (2.25) can be used. This results in

$$A_1(\omega) = 2 - \frac{\sin(2\eta)}{\eta} - 2\eta \left[ \int_{-\eta}^{\eta} \cos(t) \frac{dt}{\eta} \right] \frac{d}{d\eta} \left( \frac{\sin(\eta)}{\eta} \right),$$  

(3.59)

$$A_2(\omega) = 2\eta - \frac{2\sin^2(\eta)}{\eta} + 2\eta \left[ \int_{0}^{\eta} \frac{\sin(t)}{t} \, dt - \frac{\pi}{2} \right] \frac{d}{d\eta} \left( \frac{\sin(\eta)}{\eta} \right),$$  

(3.60)

where $A_1(\omega)$ is the real part and $A_2(\omega)$ the imaginary part of $A(\omega)$. Further, $z=2\pi\omega/\delta$ and $\eta=z/2$. To get more insight in these two functions, a plot is made (figure 3.4.1).

![Graph of A(z)/z vs. Z](image)

**Figure 3.4.1:** the dashed line is $A_1(z)/z$ as function of $z$ and the solid line is $A_2(z)/z$ [27].

Thus for small $\omega$, the $\omega$ dependence of the dynamic magnetic susceptibility is found. From the considerations below it will appear that $z>>1$ (or $\omega>>\delta$) is the regime of interest. In this regime the real part has much weaker $\omega$ dependence than the imaginary part; this is in analogy with the bulk case where the $\omega$ dependence is neglected in the real part for small $\omega$ and $q$. This idea will be quantified now. The limiting behavior of $A_1(z)/z$ and $A_2(z)/z$ for $\omega>>\delta$ or $z>>1$ is

$$A_1(z) = \frac{2}{z} - \frac{8}{z^3} - 8\frac{\sin(z)}{z^4},$$  

(3.61)

$$A_2(z) = \frac{4}{z^2} + 24\frac{\cos(z)}{z^4} + 8\frac{\cos(z)}{z^4}.$$  

(3.62)

It is thus obvious from these two equations that $A_2$ indeed depends much stronger on $\omega$ than $A_1$.

The justification of the neglect of the $\omega$ dependence of the real part compared to that of the imaginary part could also be noticed from figure 3.4.1. Here at $z>1$ $A_1(z)/z$ decreases as $1/z^3$ while $A_2(z)/z$ increases.
Thus in the following only the $\omega$ dependence in the imaginary part will be taken into account. The next problem is to obtain the $q$ dependence which is in the matrix elements of equation (3.56a) and (3.56b). The exact calculation is tedious and difficult to do. However, there is another simpler approach. In this approach the $q$ dependence in the regime $q_c << q < k_F$ is assumed to be similar to that of the bulk case (for $q << k_F$ or as in (2.54)). In here $q_c \sim 1/R$ with $R$ the diameter of a cluster. This is plausible, because for $q << q_c$ the wavelength of the perturbation is very large compared to the diameter of the cluster so that the cluster ‘sees’ only a small part of it. However, for $q >> q_c$ or very small wavelengths compared to cluster dimensions, the particles in the cluster ‘see’ the same perturbation as the particles in the bulk. Thus for $q_c << q < k_F$, the real part of the dynamic magnetic susceptibility has approximately a $q^2$ dependence and the imaginary part a $1/q$ dependence. This results for small $\omega$ and $q_c << q < k_F$ in the following approximation for $f_0$,

$$f_0(\omega, q) = 1 - Aq^2 + iC \frac{\omega A_2(z)}{q} z. \quad (3.63)$$

Here $A$ and $C$ are constants of equation (2.32). The factor $\omega A_2(z)/z$ is used instead of $A_2(z)$ so that the $\delta$ dependence disappears when going to the bulk limit or $\delta$ is very small. Otherwise the dynamic magnetic susceptibility of bulk would dependent on volume, which is obviously unphysical. Indeed, the electronic properties of a cube of 1x1x1cm$^3$ in size are the same as the one of for example 2x2x2cm$^3$.

To summarize, here the expression for $\chi_0^+(\omega, q)$ or $f_0(\omega, q)$ for small $\omega$ and $q_c << q < k_F$ is derived. In the following paragraph this expression and the quantities calculated in the previous paragraph will be used to calculate the corrections to the Curie temperature.

### 3.5 Finite size effects on the Curie temperature of small metallic clusters

In paragraphs 3.3 and 3.4 in principle all ingredients are calculated, which are necessary for the calculation of the Curie temperature for a cluster system. As explained above, the SCR-theory will be used for this calculation. Thus the Curie temperature follows from (2.52),

$$1 - I\chi_0(T_c) + \lambda(T_c) = 0. \quad (3.64)$$

The static susceptibility $\chi_0$ of a cluster system was evaluated in paragraph 3.3 and the result is given by (2.18). From the discussion in paragraph 3.3 it appeared that for the cluster system under investigation $\chi_0$ could be approximated by $\chi_0$ for bulk (given by (2.18)). Thus the second term of (3.64) does not change the behavior of a cluster system compared to bulk. With other words the second term does not change the Curie temperature of a cluster system compared to bulk. Then the difference (if there is any) should come from the evaluation of $\lambda$. 
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To obtain $\lambda$, equation (2.53) has to be evaluated first. For this the results of paragraph 3.3 and equation (3.63) of paragraph 3.4 will be used. In the following first $\lambda$ will be evaluated.

Calculation of $\lambda$

From equation (2.56) it can be seen that $\lambda$ can be split in a temperature-dependent and temperature-independent part. For the calculation of the temperature independent part an expression of $\text{Im}(G(\omega,0))$ over the whole $\omega$ range is required. The expression found for $f_M$ in the previous paragraph is only valid in the small $\omega$ regime. What to do with this temperature independent part will be discussed later. First the temperature dependent part is investigated. For this purpose an expression for $\text{Im}(G(\omega,0))$ has to be found, which is done via equation (2.53),

$$\text{Im}(G(\omega,0)) = -\frac{\alpha}{\chi_0}\text{Im} \left\{ \sum_q \left[ f_M \left( \frac{\partial^2 f_M}{\partial^2 B} \right) + \left( \frac{\partial f_M}{\partial B} \right)^2 \right] \right\} \bigg|_{B=0}. \tag{3.65}$$

In this equation the numerator will be approximated by its static long wavelength limit, which was found in paragraph 3.3. Thus with (3.49) the second term between the square brackets disappears, resulting in

$$\text{Im}(G(\omega,0)) = -\frac{\alpha}{\chi_0} \left( \frac{\partial^2 f_M(0,0)}{\partial^2 B} \right) \sum_q \text{Im} \left( \frac{1}{1-f_0} \right). \tag{3.66}$$

It now comes down to the evaluation of the sum over $q$. For bulk this sum was replaced by an integral. In case of a cluster system one has to be careful with this replacement, because the sum is taken in steps proportional to $1/R$. This means that the sum can be replaced only by an integral when the function, $q^2 \text{Im} \left( \frac{1}{1-f_0} \right)$, changes gradually over an interval $1/R$. For large enough cluster sizes $f_0$ can be approximated by (2.54) in the $q_c<<q<<k_F$ regime. Namely, for large enough cluster sizes the $\omega$ dependence differs from bulk only in the small $\omega$ regime. In figure 3.5.1 the function $q^2 \text{Im} \left( \frac{1}{1-f_0} \right)$ is plotted for different $\omega$ as function of $q$. This function has a maximum for $\omega^{1/3}$. Thus the sum can be replaced by an integral when $q<<\omega^{1/3} >> 1/R$. This means that for $q>>q_c$ the sum over $q$ can be replaced by an integral and for $f_0$ equation (3.63) can be used.

For the remaining part of the sum, the function to sum over is not known and a replacement by an integral is probably not possible. However, when the function to sum over is finite, the contribution of this part of the sum can be neglected for large enough cluster sizes. This is, because its contribution is then proportional to $1/R$. 
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From the criterion $q \gg q_c$, an estimation of the lower limit of the cluster size can be derived. As can be seen from above $q \sim \omega^{1/3} \gg 1/R$ and with (2.57) can be shown that $q^3 \sim \omega - T \gg 1/R^3$. From this the following can be derived,

$$q \sim k_F \left( \frac{T_c}{E_F} \right)^{1/3} \quad \omega^{1/3} \gg (k_F R)^3 \quad T_c \gg 1 \Rightarrow T_c \gg \frac{E_F}{(k_F R)^3} \sim \frac{E_F}{N} \sim \delta. \quad (3.67)$$

Here $\delta$ is the average energy level spacing at the Fermi energy and $N$ was the number of electrons. Estimating $E_F$ by $10^4$K and $T_c$ by 20K leads with (3.67) to $N \gg 500$. Thus, with for example 5 d-electrons per atom this leads to clusters consisting of more than 100 atoms.

Now, from (3.67) it can be understood that in paragraph 3.3 $T \gg \delta$ and in paragraph 3.4 $z \gg 1$ or $\omega \gg \delta$ were the regimes of interest.

As discussed above in the calculation of equation (3.66) only the regime $q \gg q_c$ of the sum has to be considered. In this regime the sum can be replaced by an integral and for $f_0$ equation (3.63) can be used. Using these approximations, it is easy to see that

$$\text{Im}\{G(\omega + i\delta,0)\} \sim \omega^{1/3} \left( \frac{A_z(z)}{z} \right)^{1/3} \quad (3.68)$$

With this, the expression for $\lambda_1$ for a collection of clusters of the same size becomes
\[ \lambda_1 = \frac{1}{\pi} \int_0^\infty \frac{d\omega}{e^{\omega^2/4} - 1} \cdot \text{Im}(G(\omega + is,0)) \sim \int_0^\infty \frac{d\omega}{e^{\omega^2/4} - 1} \cdot \left( \frac{A_2(z)}{z} \right)^{1/3} \] (3.69)

For further calculations it is convenient to use the coordinate transformation \( x = \frac{\omega}{T} \). Then the full expression for \( \lambda_1 \), called \( \lambda_{\text{cluster}} \) in the following, becomes

\[ \lambda_{\text{cluster}} \sim T^{4/3} \int_0^\infty dx \cdot \frac{x^{1/3}}{e^x - 1} \left( 1 - \left[ \sin \left( \frac{\pi x}{\delta} \right) \right]^{2} + \int_0^\infty \frac{\sin(t)}{t} \frac{\pi}{T} - \frac{\pi}{2} t \right) + \left( \frac{\cos \left( \frac{\pi x}{\delta} \right)}{\delta} - \frac{\sin \left( \frac{\pi x}{\delta} \right)}{\left( \frac{\pi x}{\delta} \right)^2} \right)^{1/3} \] (3.70)

In the following \( \lambda_{\text{cluster}} \) will be compared with \( \lambda_{\text{bulk}} \). Above in paragraph 2.5 it was found that \( \lambda_{\text{bulk}} \sim T^{4/3} \int_0^\infty dx \cdot \frac{x^{1/3}}{e^x - 1} \). For comparison \( \frac{\lambda_{\text{cluster}}}{T^{4/3}} \) as a function of \( T/\delta \) together with the constant \( \frac{\lambda_{\text{bulk}}}{T^{4/3}} \) are plotted in figure 3.5.2.

![Figure 3.5.2: \( \lambda_{\text{cluster}}/T^{4/3} \) as a function of \( T/\delta \) (dotted line) together with \( \lambda_{\text{bulk}}/T^{4/3} \) (solid line) are plotted.](image)

It can be seen from this figure 3.5.2 that \( \lambda_{\text{cluster}} \) has a stronger temperature dependence than \( \lambda_{\text{bulk}} \) for a fixed size. This means that the Curie temperature of a cluster is increased
compared to bulk. From the figure 3.5.2 it can be seen that this effect increases for smaller cluster sizes. Thus for decreasing cluster sizes the Curie temperature increases. Further, it is also obvious that for very small $\delta$ the bulk limit is approached as expected.

Another convenient way to depict the difference between $\lambda_{\text{cluster}}$ and $\lambda_{\text{bulk}}$ is to plot both $\lambda_{\text{bulk}}$ and $\lambda_{\text{cluster}}$ as a function of temperature in arbitrary units for different values of $\delta$ (figure 3.5.3). Obviously this figure could be obtained from the data of figure 3.5.2. However, this is also a convenient way to show the evolution of $\lambda_{\text{cluster}}$ with cluster size.

![Figure 3.5.3](image)

**Figure 3.5.3:** the solid line is $\lambda_{\text{bulk}}$ as function of temperature. The other lines are $\lambda_{\text{cluster}}$ as function of temperature for different values of average distance between neighboring energy levels ($\delta = 1, 5$ and $10$).

From this figure 3.5.3 there can be clearly seen that the Curie temperature increases for decreasing cluster size. Indeed, let us assume that $\lambda$ must have a certain value to fulfill (3.64) as indicated by the horizontal line in figure 3.53. Then for the case of bulk a lower Curie temperature is obtained than for the cluster system with $\delta = 10$ as indicated by the intersection with the horizontal axis.

From figure 3.5.2 and 3.5.3 it could be seen that the temperature dependence of $\lambda_{\text{cluster}}$ differs from $\lambda_{\text{bulk}}$. For the consideration of equation (3.64) it is important to know that the temperature dependence of $\lambda_{\text{cluster}}$ does not exceed the $T^2$ behavior of $\chi_0$, because then the temperature dependence of $\lambda_{\text{cluster}}$ cannot be neglected anymore compared to $\chi_0$. To analyze this point, $\lambda_{\text{cluster}}/T^2$ and $\lambda_{\text{cluster}}/T^{4/3}$ for certainty are plotted in figure 3.5.4.
Figure 3.5.4: $\lambda_{\text{cluster}}/T^a$ for $a=2$ and $a=4/3$ as function of temperature for $\delta=20$.

From this figure it is thus obvious that the temperature dependence of $\lambda_{\text{cluster}}$ is weaker than $T^2$. Thus the temperature dependence of $\chi_0$ can indeed be neglected compared to $\lambda_{\text{cluster}}$. From this result it can also be concluded, that the Curie temperature of a cluster system will be below the Curie temperature predicted by the Stoner theory.

Thus from the discussion above it should be obvious that the effect of the temperature dependent part of $\lambda$ is an increase in Curie temperature for decreasing cluster sizes.

For the calculation of the temperature independent part $\lambda_0$ an expression of $\text{Im}(G(\omega,0))$ over the whole frequency range would be required. This is a tedious calculation and still has to be done. It can be assumed just as for the bulk case that this quantity merrily gives rise to a small shift, which is unimportant compared to the changed temperature dependence in the cluster regime.

Summarizing here, the cluster system under investigation was a collection of similar spherical particles equal in size, but differing in surface roughness. The size of an individual particle was more than roughly 100 atoms. It was also assumed that itinerant electrons were responsible for the magnetic properties and that spin orbit coupling could be neglected. Of this cluster system the Curie temperature was calculated via (3.64). From the work of Denton et al. it could be concluded that $\chi_0$ for clusters does not change compared to bulk. However, the temperature dependence of $\lambda_1$ of a cluster system differed from the bulk case giving rise to an increase of the Curie temperature compared to bulk. For smaller cluster sizes this effect increases. The effect of $\lambda_0$ still has to be calculated, but probably causes only an important shift.

Thus, by ignoring this $\lambda_0$, the main result can be shown best by plotting the Curie temperature of a cluster system as function of size or $\delta$ the average level spacing. This is
done in figure 3.5.5, where both the Curie temperature of a cluster system and the average level spacing are normalized to the bulk Curie temperature. In this figure the kink around $\frac{\delta}{T_{c\text{ bulk}}}$ = 0.02 arises due to the fact that in this regime to less numerical points were calculated. However, the main result that the Curie temperature of a cluster system increases with decreasing cluster size (increasing $\delta$) is obvious from this figure.

![Figure 3.5.5: the Curie temperature of a cluster system normalized to the Curie temperature of the bulk as a function of the average energy level spacing also normalized to the bulk Curie temperature.](image)

**Interpretation**

Above a quite technical derivation was given of the difference in Curie temperature of a cluster system compared to bulk. In the end the changed temperature dependence of $\lambda_1$ caused this difference. This $\lambda$ term in equation (3.64) can be interpreted as the influence of the spin density fluctuations. Apparently they are suppressed in the cluster system compared to bulk. The mechanism responsible for this must be the mechanism that caused the change in temperature dependence which is the presence of a surface with atomic irregularities. Namely, this surface roughness gives rise to the level repulsion by which the energy level structure changes around the Fermi level. This changed energy level structure on its turn gives rise to a different $\omega$ dependence which is via equation (3.70) directly connected to the temperature dependence. Thus due to the presence of an irregular surface spin density fluctuations are suppressed which leads to a higher Curie temperature.

**Discussion**

For the above described theory, experimental verification is still required. However, there are experimental results on Fe, Ni and Co clusters that could probably be qualitatively understood by the above treated theory [28]. These experimental results show an increase
of the magnetic moment per atomic site for decreasing cluster size. This could be understood as an increase in the Curie temperature for decreasing cluster size caused by the increased suppression of spin density fluctuations for smaller sizes. The problem is that Fe, Ni and Co are not weakly itinerant electron systems and therefore the above theory cannot be applied. For a correct verification weakly itinerant cluster systems should be prepared and investigated experimentally.

The theory above is appropriate for clusters of approximately larger than 100 atoms. In principle the theory can be extended to smaller cluster sizes. Then $\chi_0$ obtains a different size dependence compared to bulk as shown in paragraph 3.3. Further, the sum over $q$ in equation (2.53) must be evaluated in a different way. Namely, the part neglected in the theory above now becomes important. With other words the discreetness of the spectrum has to be taken into account explicitly.

For even smaller sizes the atomic irregularities become comparable to the size of the cluster and random matrix theory becomes invalid. In this regime a completely different approach has to be used. Mainly ab initio kind of approaches are used in this regime.
Appendix

Here equation (3.52) is derived. As a starting point for this derivation the following expression is used [29]

\[
\langle A \rangle = \langle A \rangle_0 + \int_{-\infty}^{\infty} \left\langle \left\{ A(t)H^i(t') \right\} \right\rangle dt'.
\] (A1)

Here \(\langle A \rangle\) is the average value of an observable quantity \(A\), \(\langle A \rangle_0\) is the average of \(A\) in thermodynamic equilibrium or without a perturbation, \(H^i(t')\) is a small time dependent perturbation Hamiltonian and \(\left\langle \left\{ A(t)H^i(t') \right\} \right\rangle_0\) is the so called two-time retarded Green function.

Equation (A1) describes in linear approximation in \(H^i\) the retarded response of the average of the observable \(A\) to the switching on of a perturbation expressed like \(H^i\) in Hamiltonian form. For the derivation of equation (A1), see [29].

To continue with (A1) it is assumed that the perturbation field is simple harmonic of the form \(\text{Re}(e^{i\omega t})\). In general the perturbation term \(H^i\) can be written as \(H^i(t') = -\text{Re}(\tilde{B}(t') \cdot \tilde{H}_0 e^{i\omega t})\), with \(B\) an observable and \(H_0\) the amplitude of the perturbation field. Thus with this kind of perturbation, the main interest is the Fourier transform of the following Green function

\[
G_r(t) = \left\langle \left\{ A(t)B(t') \right\} \right\rangle = \frac{1}{i\hbar} \theta(t-t')\left\langle [A(t), B(t')] \right\rangle_0.
\] (A2)

Here \(G_r(t)\) is the two-time retarded Green function and \(\hbar\) is Planck’s constant divided by \(2\pi\). The Fourier transform of this Green function is

\[
G_r(\omega) = \frac{1}{i\omega} \int_{-\infty}^{\infty} G_r(t) e^{i\omega t} dt = \frac{1}{i\hbar} \int_{-\infty}^{\infty} \theta(t-t')\left\langle [A(t)B(t')] \right\rangle_0 - \left\langle B(t')A(t) \right\rangle_0 e^{i\omega(t-t')} dt.
\] (A3)

The next step is to rewrite the statistical averaged terms like

\[
\left\langle B(t')A(t) \right\rangle_0 = \sum_l (S^*_l B(t') A(t) S_l) \cdot \langle n_l \rangle = \sum_l \sum_m (S^*_l B(t') S_m) S_m^* A(t) S_l) \cdot \langle n_l \rangle.
\] (A4)

Here \(S_l\) is a single particle eigenstate, \(\langle n_l \rangle\) is the average occupation of state \(l\) and (...) has to be interpreted as an inner product. The expression after the second equality sign is obtained via the closure relation. The statistical averaged terms of (A4) could also be expressed in terms of the eigenstates of the whole system, but it is assumed that in good
approximation the system can be seen as a collection of identical non-interacting quasi-particles. For example the HFA Hubbard model could be used.

Equation (A4) will now be rewritten by using the following equations

\[ e^{\frac{iH't}{\hbar}} S_i = e^{\frac{iE_i't}{\hbar}} S_i, \quad S_m^* e^{\frac{iH't}{\hbar}} = S_m^* e^{\frac{iE_m't}{\hbar}} \quad \text{and} \]
\[ B(t') = e^{\frac{H}{\hbar}} B(0) e^{\frac{H}{\hbar}} = e^{\frac{H(t'-t)}{\hbar}} B(t) e^{\frac{H}{\hbar}}. \quad (A5) \]
\[ (A6) \]

Thus with (A5) and (A6) equation (A4) can be expressed as

\[ \langle B(t')A(t) \rangle = \sum_l \sum_m (S_l^* B(t)' S_m)(S_m^* A(t)' S_l) \cdot \langle n_l \rangle \cdot e^{\frac{i\left[E_m - E_l\right]}{\hbar}}. \quad (A7) \]
\[ \]
For the term \[ \langle A(t)B(t') \rangle_0 \] a similar derivation can be done which results in

\[ \langle A(t)B(t') \rangle_0 = \sum_l \sum_m (S_l^* A(t)' S_m)(S_m^* B(t)' S_l) \cdot \langle n_m \rangle \cdot e^{\frac{i\left[E_m - E_l\right]}{\hbar}}. \quad (A8) \]
\[ \]
It is convenient for the following derivations to introduce the following function

\[ J_{BA}(\omega) = 2\pi \sum_l \sum_m \left( S_l^* B(t)' S_m \right) \left( S_m^* A(t)' S_l \right) \cdot \langle n_m \rangle \delta \left( \frac{E_m - E_l}{\hbar} - \omega \right). \quad (A9) \]
\[ \]
Here also (...) must be interpreted as an inner product. Equations (A7) and (A8) are expressed in terms of \[ J_{BA}(\omega) \] as follows

\[ \langle B(t')A(t) \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} J_{BA}(\omega) e^{i\omega(t'-t)} d\omega, \quad (A10) \]
\[ \]
\[ \langle A(t)B(t') \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} J_{BA}(\omega) \langle n_l \rangle \langle n_m \rangle e^{i\omega(t'-t)} d\omega. \quad (A11) \]
\[ \]
Substituting equations (A10) and (A11) into (A3) results in

\[ G_r(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega J_{BA}(\omega) \left[ \left\langle n_l \right\rangle \left\langle n_m \right\rangle - 1 \right] \frac{1}{i\hbar} \int_{-\infty}^{\infty} dt e^{i(\omega-\omega)\theta(t)}. \quad (A12) \]
This expression can be further evaluated by writing the step function as
\[ \theta(t) = \frac{i}{\hbar} \int_{-\infty}^{\infty} e^{-ist} dx. \] First integrating over \( t \) and then over \( x \) gives

\[
G_r(\omega) = \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} d\omega' \int_{-\infty}^{\infty} \frac{J_{BA}(\omega') \left[ \langle n_t \rangle - \langle n_m \rangle \right]}{\omega - \omega' + i\epsilon}. \quad (A13)
\]

To continue with equation (A13), the expression for \( J_{BA}(\omega) \) is substituted into (A13):

\[
G_r(\omega) = \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} d\omega' \int_{-\infty}^{\infty} \frac{J_{BA}(\omega') \left[ \langle n_t \rangle - \langle n_m \rangle \right]}{\omega - \omega' + i\epsilon} \cdot \sum_{m} \sum_{l} B_{ml} A_{lm} \langle n_m \rangle \delta \left( \frac{E_m - E_l}{\hbar} - \omega' \right). \quad (A14)
\]

Here \( B_{ml} = (S_m^* B(t) S_l) \) and \( A_{lm} = (S_l^* B(t) S_m) \). Integrating (A14) over \( \omega' \) gives

\[
G_r(\omega) = \frac{1}{\hbar} \sum_{m} \sum_{l} \frac{B_{ml} A_{lm} \left[ \langle n_t \rangle - \langle n_m \rangle \right]}{E_l - E_m + \omega + i\epsilon}. \quad (A15)
\]

From this equation it is quite easy to obtain (3.52). For this the definition of the transverse dynamic magnetic susceptibility \( \langle S_+ (q) \rangle \), \( h \) is set to 1 just as in paragraph 2.3 and \( H_1^1(t') = -S^+ (q) S^- (-q) h_+(q) e^{i\alpha t'} \) is used. So A of (A15) becomes \( S^+(q) \) and B becomes \( S^-(q) \).
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