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Abstract

Recommender systems are most often approached from a number-crunching perspective, even
though recent algorithms are very similar to methods used in psychology. Based on these simi-
larities this study tried to investigate if the prediction models produced by a matrix factorization
algorithm can be interpreted like is done in more psychological studies. Multidimensional scaling
was used on data gathered via an online cardsort to establish the psychological attributes people
perceive in movies. These attributes were then partially retrieved in the matrix factorization
model.
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Summary

Multimedia recommender systems have been developed and improved substantially in recent
years in an attempt to help people �nd items relevant to their personal interests in the ever
increasing amount of available content.

However, the development has traditionally been from a data-driven point of view with the
goal of predicting ratings as accurately as possible. Currently matrix factorization produces
the most accurate predictions at very low computation costs. It does so by describing movies
in terms of latent features, or dimensions underlying the rating data. Preferences can then be
predicted by using the calculated scores of the di�erent items on these latent features.

Preferences are not only studied in the �eld of recommender systems. The �eld of decision
making also produced knowledge on preferences, but from a more psychological point of view.
In decision making alternatives in a choice set are described on di�erent attribute dimensions.
For the choice of a notebook these dimensions might be the screen size, processor speed and
amount of RAM.

The winners of the Netix-prize suggest that the latent features in matrix factorization
similarly describe attributes of a movie, for example the amount to which a movie is geared
toward men or women. The observed similarity between latent features in matrix factorizations
and attribute dimensions in decision making lead to two research questions: \What are the
attributes underlying movie preferences?" and \Do the latent features in matrix factorization
describe these attributes?".

If the latent features indeed describe attributes of movies, combining the knowledge of
decision making with these latent features will provide insight in how preferences in movies are
formed and provide novel user interfaces for these systems. This thesis investigates to what
extent these latent features can be interpreted.

A study was designed to investigate the relationship between the latent features and the
dimensions in which people perceive movies. Using a 5-dimensional matrix factorization model
a carefully constructed stimulus set consisting of 48 movies that span the model adequately was
used in an online cardsort and multidimensional scaling resulting in two attribute dimensions,
`Maturity' and `Realism'. These attributes dimensions were compared to the latent features
in the matrix factorization model. Even though the comparison demonstrated that the at-
tribute dimensions and latent features are not very similar quantitatively, it turned out that a
translation from latent features into the established attribute dimensions could be found.

The translation from latent features to attribute dimensions can be used in recommender
systems to provide more user control, by allowing users to express their preferences in terms of
these dimensions.
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Chapter 1

Introduction

Thanks to broadband internet the amount of movies available to any person with a connection
is virtually unlimited, while still more content is being created. This makes it increasingly
di�cult for people to �nd movies that will match their preferences. Software systems are being
developed that help users in �nding content they are likely to appreciate. These systems are
called recommender systems and are applied in a large number of domains, such as books and
movies. They are used in various applications, for example as a shopping assistant in webshops
or to provide users with personalized playlists in online music services. The study in this report
will focus on movie recommender systems.

Current state-of-the-art recommender systems use rating information in order to make rec-
ommendations. Item characteristics and user preferences are extracted from rating data and
described in a model (Koren, Bell, & Volinsky, 2009), an approach that overlaps with the
research areas of decision making and preference modeling. The study in this report will in-
vestigate to what extent prediction models calculated by the matrix factorization algorithm
can be interpreted. In order to do so a brief introduction into recommender system algorithms
and psychological modeling is needed, which will be provided in this �rst chapter. After this
introduction a layout of the study in this report will be presented.

1.1 Recommender Algorithms

The heart of a recommender system is the recommender algorithm, or the mathematical steps
performed to calculate what items, e.g. movies, should be recommended to the users. We can
distinguish between two types of algorithms: content-based and collaborative �ltering.

1.1.1 Content-Based

Content-based �ltering relies on information describing the di�erent items, like for example the
cast of a movie, the director or the genre (Pazzani & Billsus, 2007). These algorithms are not
used very often in movie recommenders. They are very suited in domains where the alternatives
can be described in objectively measurable attributes, as for example laptop computers (where
the attributes may be processor speed, hard disk space, internal memory etc.) or digital camera's
(number of megapixels, amount of zoom, weight etc.).

In a content-based system a user is asked to rate movies, after which the system tries to
predict ratings based on the meta-information describing the movies. It is thus very similar
to a regression model, with the rating as the dependent variable and the meta-information as
independent variables.
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A content-based recommender in movies might for example use the cast of a movie, the
director, the runtime and even the locations where the movie was shot in order to provide
recommendations. If we know for one user that she gives high ratings to `Gangs of New York',
`Titanic' and `Catch me if you can', it is highly likely that she likes movies starring Leonardo
DiCaprio as he plays the lead role in all three movies.

1.1.2 Collaborative Filtering

Collaborative �ltering algorithms rely on another type of information, namely rating information
users express over the items. Ratings are explicit feedback on a one-dimensional scale, often on
a scale from 1 to 5 stars, though there are systems that use other scales like thumbs up/thumbs
down. This rating information is combined over users to predict what items a user will like.
The items with the highest predicted ratings are then presented as recommendations.

These algorithms use the similarity in rating patterns between users to base predictions on.
The main rationale is that people that rate movies similarly will have a similar taste in movies.
Thus if user A and userB have a similar rating pattern, the system will recommend movies to
user A that user B has rated high and userA has not rated yet.

The most straightforward algorithm would be a K-nearest neighbor (KNN) algorithm. A
KNN algorithm predicts the rating for an item user A has not rated yet, by taking the weighted
average of the ratings given to this item by theK users with the most similar rating pattern to
user A's. A number of methods to improve this algorithm have been applied, by for example
taking uncertainty of ratings into account (Jin, Si, Zhai, & Callan, 2003).

This type of algorithms can in turn be distinguished in two types of algorithms, namely
memory-based and model-based.

Memory-Based

The KNN algorithm described above is an example of a memory-based algorithm. The entire
dataset is stored in memory and used when a prediction is calculated. In this case by comparing
all available rating patterns and calculating an average. The problem with this approach is that
the calculation time needed to produce predictions increases exponentially with the number of
users and movies.

Model-Based

Another type of collaborative �ltering algorithms are model-based algorithms. The most widely
used recommender algorithm is called matrix factorization and will be explained in Section 1.1.4.
This type of algorithm combines rating data into a mathematical model that can be used to
make predictions. Building this model is computationally heavy and time-consuming, but cal-
culating predictions in these models is done very quickly. Model-based algorithms are especially
interesting as we can compare the models produced by these algorithms to ways in which pref-
erences are modeled in other �elds of study, as we will illustrate later in this chapter.

1.1.3 Content-Based compared to Collaborative Filtering

There are advantages and disadvantages to both types of recommender approaches.
The main drawback of content-based �ltering compared to collaborative �ltering is that it

relies heavily on the meta-data describing the items, which implies that this information should
be obtained and entered into the system. This also means that thought has to be put into what
meta-data to use. Maintaining a content-based recommender system thus requires signi�cant
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e�ort, as there is a constant need to keep information up to date or to add new information
when new items are added to the system.

Furthermore, not all types of meta-data may be equally useful. If someone likes movies
starring a certain actor, this can be used to make predictions. But if we consider George
Clooney it is hard to imagine that someone who liked him in his over the top comical role in
`Burn After Reading' or his �rst role in the cult-movie `Attack of the Killer Tomatoes' will
automatically like him in one of the episodes of the more serious `ER'.

Another issue is that not all information can be expressed easily or consistently. Something
elementary as the genre of a movie cannot be used straightforwardly, as they are not always
very well-de�ned (Langford, 2005; Chandler, n.d.). Users can have di�erent interpretations of
what genre a movie belongs in and new genres appear or movies fall in between genres. Using
genre information might thus pose problems when a system relies on this information. Similar
to genre, it may be hard to describe movies in terms of the emotions they evoke, even though
this may play an important role in how someone likes a movies. One movie may evoke di�erent
emotions in di�erent people. And even if there would be consistency, it may be hard to describe
it in words.

Collaborative �ltering does not rely on this type of information, which makes it useful in
domains where it is not clear what attributes of the items cause preferences. A main shortcoming
of collaborative �ltering algorithms however is what is called the cold start problem. Since
these algorithms rely on rating information, it is impossible to recommend items that have not
been rated to users, or to give recommendations to users that have not provided any rating
information.

Additionally, since these systems rely on rating information, it is necessary for users to
share their ratings. Users that are very conscious of their privacy may experience this need
to share as an issue. In content-based recommender systems there is no need to share the
information between users, because the models only use personal ratings and similarities in
terms of meta-information instead of comparing rating patterns between users.

Taking these advantages and disadvantages into consideration the conclusion is that di�erent
approaches are better suited for di�erent domains. There have been attempts at combining
both collaborative �ltering and content-based �ltering in movie recommenders to circumvent the
shortcomings of both algorithms (Balabanovi�c & Shoham, 1997; Melville, Mooney, & Nagarajan,
2002), but because of the ease of maintaining a collaborative �ltering system, it is used as
algorithm for the majority of recommender systems nowadays.

1.1.4 Matrix Factorization

Matrix factorization is currently the most e�ective and e�cient recommender algorithm. It is
similar to methods like Principal Component Analysis and Singular Value Decomposition in
that it tries to extract patterns embedded in data. This is done by decomposing one matrix
into two matrices, such that the inner product of these matrices reproduce the original matrix.

In the case of a recommender algorithm, it tries to describe the user-item matrixR (Table 1.1,
which is an n � m matrix (with n the number of users andm the number of items in the
catalogue). The cells inR describe how the corresponding user rated the corresponding movie.
R typically has a large number of missing values, as most users rate only a small amount of
movies.

R is decomposed into two matrices,U (n � k-dimensional) and I (m � k-dimensional),
such that R = U � I T . The k columns in these matrices are called the latent features. What
they describe exactly is unknown, but allegedly they describe attributes of movies on which
preferences are based (Koren et al., 2009). An example might be suspense, as some people like
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Table 1.1
User-Item Matrix R, with the cells describing how users (n users in the rows) rated movies (m movies
in the columns) on a 5-point scale.
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Mark 2 ? � � � Rmark;m
...
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...

...
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. . .
...

User n Rn;1 Rn;2 Rn;3 Rn;4 � � � Rn;m

movies with a lot of suspense, whereas other people prefer more calm movies. For items (entries
in U ) the scores on the latent features are supposed to describe to what extent a movie has
these properties, while for users (entries inI ) they describe how important a user �nds these
properties.

It is important to note that these properties are not the same as genres. If we take suspense
as an example, we can imagine that di�erent genres are placed along this property. For example,
a romantic comedy might have a very low level of suspense (or maybe even a negative level), a
thriller somewhat more and a horror movie might be near the extreme of this scale.

The predicted rating for user u on item i is calculated by taking the inner product U u � I i .
The number of dimensionsk is chosen based on the trade-o� between complexity of the model
and the extent to which R = UI T is reproduced correctly. The power of this algorithm lies in
the fact that where the original matrix has nm entries, the matricesU and I have a combined
number of entries ofk � (m + n) << mn .

The reason this algorithm is becoming so popular is that it scales very well, which makes it
useful for large amounts of data. Additionally it can handle missing values which typically occur
in recommender systems, as users practically never rate all of the movies (datasets typically have
less than 5% observed ratings). Lastly matrix factorization has a higher prediction accuracy
than older algorithms, such as algorithms based on K-nearest neighbors (Rendle et al., 2009).

This factorization is very similar to factor analysis which is used in psychological studies
where items in large questionnaires are combined into a smaller number of latent constructs. In
psychology, the ultimate goal is to understand what psychological constructs are represented by
the latent constructs. The �eld of recommender algorithms lacks the tools to gain understanding
in these types of latent features, so they are solely used to predict ratings.

1.2 Evaluating algorithms

Algorithms are mostly evaluated in terms of prediction accuracy. A metric often used to compare
performance is RMSE (Equation 1.1), the standard error of distances between observed and
predicted ratings. This metric is calculated by splitting up the used dataset into a training set
(which is used to base the model on) and a test set (which is used to validate the model). The
di�erences between predicted and actual ratings for items in the test set are used to calculate
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the RMSE. Other metrics exist, but rely on the same training/testing procedure. An extensive
overview of di�erent metrics, their uses and di�erences is given in Herlocker, Konstan, Terveen,
and Riedl (2004).

RMSE =

vu
u
t 1

N

NX

j =1

(R̂u;i � Ru;i )2 (1.1)

One of the most notable examples of this focus on accuracy was the Netix Prize1 that
ran from 2007 until 2009. Netix is a US-based online video store that uses a recommender
system to provide its users with recommendations of movies to watch. The goal of the contest
they organized was improving the accuracy of their recommender algorithm called Cinematch
by 10%. In the end this contest was won when two teams combined their results (Koren et al.,
2009).

However, some aspects of recommender system performance are claimed to be impossible
to describe by only looking at objective metrics of accuracy (McNee, Riedl, & Konstan, 2006a).
This opinions is shared by a number of researchers that put e�ort in developing recommender
evaluation frameworks (McNee, Riedl, & Konstan, 2006b; Knijnenburg, Meesters, Marrow, &
Bouwhuis, 2010).

The study in this thesis is based on the observed similarity between matrix factorization
models and a psychological framework used in decision making studies to describe preferences.
It will adopt a psychological point of view which may lead to an understanding of what aspects
of movies are important for predicting preferences, which is useful in developing recommender
algorithms. The psychological framework that will be used is called multi-attribute utility
theory (MAUT) and will be explained in the next section.

1.3 MAUT

MAUT is a theoretical framework applied in decision making used to describe and explain
preferences. Its background comes from economy and assumes that a decision maker assigns a
subjective value to alternatives called utility. The option in a choice set with the highest utility
is preferred over the others.

MAUT presupposes that alternatives can be described on a set of attributes. Laptops for
example can be broken down into the processor speed, weight, battery life, screen size and
hard disk space (see Table 1.2). For di�erent decision makers, di�erent attributes can be more
important; one user may prefer portability over speed, while another may think screen size is
the most important attribute. Utility is a subjective value that depends on the attributes an
alternative has and how important a user thinks the di�erent attributes are.

Customer A could care a lot about disk space and not so much CPU speed, while customer
B cares more for processor speed and not so much disk space. When confronted with a choice
set consisting of three alternative con�gurations (see Table 1.2),A and B might have di�erent
preferences. Preferences are thus a combination between two important concepts, the user
weights and the attribute values.

U(x) =
KX

k=1

wkuk (xk ) (1.2)

These preferences can also be calculated using Equation 1.2. This equation describes how
the individual user weights (wk ) and attribute values ( xk ) are combined to calculate the overall

1http://www.netflixprize.com/
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Table 1.2
Alternatives with Attribute Values and User Utility Values

Attributes Utility Values

Disk
space
(10 GB)

CPU
speed
(GHz)

Price
(100 ¤ )

User
A

User
B

Alternative 1 1 0.9 3 -0.1 -0.1
Alternative 2 2 0.9 5 0.4 -0.7
Alternative 3 0.8 2.2 5 -0.7 0.7

utility for alternative x. The attribute values are transformed via a utility function, uk (xk ),
which basically describes the law of diminishing marginal returns (increasing hard disk space
from 10 to 20 gigabytes is appreciated more than increasing from 120 to 130) (Payne, Bettman,
& Johnson, 1993).

For the sake of argument we take the utility functions to be uk (x) = x. Since this is
an example, we �ll in the individual user weights for the two users described in the previous
paragraph. Normally these weights are derived from observed preferences, but for the sake of
illustration the weights in this example are decided to be 2 for an attribute that is important and
1 for a less important attribute. If we denote the weights asw = ( wdiskspace; wcpuspeed; wprice ),
the easiest way to describe these weights will be (2; 1; � 1) for user A and (1; 2; � 1) for user B
(a higher price a�ects utility negatively, thus it is given a negative weight). The higher weight
wdiskspace describes the higher importance of harddisk space for userA. Similarly, the higher
weight for wcpuspeed describes the higher importance of processor speed for userB .

Using these values, we calculate the utility values as in the two right columns in Table 1.2.
Through these values we can see that userA prefers Alternative 2 to Alternative 1 and Alter-
native 1 to Alternative 3, whereas B prefers Alternative 3 to Alternative 1 and Alternative 1
to Alternative 2, as expressed by the higher utility values for these alternatives.

1.3.1 Comparing MAUT to MF

It is worth noting that calculating the utility is almost equivalent to calculating the predicted
rating in Matrix Factorization. Both the user weights ( uk ) and the attribute values ( xk ) in
Equation 1.2 are similar to the latent feature scores described byU u and I i used to predict
R̂u;i in matrix factorization (see Equation 1.3). A di�erence is that in MAUT attribute values
are transformed via the individual attribute utility functions uk (xk ). In matrix factorization
extreme latent feature scores are prevented by penalizing too high scores, which is in essence
similar to these utility functions.

R̂u;i = U u � I i =
KX

k=1

U u;k I i;k (1.3)

Both MAUT and matrix factorization express alternatives in a multidimensional attribute
space. Furthermore, preferences are expressed as alternatives with a higher score on a one-
dimensional scale (rating in matrix factorization, overall utility in MAUT).

There are two main di�erences between the multidimensional spaces used in MAUT and
matrix factorization. The �rst is the fact that dimensions in MAUT are readily interpretable
as they describe the di�erent, objectively measurable, attributes of the alternatives. In matrix
factorization the dimensions are latent features that optimally describe ratings. So even though
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Koren et al. (2009) claim that the dimensions describe properties of the movies, there is no
straightforward way to interpret them.

Another di�erence is in the multidimensional structure underlying both approaches. The
dimensions in MAUT are typically correlated, as for example faster processors are more expen-
sive. In matrix factorization the latent features are extracted so that they predict ratings as
accurately as possible, which will presumably lead to orthogonal latent features2. Thus where
in MAUT trade-o�s have to be made between price and processor speed, in matrix factorization
a user can for example decide on various levels of comedy for a given level of suspense.

1.4 Exploring the Latent Feature Space

The key overlap between matrix factorization and MAUT lies in that both approaches assume
a multidimensional space in which preferences can be represented. The meaning of the dimen-
sions in MAUT is known, as these are the values of attributes of the alternatives. In matrix
factorization the meaning of the latent features is unknown, but since they are used in a similar
fashion, they likely describe characteristics of items as well. By this line of thinking, we attempt
to investigate what the latent features describe.

The observed resemblance between multidimensional spaces in MAUT and matrix factor-
ization models gives rise to a number of research questions. The �rst question is concerned
with to what extent preferences or perceived similarity in movies can be described in terms of
continuous dimensions like is done in MAUT.

RQ1: What are the dimensions underlying perceived similarity and preferences in movies?

This question will be answered via card sorting and a method called multidimensional scal-
ing, which will be discussed in the following chapter. If we can �nd an answer to this question,
the next step is to investigate to what extent these dimensions relate to the matrix factorization
model space.

RQ2: Are the latent features describing a matrix factorization model similar to the dimensions
describing perceived similarity and preferences?

Answers to these two research questions will provide more insight in a number of areas. They
will provide understanding in how perceived similarity in the domain of movies is structured
and to what extent this perceived similarity is captured in matrix factorization models.

Finding a positive answer to RQ1 and RQ2 can help in applying knowledge acquired in
the �eld of decision making on recommender systems. In studies on consumer decision making
it is already demonstrated that the composition of a choice set inuences consumer satisfaction
(Fasolo, Hertwig, Huber, & Ludwig, 2009). Bollen, Knijnenburg, Willemsen, and Graus (2010)
demonstrated that this to some extent also applies in recommender systems.

Finding an interpretation for the dimensions in matrix factorization may help in overcoming
a number of problems in recommender systems. The �rst problem that can be overcome is the
cold start problem. If the dimensions in the model space can be interpreted, a user new to
the system could express the extent to which he desires the di�erent dimensions in movies (i.e.
setting her own user vector), so that the system can recommend movies. Similarly for a new
item, users could express to what extent the movie scores on the di�erent dimensions. This
information can then be used to calculate initial vectors for users (items), so that they can
receive recommendations (be recommended) without having to rate movies (be rated).

The second problem is the inuence temporary external factors may have on preferences.
It has been found that emotions can inuence the decisions people make (Pham, 1998), so

2An inspection demonstrated that for models under 10 dimensions the latent features are orthogonal
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similarly a user might prefer di�erent movies when in a di�erent mood. The audience a movie
will be enjoyed in may similarly inuence a user's appraisal of the movie (i.e. when someone is
watching a movie by herself, she is likely to prefer di�erent movies than when watching with
other people).

In current recommender systems there is no straightforward way to take these temporary
inuences into consideration. A way in which this is handled is by using virtual pro�les to
enable sets of recommendations based on di�erent ratings. If however the research questions
can be answered, these temporary e�ects could be addressed by allowing users to express a
temporary higher importance for a certain dimension to get recommendations more in line with
the desired movies.
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Chapter 2

Layout of the Study

A user study was designed to �nd the answers to the research questions formulated in Chapter 1.
Multidimensional scaling will be used to investigate what structure people use to mentally
represent movies. Multidimensional scaling is widely used in psychological studies to discover
what attributes describe perceived similarity in stimuli with ill-de�ned properties (Kruskal &
Wish, 1978). Comparing multidimensional spaces will be done by performing a Procrustes
analysis, a method that transforms one vector space into another. This chapter will explain the
di�erent methods that will be used.

2.1 Multidimensional Scaling

Multidimensional scaling is a mathematical process where similarity data is translated into a
spatial con�guration (Shepard, 1980; Kruskal & Wish, 1978). It is typically applied in studies
aimed at investigating how people perceive stimuli that cannot be straightforwardly expressed
in terms of attributes. An example is the study of Morse code signals (Shepard, 1963), in which
the two dimensions describing Morse code signals appeared to be code length and the amount
of dashes or dots. Another example is the study on the perception of cheese by Lawless, Sheng,
and Knoops (1995), in which all cheeses could be described in two dimensions: the strength of
the taste (nutty versus milder) and the texture (smooth versus crumbly).

Multidimensional scaling requires similarity data of stimuli in order to calculate a spatial
con�guration. There are several ways to have people express similarities (Tsogo, Masson, &
Bardot, 2000). One can ask a user to make pairwise comparisons, by giving her a scale to
rate the similarity she perceives between two items (Kruskal & Wish, 1978). Another option is
triadic comparisons, where a user is asked to express which pairs are the most and least similar
in a set of three items (Novello, 2009; Tsogo et al., 2000). A third option is cardsorting in
which a user is asked to group a number of items into groups that are similar (Lawless et al.,
1995). These three methods were compared by Novello (2009), who concluded that the three
di�erent methods did not lead to di�erent results in terms of consistency. The main trade-o�s
to consider are the resulting resolution of the similarities, the time necessary to complete the
study, the number of participants required and the size of the stimuli set.

The models in recommender systems are typically high-dimensional. In order to establish
high-dimensional spaces similarities between a large amount of items are needed, as the range
of values on multiple dimensions has to be covered. This limits the use of pairwise or triadic
comparisons, as the number of comparisons required increases exponentially with the number
of items. Secondly, since matrix factorization is used to predict preferences, we are unsure
what type of similarity it describes, if any. The ways in which similarity is gathered will be
manipulated in order to investigate what exactly is described by the matrix factorization models.
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These manipulations imply that a high number of participants is needed. Combining the need
for a large number of participants and a large stimuli set, the method best suited is thus a
cardsort.

Some semantic information is necessary to be able to interpret the dimensions if the multi-
dimensional scaling solution. In order to gather this data as well, participants in the study will
be asked to describe the groups they make in terms of keywords. This data can later be plotted
in the multidimensional scaling solution, making the interpretation of the dimensions easier.

The multidimensional scaling solution will provide an answer to RQ1 , as when no good so-
lution can be found, there apparently is no multidimensional structure in which movie similarity
can be described. If a �tting solution can be found, the next step is to compare this solution
to the original matrix factorization model space in an attempt to answer RQ2 .

2.2 Cardsort

In studies combining cardsorting data with multidimensional scaling, it is essential to provide
the users with a set of stimuli that meets a number of requirements:

Size { The typical amount of items used in comparable multidimensional scaling studies ranges
from 30 to 80. Among others, this number depends on the number of dimensions, as the number
of dimensions extracted from the similarity data cannot be higher than the number of items.

Diversity { The items should be selected from throughout the entire movie space, such that
the range of values on all latent features is as high as possible. This ensures that all latent
features are represented in the set of movies.

Well-known { It is essential that all participants in this study sort the same movies. This
implies that the movies should be fairly well-known, so that the participants have no problems
in sorting them.

Clusters { The set of movies should already consist of a number of clusters, as the task of
sorting the items might otherwise be too hard for the participants of the study.

Conventional studies applying multidimensional scaling consist of a preliminary study to
ensure that a stimuli set meets these requirements. In our case we start from a multidimensional
structure described by the matrix factorization model, which provides more control to establish
a set meeting these requirements. Chapter 3 will provide an in-depth description of how this
set was obtained.

2.3 Procrustes rotation

After acquiring a vector space through multidimensional scaling, this vector space can be com-
pared to the original matrix factorization model space, which will be done via a Procrustes
analysis. This analysis is named after the mythical Greek Damastes (who was nicknamed Pro-
crustes, which translates to `the stretcher [who hammers out the metal]') that o�ered tired
travelers a bed, but during the night would �t his guests to the bed by stretching them or cut-
ting of extremities. The method tries to �nd a Euclidean transformation to change one space
into another. The extent to which this can be done is an indication of how comparable the
vector spaces are.
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2.4 Design

There are two main uncertainties in this study. Firstly there is the question of what the
matrix factorization model space actually describes. Since a matrix factorization model is
based on rating data, the resulting model space may describe something di�erent than perceived
similarity. A manipulation will be incorporated in the user study to investigate this.

The second issue is that the link between a cognitive structure in which movies are repre-
sented might be di�erent from the matrix factorization model space. A manipulation will be
used to see if participants perform the sorting task di�erently when they are provided with a
structured or unstructured sorting task.

These two manipulations will yield a 2 � 2 between subjects design, which is discussed in
more detail below.

2.4.1 Perceived Similarity and Preference Similarity

Studies applying multidimensional scaling typically ask for participants to sort items based on
how similar they think two items are, which is called perceived similarity. Researchers often
purposely do not specify what they understand by similarity (Novello, 2009) to ensure that
participants are not inuenced sorting in a way they expect the researcher to like.

Based on how matrix factorization works, another interpretation of similarity has been
formulated. Since the movie vectors are used to predict ratings instead of describing similarity,
their proximities might represent a di�erent kind of similarity which we will call preference
similarity.

The di�erences between preference similarity and perceived similarity can be explained by
considering more conventional choice sets. Two cameras with the same technical speci�cations
but with di�erent colors will likely be preferred equally (unless one thinks the color of a camera is
really important), but because of the color di�erence, people may perceive them to be dissimilar.
These cameras thus have a high preference similarity, but a lower perceived similarity.

Because it is uncertain what the proximities in the matrix factorization model represent,
the di�erences between multidimensional scaling solutions based on both preference similarity
and perceived similarity will be investigated. A priori the expectation is that solutions based
on preference similarity are more similar to the matrix factorization model, because the matrix
factorization model tries to describe preferences.

2.4.2 Structured versus unstructured sorting

The second manipulation will serve as a way to increase the probability that the gathered data
will be similar to the original matrix factorization model. This is to ensure that even when the
matrix factorization model does not describe similarity as the participants perceive it, there will
be information on how the participants perceive the matrix factorization model space.

To do this some participants will be provided with a starting con�guration consisting of the
original matrix factorization clusters, that participants can accept right away or alter if they
feel the need to. If the data resulting from the structured sorting task is very di�erent from the
unstructured sorting task, this can be seen as an indication that the matrix factorization model
space is very di�erent from the underlying cognitive structure of movie similarity.

2.5 Summary

The setup of the study is illustrated in Figure 2.1. The starting point is a matrix factorization
model space (top right), from which a stimuli set for the user study will be derived. The
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Figure 2.1: Layout of this study. The study starts from a matrix factorization model (represented in the top).
Via a cardsort similarity data will be gathered (represented in the matrix in the bottom right), which will be
used in multidimensional scaling, resulting in a solution (represented in the bottom left) that will be compared
to the original matrix factorization model.

cardsorting will result in a similarity matrix (bottom right), which will be translated into a
spatial con�guration via multidimensional scaling. Via the multidimensional scaling solution
RQ1 can be answered. Comparing the multidimensional scaling solution to the original matrix
factorization model provides an answer toRQ2 .

The remainder of this report is as follows: The design of a suitable set of stimuli is described
in Chapter 3. The design of the study is explained in Chapter 4. The results of the user study
and the �rst steps toward answering RQ1 will be described in Chapter 5. An answer toRQ2
will be presented in Chapter 6. The �nal chapter will consist of a general discussion, a critical
review on this study and pointers for future research.
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Chapter 3

Movie Set

3.1 Process

This chapter explains how the matrix factorization model was used to obtain a set of movies
that ful�lls the requirements formulated in the previous chapter. The process consists of three
steps. The �rst step is deciding upon the number of dimensions in the matrix factorization
model. Choosing too few dimensions will result in the model not capturing all essential movie
properties. Too many dimensions can lead to some smaller, less meaningful patterns being
captured, complicating or possibly preventing the interpretation of the dimensions.

After deciding on the right number of dimensions the next step is verifying that the matrix
factorization algorithm produces constant models. As this algorithm is approximating an opti-
mal solution, the resulting models are not stable with every recalculation. An investigation will
be performed to verify that these di�erences do not result in signi�cantly di�erent models but
the same vector space with rotated dimensions.

The last step is reducing this model to a manageable set of movies, that adheres to the
requirements formulated in the previous chapter.

3.2 Dimensionality of the Matrix Factorization Model

As mentioned before, the movie set used in the online user study will be derived from a matrix
factorization model. This model will be based on the 10M MovieLens dataset, a set consisting
of 10 million ratings by 71567 users on 10681 movies. The matrix factorization model will be
calculated by the MyMedia framework1.

The �rst step of obtaining a good set of movies is deciding on the number of dimensions
of the matrix factorization model. This will be done via visual inspection of a scree plot,
similar to establishing the number of factors in factor analysis and the number of dimensions in
multidimensional scaling. A scree plot is a graphical representation of the unexplained variance
or stress as a function of the number of dimensions. Adding dimensions will always reduce
the amount of unexplained variance, but at some point the amount of variance explained by
every additional dimension will diminish. This is the point where adding more dimensions
does not improve the model signi�cantly anymore, presumably because from this point on the
increased performance is achieved by over�tting noise in the underlying data and not so much
by describing the data in a model.

1MyMedia is a European-funded FP7 project which is aimed at researching recommender systems, more
information available at http://www.mymediaproject.org
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Figure 3.1: RMSE as a function of number of dimensions, with the model based on 10M set (blue) and, for
comparison, a model based on the 1M set (gray).

In the case of matrix factorization, we use RMSE as indicator of model �t. RMSE is a metric
that expresses the extent to which an algorithm can correctly predict ratings (see Equation 1.1).
This is calculated by splitting the dataset up into two sets, one for training and one for testing.
The algorithm is trained on the training set, which is then used to predict the ratings in the
test set. The di�erence between the predicted and actual value is squared, summed and the
total is square rooted. The lower the RMSE, the better the model predicts.

Because RMSE is calculated by splitting up the data, a fortunate (unfortunate) split can
result in a lower (higher) RMSE than it actually is. To overcome this problem, one can perform
k-fold cross validation. k-fold cross validation consists of subdividing the dataset intok bins.
A total of k runs is performed using these bins, where in thekth run the kth bin is used as the
testing data and the remaining bins are used as training data. The RMSE is then averaged over
thesek runs. For this investigation we used a 5-fold cross validation.

Applying the scree plot method to the matrix factorization model results in the blue line in
Figure 3.12. This chart shows an elbow at around 4 or 5 latent features. In order to make sure
that no crucial latent features are left out, the study will use a 5-dimensional model.

3.3 Robustness of Matrix Factorization Algorithm

After deciding to work with a 5-dimensional matrix factorization algorithm, the second step
is investigating the robustness of the algorithm producing the model. Matrix factorization is
a non-deterministic algorithm, which means that every time an algorithm produces a model,
it may be di�erent. It is important to verify that models produced are consistent, except for
some possible linear transformation. In order to do this, a Procrustes analysis was performed
on three vector spaces described by three models. These three models were the result of three
consecutive runs of one algorithm fed with the same data.

2Because the 1M MovieLens dataset, consisting of 1 million ratings by 6000 users on 1000 movies, is used
more often, RMSE-values were also calculated to serve as comparison to other algorithm implementations. It is
worth noting that the elbow appears at the same place. The 10M models outperform the 1M models at every
number of dimensions. This is probably due to the larger size of the dataset. Another issue worth noting is that
the RMSE tends to rise again after some time. This is caused by the lack of �netuning of the hyperparameters of
the matrix factorization algorithm. One of these parameters is the regularization, which prevents the algorithm
from using extreme values to achieve a better �t. When the dimensionality increases, the regularization should
normally be decreased, something omitted in this investigation. This should have no substantial e�ect on the
conclusions, as the regularization makes a small di�erence on the total RMSE.
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Figure 3.2: Example of Procrustes Rotation, where the blue triangle is rotated to �t the red triangle:
Unrotated Shapes (left) and Rotated Shapes(right)

A Procrustes analysis consists out of �nding ak � k matrix ( A ) describing a linear transfor-
mation of a vector space (M ) into a target matrix ( M t ) via matrix multiplication ( AM = M t ).
When comparing n vector spaces, there aren transformation matrices that try to transform
vector spaceM n to the mean shape �M (A i � M i = �M ; 1 � i � n).

Because of the vast amounts of data, it is necessary to restrict ourselves to investigating a
subset of the model. In this case the data was reduced to the 1000 movies with the highest
number of ratings. On these subsets a Procrustes analysis allowing only for reecting, rotation
and translation was performed. Reection is when values on one dimension are inverted for all
points, rotation is when all points are rotated around one dimension, and translation is when
all points are shifted along one dimension. In Procrustes analysis scaling is allowed too, but
since in this case the dimensions are assumed to describe characteristics of the movies, scaling
them might introduce an unwarranted emphasis on some of the dimensions in our model.

The R2-value of a Procrustes rotation describes how comparable two vector spaces are.R2

is the Pearson correlation, or the proportion of distances between movie vectors that can be
explained by the rotation. This is demonstrated in Figure 3.2. The rotation shows that the
distances between points in the plot where the blue triangle is rotated toward the red triangle
(right) are smaller than those in the plot with the original triangles (left). The proportion by
which the distances decreases by the rotation is an indication of the similarity of the two shapes.

When comparing the three matrix factorization models, they are rotated to the mean shape,
described by taking the average position for every movie over the three models. TheR2-value
then represents to what extent each of the three models could be rotated back to the mean shape.
For the three di�erent models the R2-values wereR2

M 1
= :999, R2

M 2
= :997 andR2

M 3
= :991. A

random vector space with the same density as the three vector spaces described by the models
leads to R2

random = :083 (averaged over 25 random shapes). As taking this subset of most
rated movies might introduce a bias, the analysis was performed with a randomly selected set
of movies out of the original movie space. The outcome was very similar to the analysis with
the most rated movies, with R2

M 1
= :999, R2

M 2
= :996, R2

M 3
= :992 andR2

random = :087
Another way to investigate the shape similarity is by visually inspecting the movie space and

how far the movies are apart after rotation. In order to do this, the three models are overlayed,
with the 10 most rated movies plotted for each model. This results in a plot where every movie
has 3 points, that should lie close together if the models are isomorph. For every pair of latent
features, these plots are added in Appendix A.1. Worth noting is that movies in di�erent models
have a very close distance after the Procrustes rotation, supporting the conclusion that the three
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Figure 3.3: Comparison of Distances in Model A on X-Axis and Model B on Y-Axis for Three Models.

models are isomorph and are thus equivalent except for some straightforward transformation
consisting out of rotation and translation.

A third way to investigate the di�erences in shape is by looking at the distances between
items. If the shapes are similar, the distances between items should likewise be similar. To
investigate this the distances between each possible pair of movies are plotted on the horizontal
axis for one model and on the vertical axis for another model. If the models are similar, the
distances between pairs of movies should be similar as well and the points should thus lie on
a line. This is displayed in Figure 3.3. The three plots show all points very close to the line
x = y, which was to be expected given the highR2-values of the Procrustes rotations.
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3.3.1 Hierarchical Clustering

Hierarchical clustering is another way to gain insight in what aspects of movies cause them to
appear close to each other in the matrix factorization model. It divides one space into smaller
spaces, so-called clusters. Mathematically it produces a mapping, or subdivision, of entities
xn = x1; : : : ; xn into a collection of subsetsC1; : : : ; Cs. These subsets are mutually exclusive
and collectively exhaustive, such that every element inxn is member of exactly one subset in
C (

S k
j =1 Cj = xn ).

The hierarchical clustering is calculated by performing a number of steps that result in a
tree. The general procedure consists of four steps. The starting point is a clustering in which
every movie is assigned to its own cluster, after which the steps are performed until all movies
are in one cluster.

1. Clusters are gathered,

2. Proximities between clusters are calculated,

3. Clusters are grouped together based on proximity,

4. The clusters grouped together are replaced by the new cluster.

This results in a tree in which movies are placed together that are close together in the movie
space. What clusters are grouped together exactly depends on the algorithm used. For this
study Ward's method has been used. Ward's method merges clusters with the goal of creating
high distances between clusters, but minimizing distances within clusters. An overview of
di�erent methods is given in Murtagh (1983).

A clustering is called to be robust if it does not change much when the set of itemsxn

is altered slightly. Ideally a clustering should have high similarities within clusters and low
similarities between clusters. If this is the case, removing any item or adding noise to the items
will not change the clustering much.

There are several ways to investigate the robustness of a clustering (Hennig, 2008). A
method is performed via bootstrapping, in which the original setxn is clustered a large number
of times, with every clustering performed on a slightly altered version ofxn . The alterations
consist of jitter and noise. Jitter is displacing some of the items by a little bit. Noise is removing
a number of randomly selected items or adding a number of random items. If these alterations
do not have a large e�ect on the clustering, the clustering is considered to be robust.

Performing a hierarchical clustering based on the Euclidean distances between the 100 most
rated movies in the 5-dimensional matrix factorization movie space leads to the dendrogram
depicted in Figure 3.4. What becomes apparent is that sequels are often placed close together
(Terminator series, Star Wars series). But when inspected more closely other reasons to be
closed together become apparent. For example movies with the same director are placed together
(George Lucas with Star Wars IV and Indiana Jones) or movies with the same actor in the lead
role (Jim Carrey in Ace Ventura and Dumb & Dumber) or movies from the same studio (Disney
movies Babe, Aladdin, Lion King). Also small nuances like the di�erence between the older
Star Wars series (IV, V and VI) and the newer movies (I) can be found in the data. This
information is not included in any way in the data that was used to build the model, which is
an indication that the matrix factorization does indeed capture some characteristics of movies.

The number above each junction are bootstrap values. Bootstrapping is a process where
the clustering algorithm is run multiple times on the same input data, with each run small
alterations to this input data. These alterations can consist of small displacements of movie
vectors, or taking a random subset of the movies. By doing so the e�ect of alterations on the
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Table 3.1
16 Clusters in Final Set of Movies

Cluster Movie 1 Movie 2 Movie 3
A Ace Ventura: Pet De-

tective
Dumb & Dumber The Mask

B GoldenEye Mission: Impossible Stargate
C Jurassic Park Speed X-Men
D Sleepless in Seattle Titanic While You Were Sleep-

ing
E Batman Forever Home Alone Waterworld
F Schindlers List The Shawshank Re-

demption
The Usual Suspects

G The Godfather The Godfather: Part II Goodfellas
H 12 Monkeys Reservoir Dogs Pulp Fiction
I Being John Malkovich Blade Runner Fargo
J Aladdin E.T. the Extra-

Terrestrial
The Lion King

K Babe Beauty and the Beast Clueless
L The Birdcage Four Weddings and a

Funeral
Shakespeare in Love

M Apollo 13 Dances with Wolves The Fugitive
N Alien Aliens Die Hard
O Raiders of the Lost Ark Star Wars: Episode IV

- A New Hope
Star Wars: Episode V
- The Empire Strikes
Back

P The Lord of the Rings:
The Fellowship of the
Ring

The Lord of the Rings:
The Two Towers

The Matrix
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Chapter 4

Online Study

4.1 Introduction

In order to answer the research questions formulated in Chapter 1, a user study will be per-
formed. The main goal of this user study is to gather information on how users perceive
similarity between movies. These similarities will be processed using multidimensional scaling,
resulting in a spatial con�guration of which the dimensions will be interpreted. This spatial
con�guration will then be compared to the original matrix factorization space.

4.2 Manipulations

In Chapter 2 two manipulations were proposed to investigate what the matrix factorization
space actually represents. These two manipulations have been operationalized in the user study
and result in a 2 � 2 between subjects design. The �rst manipulation is the instruction that
participants will receive to base their sorting on. For the two conditions the instructions were
as follows:

Perceived Similarity { `sort into groups of movies that you �nd similar'.
Preference Similarity { `sort into group such that when movies are grouped together,

someone that likes one of the movies will like the other movies as well'.
The second manipulation a�ected the starting con�guration for the card sorting task: Half of

the participants started with a random con�guration (Random condition), while the other half
started with the clusters as they were extracted from the matrix factorization model (Presorted
condition).

4.3 Participants

Participants were gathered via a database maintained by the university. 122 participants visited
the online study, out of which 89 participants completed it. One of the participants �nished the
entire study within the unrealistic time of 3 minutes. After removing this subject a total of 43
female and 45 male participants remained. The mean age was 27:2 years (SD: 8:9 years).

The participants were not equally distributed over the conditions (see Table 4.1), caused by
a number of people stopping during the study, rendering their data useless.

Participants most often quit the Presorted Perceived Similarity condition. The data provides
no explanation why more participants in this condition did so. A Chi Square showed that there
was no signi�cant di�erence in the number of participants quiting over conditions ( � 2(1; N =
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Table 4.1
Number of Participants per Condition

Starting Con�guration
Presorted Random Total

Similarity
Perceived 16 24 40

Preference 28 20 48
Total 44 44 88

88) = 2:24, p = :13), but the lower participant count for the Presorted Perceived Similarity
condition has to be taken into account during the analysis.

Because the majority of participants in this database speak Dutch as �rst language, the
study was conducted in Dutch.

Participant expertise was measured by three questionnaire items adopted from Bollen et al.
(2010), rated on a 5-point Likert scale1. It showed no signi�cant di�erence over conditions.

4.4 Procedure

The user study consisted of three parts. The �rst part served as general introduction to the
study and a small survey to establish demographics on movie expertise. The second part was a
practice card sorting task for the participants to get familiar with the interface. The practice
task consisted of sorting 8 cards depicting either fruits or vegetables into two piles. Participants
were instructed to make one pile for fruits and one pile for vegetables.

After the example task the users were presented with the instructions of the actual sort-
ing task. These instructions emphasized that there was no single correct solution like in the
example task. Additionally the �rst manipulation was operationalized in these instructions,
by explaining participants the type of similarity they were supposed to base their sorting on.
These instructions remained visible during the actual task.

The user interface of the actual card sorting task is shown in Figure 4.1. Cards that are sorted
together received a border with the same color. Participants were able to see the synopsis and
movie cover by pressing the button denoted `meer info' (more information). When inspecting
this additional information people also had access to a button denoting `onbekend' (unknown)
to remove the movie from the task, if they did not know the movie. Unsorted movies had gray
borders. The task instructions were presented in the top right, along with the button to con�rm
that the user is ready. The top left showed a button that could be used to reset the sorting.

The cardsorting was an unstructured card sorting, that allowed people to decide on the
number of groups themselves, as long as there were at least two groups and every card was
assigned to a group.

The second manipulation was operationalized in the starting con�guration. Participants in
the Presorted conditions started out with the original clusters as they were found in the matrix
factorization, with the remark that they could either alter or accept the starting con�guration.
People in the Random conditions were asked whether they preferred to start with the items
spread out, or all movies stacked in one pile. They were asked to make this decision based on
how they experienced the example task.

When �nished with the sorting, people were asked to describe (tag) the groups they made
in a couple of keywords. The instruction to tag the movies was deliberately postponed to after

1The three items were: \I am a movie lover", \Compared to those around me I am a movie expert" and
\Compared to those around me I watch a lot of movies". All three were rated on a 5-point Likert scale ranging
from `Disagree' to `Agree'.
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Figure 4.1: Card Sorting User Interface

the sorting task, as the knowledge of having to tag might have inuenced the way participants
sort.

As �nal step they were presented with the groups they made, and per group were asked
to express how con�dent they were of the movies belonging together in a group and how fa-
miliar they were with the movies in the group. This was expressed on a 5-point Likert scale.
Additionally they were given the opportunity to elaborate on why they grouped the movies
together.

The study took on average 15:53 minutes (SD: 6:9 minutes) to complete. For calculating
the average, data on duration from three participants was ignored as they took longer than 60
minutes to complete the entire survey. This is presumably because they got interrupted during
their participation. As inspecting the data did not provide any reasons to discard their data, it
will be used in further analysis.
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Chapter 5

Results

Prior to the actual multidimensional scaling a number of behavioral measures will be investi-
gated to verify the reliability of the data. A number of issues were encountered when inspecting
these behavioral measures. Five users did not provide any tags for the groups they made. There
is no indication that they did not put serious e�ort into the cardsorting task, they might have
simply overlooked the tagging instructions, possibly because the participants were only asked
to tag the groups after they indicated they �nished sorting. Data of these participants will be
ignored when looking at the tags and tagging frequencies.

One user ignored the button that allowed for the removal of unknown items and created a
group tagged `unknown'. Movies in this group of this user will be considered as if the user did
discard them via the button for the remainder of the study.

5.1 Behavioral Measures

Taking these issues into consideration, the average values and standard errors for the behavioral
measures that were logged during the study are displayed in Table 5.1. Di�erences in these mea-
sures over conditions would indicate that the participants performed the task di�erently which
might lead to di�erences in the solutions that should be taken into account when comparing
these solutions to the original matrix factorization model.

To start, a 2-way ANOVA was performed with the duration of the sorting task as dependent
variable and the type of instruction and starting con�guration as independent variables. No
signi�cant e�ects were found, which indicates that participants spent about an equal amount
of time. A signi�cant di�erence would indicate that participants in some conditions spent more
or less time on the same task, which might a�ect the reliability of the following analyses.

A similar ANOVA was performed with the number of moves people needed to �nish the
task as dependent variable. Moves consist of moving a movie to a new group or discarding a
movie during the sorting task. The only marginally signi�cant e�ect was the main e�ect of
starting con�guration ( F1;84 = 3 :07, p = :08). Participants in the random starting condition
performed on average more steps (M random = 46:3, SD = 27:9) than those who were given a
starting con�guration ( M presorted = 36:2, SD = 25:6).

It is worth noting that these two ANOVA's show that while less moves were needed in
the presorted start con�guration, the same amount of time was required to �nish the task.
An explanation could be that the task consists of two subtasks. Firstly the items have to
be identi�ed and secondly they have to be moved to the proper position. Participants in the
presorted condition can save time by not having to move items into a con�guration, but they
still have to identify the movies and check the con�guration. The di�erence in time saved by not
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Table 5.1
Mean Values and Standard Errors of Behavioral Measures per Condition

Condition N Duration Moves Number of
Tags

Number of
Groups

Certainty

Start Conf. Similarity
Presorted Perceived 16 9.5 (1.7) 34.3 (4.1) 14.5 (1.3) 10.5 (0.7) 4.0 (0.2)
Presorted Preference 28 8.1 (0.8) 37.4 (5.6) 14.3 (1.2) 10.0 (0.6) 3.7 (0.1)
Random Perceived 24 9.0 (1.0) 48.6 (6.7) 10.4 (0.6) 7.9 (0.5) 4.0 (0.1)
Random Preference 20 9.6 (1.1) 43.6 (4.7) 13.4 (1.1) 8.5 (0.5) 3.8 (0.1)

having to alter the con�guration too much does not signi�cantly reduce the total time needed
to complete the sorting task.

An ANOVA with the number of groups as dependent variable was performed as well. The
fact that the presorted con�guration already has a high amount of 16 groups, lead to the
expectation that people in the random start con�guration would make less groups. The data
showed that the starting con�guration indeed had a signi�cant e�ect on the number of groups
participants ended with (F1;84 = 12:49, p < : 001). Participants that were provided with a
presorted starting con�guration ended up with more groups (M presorted = 10:2, SD = 3 :1) than
did participants who started from a random con�guration ( M random = 8 :1, SD = 2 :3).

An important part of the task consisted of tagging the movies. An ANOVA on the number
of tags per group was performed. Because of the higher number of groups participants made in
the presorted conditions, the total number of tags would be expected to be higher as well. No
signi�cant e�ects were found in the number of tags used, which indicates that people did not
experience more or less di�culties when explaining the groups they made over conditions.

One last measure to be investigated is how certain people were of the groups they made.
After the sorting and tagging people were asked for every group to express how certain they were
the movies in it belonged together on a Likert scale ranging from 1 (a little certain) to 5 (very
certain). A marginally signi�cant e�ect in the average certainty was caused by the instruction
people received (F1;84 = 2 :97, p = :085). People who were instructed to base their sorting on
perceived similarity expressed higher certainty on their grouping (M perceived = 4 :0, SD = 0 :6)
than people who were instructed to base their sorting on preference similarity (M preference = 3 :7,
SD = 0 :7). This indicates that the instructions caused people to approach the task di�erently.

One participant was noticed during the analysis because of a very low task duration and a
low number of groups. This user �nished the task in under three minutes and made only three
separate groups, while the average duration was 8.9 minutes (SD: 5.1) minutes and the average
number of groups was 9.2 (SD: 2.9). While neither number is more than 3SD from the mean,
the combination of these two low numbers lead to this participant being removed from the data
for the remainder of the study.

In summary, these investigations showed that participants went through the survey in com-
parable ways. The time participants spent, the number of groups they made and the number
of tags they gave are similar when compared quantitatively, which indicates that the manipula-
tions did not strongly inuence how people approached their tasks. The following analyses will
investigate if the manipulations inuenced the sorting in a qualitative way.

Reliability

An additional issue to take into consideration is the reliability of the groupings. Two di�erent
measures of reliability can be extracted from the data that was logged, namely the number of

27



times the movies was discarded during the card sorting task and the familiarity with the movies
in each group as expressed in the questionnaire after the card sorting task.

Based on these two measures, two movies have been removed from the data for the remainder
of the analysis. These movies are `Fargo' (discarded by half of the participants) and `the
Birdcage' (this movie was in groups for which expressed familiarity was more than 3 SD below
average), which leaves 46 movies for the remainder of the analysis.

5.2 Multidimensional Scaling

The similarity data gathered from the user study consists out of movies that are either grouped
together or not, which is ordinal data. It is thus unknown how much more similar movies are
if they are grouped together.

Each proximity is a value that depends on two movies and the participant. This type of
data is what is called two-mode, three-way similarity data (Cox & Cox, 2000). Two-mode
implies that there are multiple participants and multiple stimuli. Three-way implies that every
similarity is de�ned by a movie, another movie and a participant.

There are two possible approaches to use this type of data. Firstly the proximities can be
aggregated over items, leading to a single frequency table expressing how often each pair of
movies was grouped together. Secondly it is possible to use methods that take individual di�er-
ences into account. This study will use this second approach via the method called INDSCAL
(Carroll & Chang, 1970).

INDSCAL is a non-metric multidimensional scaling method. Non-metric means that the
dissimilarities are not considered to be continuous measures, but transformed using a non-
linear but monotonically increasing function optimally describing the proximities. Because the
proximities are not continuous anymore the absolute distances do not carry much meaning and
relative distances should be considered instead.

INDSCAL produces solutions consisting of a stimuli space and a subject space. The stimuli
space describes the scores of the stimuli on the di�erent dimensions, while the subject space
describes for every individual how important each dimension is in how she judges similarity.

A normal approach in multidimensional scaling starts by comparing the model �t against
the number of dimensions and picking a dimensionality where model �t does not increase much
when increasing the dimensionality. This is done by visually inspecting a scree plot, with the
model �t as a function of the dimensionality, and �nding the `elbow' of this plot. An INDSCAL
solution requires at least two dimensions to be able to describe the individual di�erences, which
produces di�culties to make this plot, as the di�erence between one, two and three dimensions
cannot be compared. Thus a possible `sweet spot' at two dimensions cannot be seen in the plot.
The approach that will be taken in this case is starting from the least complex 2-dimensional
solution and investigating to what extent increasing dimensionality improves the model.

5.2.1 Random Start Perceived Similarity

The data of participants who were instructed to base their sorting on perceived similarity and
started with a random con�guration will be used as starting point for the analysis. Individual
similarity matrices were created for the 24 subjects in this dataset. The cells in the matrix
were coded into one of three levels: 1 for pairs of movies grouped together, 0 for pairs of movies
grouped in di�erent groups and missing values for pairs from which one or both movies were
discarded. The resulting ordinal data was used in the SPSS implementation of INDSCAL.

Multidimensional scaling cannot handle data with a high number of equal proximities. To
overcome this problem the SPSS implementation of INDSCAL has an option called `Untying of
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ties', which alters equal values proximities in an optimal fashion.
INDSCAL was run on the data of the participants, resulting in a 2-dimensional solution

with an S-Stress of 0.104. The solution was plotted to be investigated visually (see upper half
of Figure 5.1). In order to facilitate the interpretation of the solution, the tags used to describe
the groups were linked to the movies in the groups. This resulted in frequencies describing
how often each movie was tagged with a certain tag. For the 10 most frequently used tags
linear regressions were performed with the dimension values of movies as predictor and the tag
frequency as dependent variable. The regression coe�cients were used to draw an arrow in
the direction in which the frequency a given tag was used increased maximally (lower half of
Figure 5.1). The length of the arrows is scaled by theR2-value of the regression models. Based
on the tags a cautious interpretation may be `Realism' for dimensions 1 (with `sci�'/`fantasy'
on one end of the dimension `drama'/`romance' on the other) and `Maturity' for dimension 2
(going from `children's'/`family' to `action').

Apart from the stimuli con�guration, an INDSCAL solution also consists of a subject space,
describing how the subjects weigh the dimensions in the multidimensional scaling when ex-
pressing similarity. The subject space for this solution is displayed in Figure 5.2. The ratio of
relative importance of the two dimensions is called `weirdness' and is calculated to be higher
if one dimension is more important than the other. The �gure shows that while some partici-
pants mainly use the �rst dimension how they perceive similarity, most participants use both
dimensions to at least some extent.

The next step was investigating if adding an extra dimension to the solution would improve
the solution. Displaying the three-dimensional solution is harder to do, but a representation of
the con�guration is displayed in Figure 5.3 (S-Stress: 0.083). To increase the understandability
of this plot, the movies in the solution space have been clustered using Ward's hierarchical
clustering as was done in Hollins, Faldowski, Rao, and Young (1993). Items in the di�erent
clusters are interconnected by lines. To have a readable �gure only one movie title for each
cluster is shown. Table B.1 in Appendix B shows what movies were in each cluster.

The most noteworthy observation is that where the tag vectors formed a cross in the two
dimensional solution, they form a tetrahedron in three dimensions. A tetrahedron is a shape that
is formed by joining four equilateral triangles along the edges (i.e. a pyramid with a triangular
basis instead of the more common square basis). In this case the origin of the solution is in
the center of this shape, with the tags pointing into the corners of the tetrahedron, which is
illustrated in Figure 5.4.

The `action' tag points down and out of the page into one corner, the `romantic' and `drama'
tags both point into the corner in the page and to the right, the `sci�' and `fantasy' tags point
in the third corner going in the page and to the left and the `children' and `family' point up
into the last corner. `Quality' does not point into any of the corners, but is halfway between
`romantic'/`drama' and `action'. Similarly `comedy' is halfway between `romantic'/`drama' and
`children/family'.

Much like the cross encountered in the 2-dimensional solution, the tetrahedron is a shape in
which the tags are separated from each other as much as possible. This might be an indication
that the movies and the tags describe clusters or genres more than continuous dimensions.

There are a number of di�erences between the solutions in two and three dimensions. In the
two dimensional solution the dimensions were more often tagged with one tag in the positive
direction (`drama'/`romantce') and another tag in the negative direction (`sci�'/`fantasy'), which
when combined lead to the interpretation of this dimension as `Realism'. In three dimensions
when tags point in one direction there is no single tag pointing in the opposite direction, which
makes it harder to name the dimensions. The fact that the tags form a tetrahedron does
complicate it more. Moving into the negative direction of the `action' tag means moving in the
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Figure 5.1: Two-Dimensional Stimulus Con�guration (top) and Vectors Describing Tag Usage (bottom) for
Random Start Perceived Similarity Condition.

30



Figure 5.2: Two-Dimensional INDSCAL Subject Space of Random Start Perceived Similarity Condition.
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Figure 5.3: Three-dimensional Solution Stimuli Con�guration (top) and Arrows Describing Tag Usage (bottom)
for Random Start Perceived Similarity Condition.
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Figure 5.4: Tetrahedron Describing Tag Vector Orientation

Table 5.2
Correlations between the Dimensions in a 3- and 4-dimensional solution

Three Dimensions
1 2 3

Four Dimensions

1 -.91 -.53 .16
2 -.25 .88 -.12
3 -.15 .11 -.98
4 -.15 .14 -.05

direction of the three other tags equally much.
The fact that `action' and `children's' are not each others opposite anymore does allow for

more nuance in describing movies. For example, a children's movie now can have di�erent levels
of `action', which was not possible in the 2-dimensional solution.

It is worth investigating if the multidimensional scaling solution has a better �t if a 4-
dimensional solution is calculated. Stress does not decrease much by adding a fourth dimension
(from 0.083 to 0.076), indicating that the solution does not improve much with the extra di-
mension. Additionally the correlations between the dimensions in the 3- and 4-dimensional
multidimensional scaling solutions can be investigated (Hollins et al., 1993). Table 5.2 shows
that the �rst three dimensions in the 4-dimensional solution describe the same aspects as the
dimensions in the 3-dimensional solution, while the fourth captures only a small portion of
variance. This is also reected in the overall subject weights in both solutions. In the 3-
dimensional solution the relative weights of the dimensions are 45%, 29% and 22%, while in the
4-dimensional solution the overall weights are 45%, 21%, 22% and 8%, which indicates that the
fourth dimension does not describe any essential properties.

Finding a multidimensional scaling solution for the Random Start Perceived Similarity con-
dition showed that three dimensions can be extracted from the data. The 4-dimensional solution
did not have a better �t than the 3-dimensional one. Thus for the comparison with the other
solutions a 3-dimensional solution will be used.
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5.2.2 Remaining Conditions

The data for the remaining conditions will be analyzed in a similar fashion and is described in
this section. The process of coming to the solution will however not be described as in-depth
as was done for the �rst condition.

Random Start Preference Similarity

The second condition to be investigated is the condition where participants were instructed to
sort based on preference similarity and started from a random con�guration. At �rst glance
an apparent di�erence exists between the solution derived from the previous condition and this
solution. In the �rst stimuli con�guration the movies were more evenly distributed throughout
the plane in two dimensions or throughout the space in three dimensions, whereas in this solution
the lower and upper left quadrants have hardly any movies occupying them. This means that
there is a relationship between the two dimensions. Movies scoring around a -2 on the �rst
dimension cannot have a score very di�erent from 0 on the second dimension.

This also was encountered when adding a third dimension, as this hardly improved the
solution �t (S-Stress decreased from 0.081 to 0.079). By investigating the three-dimensional
space it became apparent that the third dimension is only used to di�erentiate the cluster
consisting of `Goodfellas', `The Godfather' and `The Godfather: Part 2' from the other clusters.
This lead to the conclusion that a 2-dimensional solution is all that can be extracted from
the data (displayed in Figure 5.5). The fact that in this condition only two dimensions can
be retrieved, while the Random Start Perceived Similarity condition three could be retrieved,
might be due to the lower number of participants (18 versus 23).

If we compare the 2-dimensional solution to the previous solution in terms of tags is that
in this condition the tags `Comedy', `Family', `Children's' point in the same direction, whereas
in the previous solution `Comedy' was at a 45� angle with the other tags. These high correla-
tions are mainly caused by seven movies that were positioned toward the negative extreme of
dimension 1.

Similar to the previous solution `Sci�' and `Fantasy' are almost orthogonal to the previous
three tags. `Action' is again the opposite of `Children's' and `Family', much like the Random
Start Perceived Similarity condition.

As opposed to the previous solution, the tags `Ma�a' and `Quality' became signi�cantly
correlated with the solution, while the `Romantic' tag does not correlate anymore. The stimuli
con�guration demonstrates that all movies tagged with `Romantic' are near the origin.

When looking at the stimuli con�guration the movies in this solution appear to be less
uniformly distributed over the solution space. The `Sci�'-movies are clustered tightly as far
in the bottom-left corner as possible, while the `Children's/Family/Comedy'-movies form one
tight cluster as far to the right as possible.

Presorted Start Perceived Similarity

The third solution to be investigated is the data resulting from the Presorted Start con�guration
with the instruction of sorting based on Perceived Similarity. This condition had the lowest
number of participants completing the study, which can negatively inuence the robustness of
a multidimensional scaling solution.

The resulting stimuli con�guration in Figure 5.6 shows that the tags correlate di�erently
than they did in the two previous solutions. The `Action' tag does not correlate signi�cantly
with the two dimensions. S-Stress for this solution is 0.069, which is the lowest stress for a
2-dimensional solution.
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Figure 5.5: Two-dimensional Solution Stimuli Con�guration and Arrows Describing Increasing Tag Usage for
Random Start Preference Similarity Condition.
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Figure 5.6: Two-dimensional Solution Stimuli Con�guration and Arrows Describing Tag Usage for Presorted
Start Perceived Similarity Condition.
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Only six tags correlated signi�cantly with the solution, whereas the two previous solutions
had respectively eight and nine tags correlating signi�cantly. The tags that do correlate signif-
icantly with the solution dimensions describe a pattern di�erent from the patterns encountered
in the previous two solutions. `Comedy' is almost orthogonal to the `Children's/Family' tags
and the opposite of `Sci�'. In the two previous solution the opposite of `Children's' and `Family'
were `Action' and maybe `Quality'.

Similar to the Random Preference Similarity the addition of a third dimension only serves
to di�erentiate the ma�a movies from all of the other movies, but it does lead to a decrease in
S-Stress (from 0.069 to 0.057).

There are more di�erences than similarities with the previous solutions, thus it is hard to
say how valuable this solution is in itself. These di�erences are most likely caused by the limited
number of participants in this condition.

Presorted Start Preference Similarity

The �nal solution to be investigated is that of participants with the Presorted Start con�guration
sorting based on Preference Similarity.

The tag vectors in the two-dimensional stimuli con�guration (S-Stress: 0.076) closely re-
semble the Random Perceived Similarity condition (see Figure 5.7). Adding a third dimension
does not improve S-Stress very much (decrease from 0.076 to 0.071), but the third dimension
does alter the space in a way that makes sense. The tags `Action', `Children's', `Comedy',
`Romantic', `Family', `Drama' are all in the same plane. `Action' points in the exact opposite
direction of `Comedy'. The third dimension in this solution provides space for the other tags.
`Sci�' and `Fantasy' point down, while `Ma�a' points up. All three tags point slightly in the
direction of action. This is visualized in Figure 5.8. The clusters in this graph are as displayed
in Table B.2 in Appendix B.

The main di�erence with the Random Perceived solution is that in this solution the majority
of tag vectors are in the same plane. The only tag vectors oriented in a di�erent plane are the
tags `Fantasy' and `Ma�a'.

5.2.3 Comparison

The di�erent solutions demonstrate that the robustness of solutions and the number of dimen-
sions that can be retrieved is strongly inuenced by the number of participants. The data from
the two conditions with lowest participant counts does not gain much when described in three
dimensions, as opposed to the other two conditions. The manipulations did not appear to in-
uence the number of dimensions that could be extracted from the data, as the most dissimilar
conditions (Random Start Perceived Similarity and Presorted Start Preference Similarity) show
that an equal number of dimensions could be extracted.

The di�erent participant counts over conditions and the di�erent number of missing values
over participants make it hard to claim that one solution is better than the others based on
S-Stress.

The di�erence in dimensionalities also makes it hard to compare the solutions qualitatively.
The di�erences in what tags are correlating signi�cantly can be observed. In the Presorted Start
Perceived Similarity condition the tags `Drama' and `Romantic' do not correlate signi�cantly
with the solution anymore, which leads to the disappearance of the `Realism' dimension, as this
dimension was established a dimension with the tags `Romantic' and `Drama' correlating with
the positive side of a dimension, while the negative side correlated with `Fantasy' and `Sci�'.

Another observation is that the correlations between tag vectors di�er over conditions. `Fam-
ily' and `Children's' point in the same direction in every solution. But in the Random Start
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Figure 5.7: Two-dimensional Solution Stimuli Con�guration and Arrows Describing Tag Usage for Presorted
Start Preference Similarity Condition.
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Figure 5.8: Three-dimensional Solution Stimuli Con�guration and Arrows Describing Tag Usage for Presorted
Start Preference Similarity.
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Table 5.3
R2-values for rotating four di�erent Multidimensional Scaling Solutions to each other
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3 23 Random Perceived 1 .76 .68 .87
2 20 Random Preference 1 .80 .71
2 16 Presorted Perceived 1 .67
3 28 Presorted Preference 1

Preference Similarity condition the tags `Children's', `Family' and `Comedy' all three point in
the same direction while in the other three solutions `Comedy' points in a di�erent direction
than the other two.

Comparing the solutions can also be done more quantitatively by using Procrustes analyses
like was done in Chapter 3. A Procrustes analysis can be used to see to what extent the
four multidimensional scaling solutions can be rotated to each other. In case of a di�erence in
dimensionality (Random Preference and Presorted Perceived are 2-dimensional, while Random
Perceived and Presorted Preference are 3-dimensional) the lower dimensional solution will be
padded with 0's as is common in Procrustes Analysis. The extent to which this could be
done is described in Table 5.3. It shows that the number of participants in the condition
determines how comparable the solutions are. It is remarkable that the solutions based on
the two most dissimilar conditions (Presorted Start Preference Similarity and Random Start
Perceived Similarity) are the most comparable in terms of ProcrustesR2, but this is most likely
due to the higher number of participants in these conditions.

5.3 Conclusion

The most robust models are those with the highest participant count. The two-dimensional
solutions for Random Perceived, Random Preference and Presorted Preference lead to the as-
sumption that movie similarity can be described with a `Realism' and a `Maturity' dimension.
Interpreting the 2-dimensional solution for Presorted Perceived was not easy to do, as there
were less tags correlating signi�cantly with this solution.

Interpreting the 3-dimensional solution becomes harder as vectors do not have vectors point-
ing in the opposite direction anymore. What can be observed is that `Drama'/`Romantic' is
orthogonal to `Children's'/`Family' in every solution. `Action' and `Sci�' appear to be somewhat
correlated in three dimensions. For the rest all tags try to be as far apart as possible.

On a stimulus level a number of things is worth noticing as well. Some clusters are very
robust, while others less so. The movie `E.T.' falls in every solution between the `Family' and
`Sci�' tag, which appears to make sense. Also, the `Ma�a' tag falls in between `Action' and the
tags associated with a `Realism' dimension (e.g. `Drama' and `Romance'), which also makes
sense. Even though the S-Stress values and di�erent dimensionalities give reason to be cautious
when looking at the solutions, these observations show that the solutions do describe similarity
to some extent.
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Considering that the solutions based on the datasets with the highest participant count
appear to be the most reliable, together with the fact that the conditions that were expected
to be least similar appear to be highly similar when compared via a Procrustes analysis, leads
to the decision to combine all data into one multidimensional scaling solution in order to make
the comparison between perceived similarity and the matrix factorization model. Both the
quantitative data and the qualitative interpretations of the solutions do not provide enough
evidence to assume that the separate solutions describe di�erent similarity spaces.
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Chapter 6

Comparing Multidimensional
Scaling to Matrix Factorization

The solutions in the previous chapter established two important dimensions in all datasets and a
possible third in the datasets with larger numbers of participants. Since the solutions appeared
to be similar both qualitatively and quantitatively, in this chapter all data will be combined
to create one solution. The corresponding stimulus solution will be used to investigate to
what extent the dimensions in which people perceive movie similarity are captured by a matrix
factorization model.

The same multidimensional scaling method as in the previous chapter will be used to obtain
the stimulus con�guration. Initially a 2-dimensional solution will be calculated and investigated.
From this solution the extent to which the model improves by using a higher dimensionality
will be investigated. The solution with the right balance between solution �t and complexity
will be compared to the original matrix factorization model.

6.1 Multidimensional Scaling Solution

Combining all data from the previous chapter results in a total of 87 participants. The stimuli
con�guration and tag vectors for a 2-dimensional solution are displayed in Figure 6.1 (S-Stress
= 0.089).

The assumption that the conditions did not systematically a�ect the way in which people
sorted can be veri�ed by investigating the subject space (see Figure 6.2). Participants close
to the x-axis (y-axis) primarily base their interpretation of similarity on the �rst (second)
dimension. The graph shows that while some participants indeed weigh one dimension more
than the other, the majority weighs both dimensions about equally strong. At �rst glance the
participants that deviate from equal weight do not appear to be coming from one condition.
A more formal check consists of performing an ANOVA with the angle of the subject weights
with the x-axis as dependent variable and the manipulations as independent variables. No
signi�cant e�ects were found, indicating that the manipulations did not cause participants
in di�erent conditions to systematically di�er in the weights they assign to dimensions when
expressing similarity.

Similar to the solutions established in the previous chapter, based on the tags two dimensions
can be identi�ed in the 2-dimensional solution. Taking the average angle of the vector `action'
and the negatives of the vectors `family' and `children's', a line was drawn representing the
`Maturity' dimension. Similarly by taking the average of the `sci�' and negative `drama' and
`romantic' vectors the second dimensions `Realism' was drawn. The resulting dimensions are
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Figure 6.1: Two-Dimensional INDSCAL Stimuli Space and Tag Vectors for All Data

43



Figure 6.2: Two-Dimensional INDSCAL Subject Space for All Data
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Figure 6.3: Dimensions in Multidimensional Scaling Solution Based on Tag Usage

displayed in Figure 6.3.
In the previous chapter solutions based on over 20 subjects improved substantially with

the addition of a third dimension. In this combined dataset S-Stress also decreases to 0.082
(from 0:089), while adding a fourth solution does not decrease S-Stress much (from 0:082 to
0:081). Considering these numbers the 4-dimensional solution will not be investigated. The
3-dimensional stimulus con�guration and tag usage are displayed in Figure 6.4 (the movies in
each cluster can be found in Table B.3 in Appendix B).

A problem encountered in the previous chapter is that the 3-dimensional solutions could not
be interpreted as easily as the 2-dimensional solutions. This is also true for the 3-dimensional
solution for all data pooled together, which may be an indication that the third dimension does
not capture a property of movie similarity. Similar to the previous chapter, the tag vectors
in the 3-dimensional solution are distributed in such a way that there is no straightforward
way to interpret the dimensions. The con�guration of the tags is most similar to the tags
in the solution based on the Presorted Start Preference Similarity condition in Chapter 5.
`Children's'/'Family' are in the same plane as `Drama'/`Romantic' with a 90 degree angle.
However, `Sci�' and `Fantasy' point down, away from `Children's'/`Family', while `Action' points
in the same direction upward.

Since the 3-dimensional solution �t is not much higher than the 2-dimensional solution, the
2-dimensional solution will be compared to the matrix factorization model.
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Figure 6.4: Three-Dimensional INDSCAL Stimuli Space and Tag Vectors for All Data
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6.2 Comparison to Matrix Factorization

This study will compare the two multidimensional spaces in four di�erent ways. The �rst way
is by comparing the distances between movie pairs, as when the two spaces are similar movies
close to each other in the one space, should be close to each other in the second space as well.
Secondly a Procrustes analysis will be used like was done in Chapter 3. Thirdly the clustering
will be compared, as if the two spaces are similar, the same clusters should emerge from both
spaces. As a �nal check regressions will be used to see if the position of a movie in the matrix
factorization model can be used to calculate the scores on the dimensions established in the
multidimensional scaling solution.

6.2.1 Inter-Movie Distances

Apart from comparing the multidimensional spaces in a multidimensional fashion, the inter-item
distances can be compared over these two spaces. If the 2-dimensional solution is similar to
the matrix factorization model, the distances between each of the possible 2025 pairs of movies
should be similar over spaces as well. The distances between items for the two spaces are plotted
in Figure 6.5, with the distances between movies in the multidimensional scaling solution on
the horizontal axis and the distances in the matrix factorization model on the vertical axis. If
the shapes are similar, there should be a strong correlation between the distances in the two
spaces. Movie pairs above a correlation line are further apart in the matrix factorization model
than in the multidimensional scaling solution. The reverse goes for pairs of movies below the
line.

The graph shows that the distances are very di�erent over spaces, with anR2 value of 0.02.
The pairs of movies were investigated, but no pattern was to be recognized in what movies
deviate from the regression line most.

6.2.2 Procrustes Analysis

A more formal quantitative analysis of shape similarity is the Procrustes analysis. A problem
in performing a Procrustes analysis on these two spaces is the di�erence in dimensionality,
which can be solved in two di�erent ways. Firstly multidimensional scaling can be used on
the proximities between movies in the original matrix factorization model to transform the
original model into a lower dimensional space. Reducing the dimensionality of the matrix
factorization space has as drawback that certain nuances may be lost. Secondly the solutions
can be compared as is, by padding the multidimensional scaling solution with zero columns to
match the dimensionality of the matrix factorization model.

When padding the 2-dimensional multidimensional scaling solution with zero columns to
�ve dimensions, the R2-value of the Procrustes rotation is a low 0:39. Rotating a random
con�guration with the same density back to the original matrix factorization model results in
an R2 of 0:21. If the dimensionality of the original matrix factorization model is reduced via
multidimensional scaling, the R2 decreases to 0:32.

The interpretation of these numbers however has to be done cautiously, as the multidimen-
sional scaling solution is produced via a non-metric method. This implies that the distances
are ordinal distances, while distances in matrix factorization are interval data (i.e. if a distance
between a pair of movies in the matrix factorization is twice as high as a di�erent pair of movies,
the second pair is twice as dissimilar, while the same di�erence in the multidimensional scaling
solution only tells that the second pair is more similar than the �rst pair but not by how much).
Even taking this into account, the R2-values are very low and indicate that the spaces are not
very similar.
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Figure 6.5: Comparison of Distances between Movies in Multidimensional Scaling Solution and Matrix
Factorization Model

6.2.3 Clustering

If the matrix factorization model and the multidimensional scaling solution are similar, the same
clusters should appear in both spaces when they are clustered. Performing Ward's hierarchical
clustering (the same method as used in Chapter 3) on the multidimensional scaling solution
resulted in the dendrogram displayed in Figure 6.6(a). Figure 6.6(b) shows the dendrogram
for the clustering of the matrix factorization model. The dendrogram corresponding to the
matrix factorization solution appears to be more symmetrical than the other, with more evenly
distributed clusters.

The dendrogram for the multidimensional scaling solution shows four clusters when cut at a
height of 8, and six clusters when cut at 5. The dendrogram for the matrix factorization model
shows four clusters at a height of three. In order to be able to compare the two spaces, both
the matrix factorization model and the multidimensional scaling solution will be divided in the
four top clusters.

After dividing both spaces into four clusters, these clusters can be plotted in the multidimen-
sional scaling stimulus con�gurations. The clusters in the multidimensional scaling clustering
are plotted with di�erent colors in the upper part of Figure 6.6. This plot shows clear separations
between the four clusters. The lower part of the �gure shows the stimulus con�guration with
the clusters derived from the matrix factorization model (the four top clusters in Figure 6.6(a)).
When the clusters in the matrix factorization space are plotted in the multidimensional scaling
solution, there does not appear to be a relation between clusters and the position of a movie.
The clusters are scattered throughout the multidimensional scaling stimuli con�guration, which
is an indication that the two multidimensional spaces consist of di�erent clusters.

Similar to what the comparison of distances between pairs of items showed, the di�erences
in clusterings demonstrate that the two spaces are di�erent. Two movies close to each other in
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(a) Dendrogram of Ward's Hierarchical Clustering of Movies in the Multidimensional Scaling Solution

(b) Dendrogram of Ward's Hierarchical Clustering of Movies in the Matrix Factorization Model
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Figure 6.6: Multidimensional Scaling Stimuli Con�guration with MDS Clusters (top) and MF clusters (bottom)
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the matrix factorization model are not necessarily close to each other in the multidimensional
scaling solution.

6.2.4 Regressions

A �nal analysis that can be performed is investigating if the dimensions in the multidimensional
scaling solution can be described by the dimensions in the original matrix factorization model.
This investigation will be done via linear regressions. There are a number of considerations
when performing this study.

First of all, there is the di�erence in dimensionality. Secondly, both the matrix factorization
model and the multidimensional scaling solution can be rotated arbitrarily, while the spaces
remain equivalent. Because of the higher dimensionality of the matrix factorization model, it
can be rotated with more degrees of freedom. Finally, it might be the case that one dimension
in the multidimensional scaling solution is the combination of multiple dimensions in the matrix
factorization model.

Keeping these issues in mind the �rst step consists of rotating the multidimensional scaling
solution such that the dimension labeled `Maturity' in Figure 3.1 coincides with the x-axis. The
matrix factorization model will be rotated onto the solution as good as possible via a Procrustes
rotation. After this is done a linear regression will be performed to see what proportion of the
scores on the `Maturity' dimension in the multidimensional scaling solution can be explained
by the matrix factorization space. Subsequently an identical regression will be performed for
the second dimension labeled `Realism'. Because of the Procrustes rotation, the dimensions in
the multidimensional scaling are expected to correlate highly with the �rst two dimensions of
the matrix factorization model.

The �rst linear regression has the dimension `Maturity' as dependent variable and the �ve
dimensions in the matrix factorization model as independent variables. Performing this regres-
sion results in a model with an R2 value of 0:59. The signi�cant predictors in this model are
the �rst ( � = +2 :62, p < : 001), third ( � = � 2:96, p < : 05) and �fth ( � = +1 :33, p < 0:01)
dimension of the matrix factorization model. Performing a similar regression for the dimension
labeled `Realism' results in a regression model withR2 = 0 :21. The only signi�cant predictor
in this regression model is the second matrix factorization dimension (� = 2 :07, p < : 01).

The �t of these regressions can be visualized in a regression plot, with the actual scores on
the `Maturity' or `Realism' dimension on the x-axis and the score resulting from the regression
model on the y-axis. A good transformation between these two spaces would be if all movies
were on the linex = y. Figure 6.7 shows that the �t is reasonable, but not optimal which was
to be expected given theR2-values of the regression models.

The regression model �t supports the �ndings of the Procrustes analysis and the compar-
ison of inter-movie distances that the spaces are dissimilar. However, these regression plots
demonstrate that (especially in the case of the `Maturity' dimension) the scores on the multidi-
mensional scaling solution dimensions can be translated into matrix factorization latent features
scores to some extent. By performing regressions with the values along a multidimensional scal-
ing dimension as predictor and scores on the di�erent latent features as dependent variable a
translation of the �rst into the latter can be found.

6.3 Conclusion

The analyses point out that when compared quantitatively the spaces are dissimilar. Movies
close to each other in the multidimensional scaling solution are not necessarily close to each
other in the matrix factorization model. However, the linear regressions did show that there
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Figure 6.7: Regression Plots of Linear Regressions of Matrix Factorization Dimensions to Predict `Maturity'
(top) and `Realism' (bottom).
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is a way to translate a position in the multidimensional scaling solution to a position in the
matrix factorization model. Even though this translation is not 100% accurate, it should provide
a global indication of the preferences people have. Given the fact that the multidimensional
scaling solution is based on perceived similarities, these dimensions should be easier to interpret
and use than the latent features in the matrix factorization space.

An example of using these dimensions is providing users of a recommender system with two
sliders labeled `Maturity' and `Realism' to express what level of maturity or realism they would
like in their movies. The value expressed on this slider can then be used to calculate the user
vector in the matrix factorization model, to circumvent the cold start problem. Alternatively
these sliders could be used to allow the user to alter the list of recommendations toward more or
less mature or more or less realistic movies. Via these sliders users would be able to manipulate
their own user vectors in the matrix factorization model.

When using dimensions in this fashion the imperfect �t between the multidimensional scal-
ing solution dimensions and the matrix factorization latent features is no problem as even an
approximate value is an improvement over no information at all. Additionally this way of in-
teracting may evoke a higher satisfaction in users as it is more transparent than having to rate
a number of movies in hopes of receiving recommendations in the direction one wants.

Generalizing these dimensions over the entire matrix factorization model may however be
di�cult due to the low R2-value of the Procrustes rotation between the matrix factorization
space and multidimensional scaling solution. A highR2-value would make it more likely that the
transformation can successfully be generalized over all movies, but given the fact that rotating
a subset of movies is not evident, it is hard to predict how well the translations based on the
linear regressions can be generalized over the rest of the model.
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Chapter 7

Conclusion

This study had as goal investigating the similarities between psychological theory and recom-
mender algorithms. This �nal chapter will summarize the �ndings and conclusions and provide
a critical review on the study.

7.1 Perceived Similarity in Movies

The �rst research question RQ1 lead to an investigation in how people perceive similarity in
movies. Two interpretations of what distances between movie vectors in a matrix factorization
model could represent were formulated and in order to test which one of these interpretations
better corresponds to what actually is being described in a matrix factorization model, two
di�erent instructions for the participants of the user study were made. Additionally to ensure
that at least a portion of participants would sort like the original matrix factorization model,
the starting con�guration for the user study was manipulated as well.

The data analysis in Chapter 5 demonstrated that the instructions did not cause participants
to sort signi�cantly di�erent, either quantitatively or qualitatively, which makes it impossible to
provide any information about what type of similarity a matrix factorization model describes.
Because no di�erences were found, all data was pooled together in Chapter 6 and two dimensions
labeled `Maturity' and `Realism' were established as the de�ning characteristics of perceived
similarity in movies.

7.2 Perceived Similarity and Matrix Factorization

The resulting model of perceived similarity was compared to the original matrix factorization
model in the second half of Chapter 6. The di�erence in dimensionality was an issue, but even
when compensating for this fact the quantitative �t was not optimal. Linear regressions were
used to establish a transformation from the interpretable multidimensional scaling solution to
the matrix factorization dimensions and even though this transformation is less than perfect, it
may be used in recommender systems to (partly) circumvent the cold start problem, or to tune
recommendations toward what a user wants.

7.3 Issues

A number of issues were encountered during this study. Since this study was a �rst study com-
bining algorithmic models and more psychological models, literature did not provide indications

54



of these issues. This section will describe what issues and problems were encountered, together
with proposed ways to circumvent them in future research.

First of all it is worth noting that there are numerous sources of noise in this study, which is
likely to have a negative inuence on the �t that was found in the analyses. Not all sources of
noise can be avoided. To begin, the original MovieLens data used to feed the matrix factorization
algorithm might be noisy. Users of the original MovieLens recommender system are asked to
rate items on a 1 to 5 star scale, which allows for multiple interpretations. One can rate based
on the perceived quality of a movie, based on how much one enjoyed a movie or even based on
how much one would like to receive recommendations similar to the movie to be rated. The
original system does not provide speci�c instructions on how the rating task should be done.
The resulting noise can inuence what exactly the matrix factorization model describes, which
can have a negative inuence on the �t of the comparison between the matrix factorization
model and multidimensional scaling solution. The manipulations in the study were aimed at
investigating this question, but the analysis of the e�ect of the manipulations did not provide
an explanation.

7.3.1 Method to Gather Similarity Data

The way in which data is gathered is another source of noise. The card sorting only allowed for
coarse, dichotomous similarities (either similar when grouped together or dissimilar when not
grouped together). Furthermore the di�erent instructions, while in the end proved to not cause
signi�cant di�erences, may have lead to extra noise.

The decision to use a cardsort to gather similarity data was based on the di�erent manipu-
lations. These manipulations had as result that available resources had to be distributed over
multiple conditions and thus lead to a time constraint on the user study. In a future study
more focus may be advisable, by using less participants but using a more continuous scale to
measure similarity. Additionally this allows for the recording of more within-subjects measures
and performing within-subjects comparisons of the way in which they perceive similarity. An
example would be by having less stimuli and gathering continuous similarity data, by having
participants express similarity on a continuous scale.

7.3.2 Dimensionality

Apart from the di�erent sources of noise, some decisions were made that may have negatively
inuenced the study. The dimensionality of the original matrix factorization model was chosen
somewhat arbitrarily. In recommender systems it is common practice to use models with as
many dimensions as possible, while maintaining manageable computation times, which typically
results in models consisting of between 20 to 50 dimensions. In psychological research the goal
is obtaining a simpler model that allows for interpretation and understanding. This study tried
to �nd a balance between these two approaches, which resulted in a dimensionality that is low
for recommender systems, but high for psychological models.

This dimension count might lead to a model where the latent features are intrinsically
di�erent from a more complex model, but this is a hypothesis that is hard to prove or disprove
without an investigation on the e�ect of the number of dimensions on what a model represents.
In literature there have been di�erent claims (Koren et al. (2009) propose that dimensions
describe continuous characteristics while Rendle et al. (2009) state that they represent prototype
movies) which may be caused by di�erences in low- and high-dimensional models. The inuence
of dimensionality on what matrix factorization models describe is worth investigating.
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7.3.3 Continuous Dimensions

The psychological frame of reference in this study was based on MAUT, where preferences
between alternatives are based on di�erent attribute values along continuous dimensions. Even
though MAUT is a widely used framework in decision making, it may not be as well suited
for describing preferences in this particular domain. Domains in which MAUT is successfully
applied typically are domains where the decision maker is more involved with the decision,
often because of high potential costs associated with the decision. Additionally (and possibly
related), recommender systems are assisting in choices that are made multiple times, whereas
MAUT is usually applied in one-time choices, like choosing an apartment (Drolet & Luce, 2004;
Payne et al., 1993) or a car (Dijksterhuis, Bos, Nordgren, & Baaren, 2006).

Another issue is that most participants in this study used tags that describe movies in terms
of genres or content, which made it hard to interpret the multidimensional scaling solution in
terms of continuous attribute dimensions. The discrepancy between trying to �nd continuous
dimensions and genre-speci�c tags could partly have been avoided by formulating the instruc-
tions di�erently. In this study the participants were asked to describe the movies in terms
of keywords they could choose themselves, but instructing people to describe movies in terms
of adjectives might have resulted in more useful tags (Hollins et al., 1993). Alternatively an
attempt could have been made to provide participants with scales to rate movies on based on
an investigation of the latent features of the matrix factorization model in Chapter 3. The
dimensions `Maturity' and `Realism' established in this study can be used in this fashion in a
future study.

7.3.4 Inuence of Movie Set

It is unclear how the stimuli set inuenced the study. In Chapter 3 an e�ort was made to
�nd a set of movies that was as representative as possible for the matrix factorization model.
The inuence of the set of movies on the �ndings can however not be checked. It may very
well be possible that a di�erent set of movies leads to di�erent dimensions describing perceived
similarity. For example, the set used in this study consisted of all popular movies, which makes
it impossible to investigate a possible dimension of `Popularity'. In a future study the e�ect of
the stimuli set on the dimensions that are extracted should be investigated.

7.3.5 Di�erent Sources of Data

In this study (as well as in some other studies (Ziegler, McNee, Konstan, & Lausen, 2005)),
semantic data and factorized models have been based on data gathered separately from each
other (i.e. the MovieLens data set as input for the matrix factorization algorithm and the sorting
and tagging data gathered via this user study for the multidimensional scaling), which might
have a negative inuence on how well the research questions could be answered. Especially
in the domain of movies one could imagine the time having an inuence. Movies that were
considered very similar in the 90's may in current times just be perceived as 90's movies. If
the prediction models are built using rating data from users that are also asked to evaluate the
similarities, these possible discrepancies are minimized as much as possible.

Additionally it may be worthwhile to investigate possible relationships between user vectors
and expressed similarities. It may for example be the case that people are better at expressing
similarities between movies they like than between movies they do not like. Having both types
of information allows for the investigation of these types of patterns.
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7.4 Conclusion

Even though this study could be improved on a number of points, it demonstrated an alter-
native, theory driven, approach to recommender systems. In the �eld of recommender systems
a common point of view is a data-driven one. Moving away from objective accuracy measures
to evaluate recommender systems has been claimed to be necessary by others (McNee et al.,
2006a).

It is worthwhile investigating to what extent recommender systems can be improved by
making use of psychological knowledge on how people perceive movies and how they experience
and form preferences in this domain. If more knowledge on the mechanisms underlying pref-
erences becomes available, new interfaces and new recommender algorithms can be created to
keep these mechanisms in mind.

This study demonstrated that an instrument can be constructed that allows users of recom-
mender systems to tweak their movie preferences based on subjectively important dimensions.
Adding semantics to the latent features in matrix factorization algorithms allows for new inter-
faces, that for example can help in overcoming the cold start problem. This study established
two dimensions that can be used in such an interface. Future work will have to point out what
other dimensions exist and can be used.

On the other hand, given that recommender algorithms can accurately predict ratings,
investigating the models produced by these algorithms may provide insight in how preferences
exist and are formed. In this study a matrix factorization algorithm was used as starting point
and resulted in knowledge on how the underlying cognitive structure of movies. This approach
thus has the potential to bene�t both the �eld of recommender systems and psychology.
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Appendix A

Matrix Factorization Models

A.1 Procrustes Rotated Spaces

When comparing three models that resulted from the same algorithm in Chapter 3 a Procrustes
analysis was used. This appendix shows the plots of these rotations. The various levels of gray
hexagrams indicate the density of the matrix factorization model (i.e. how many movies there
are in each part). Every plot shows one latent feature on the horizontal axis and another latent
feature on the vertical axis. The 10 most often rated movies are plotted (with di�erent colors
for each movie) three times for each model (with di�erent symbols for each model) that was
compared. The plots demonstrate that after rotation three models have a very similar spatial
con�guration for these 10 movies.
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Appendix B

Multidimensional Scaling Clusters
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