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Many applications with stream processing behavior contain one or more loops with an unknown number of iterations. These loops have to be parallelized in order to utilize the maximum capacity of an embedded multiprocessor platform and thus increase the total throughput. This thesis presents a method to automatically extract a parallel task graph based on function level parallelism from a sequential nested loop program with while-loops. The task graph does not rely on a fixed order of the execution of the tasks.

The notion of a single assignment section is introduced, which is used in the parallelization approach. A single assignment section is less restrictive when programming the sequential nested loop programs than when demanding single assignment code. Instead of the complete program, only in a single assignment section single assignment must hold. This makes the parallelization of all while-loops possible.

Communication between the extracted tasks is done via circular buffers. In a circular buffer reading and writing is only allowed inside a window. For each circular buffer a choice is made between a buffer with sliding or overlapping windows depending on the costs. In a circular buffer with sliding windows the read and write windows can not overlap while this is allowed in a circular buffer with overlapping windows. An analysis on the overhead of the circular buffer is performed and a comparison between circular buffers with sliding and overlapping windows is made. Synchronization for the used circular buffers is inserted into the task graph to ensure the same functional behavior as the sequential nested loop program.

Sufficient buffer capacities for a deadlock free execution of the parallel task graph are determined using data flow analysis. For each while-loop a cyclo-static data flow model is derived based on the models for circular buffers with sliding and overlapping windows. The model for overlapping windows is also presented in this thesis. The models for the while-loops are combined such that buffer capacities can be determined for the complete nested loop program. An extension to cyclo-static data flow models is proposed such that the combining of the while-loops can be modeled.

A DVB-T radio receiver where the user can switch channels after an undetermined amount of time illustrates the parallelization approach. By means of execution traces it is shown that a higher throughput can be achieved when the presented parallelization approach is used.

An extension to circular buffers with sliding or overlapping windows is presented
where windows can be disabled temporarily at run-time. This reduces the synchroniza-
tion overhead when windows are not used for an extended period of time, which can be the case for while-loops.
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Currently there is a trend in the embedded systems world to move to multiprocessor platforms [18]. Multiprocessor platforms can provide more processing power for less energy than single processor platforms are able to provide. However, programming these multiprocessor platforms proofs to be challenging to do by hand. In the embedded systems domain, many of the applications process streams of data, such as video systems or radio receivers. Often these stream processing applications are developed as sequential code after which a time consuming and error prone manual parallelization step is needed to convert the sequential application into a parallel task graph that can be executed on multiple processors.

A common problem in hand-written parallel code is deadlock. Deadlock means that all tasks are waiting on each other and therefore no progress can be made anymore. A common cause for deadlock is that variables are acquired in a different order by different processes, creating the risk for deadlock if only one process is allowed to acquire a variable [14].

Automatic parallelization tools have been developed to ease this manual process of converting a sequential program to a parallel task graph. However, to the best of our knowledge, none of these tools can handle while-loops where iterations can overlap in combination with function level parallelism and are therefore less suitable for the above mentioned stream processing applications. A higher utilization of the multiprocessor platforms can be achieved when loop iterations can overlap and thus tasks can be pipelined much more.

Radios process infinite input streams until the user indicates that a switch to a different channel is needed. After switching channels, reinitialization has to be performed in order to process the new input stream. See for example the DVB-T radio receiver as shown in Figure 1.1 which demonstrates this behavior. Parallelizing this application presents a number of difficulties, such as user dependent loop conditions, an endless loop and multiple writers to a single variable. Similar behavior is encountered in other applications which show streaming behavior, such as a video decoder or a telephone modem. The looping behavior corresponds to a while-loop with a termination condition that depends on, for example, the user input.

In this thesis we introduce a while-loop for use in a nested loop program (NLP) where the number of iterations of the loop and even the loop termination condition can be determined during the execution of the loop. The NLP is parallelized automatically by our tool that extracts function level parallelism. Buffers are created from
shared variables and synchronization is inserted to ensure that data is written before it is read and remains available until it is no longer used. Inserting synchronization causes additional cycles to be used by the synchronization statements, thus reducing the performance of the parallelized application. Therefore, synchronization statements should be used as little as possible in order to reduce this overhead as much as possible.

Function level parallelism is extracted from the NLP by giving each function its own task. By extracting parallel tasks from sequential functions a pipeline is created, enabling a higher possible throughput on a multiprocessor platform for applications which execute the same functions often. From the extracted tasks a task graph is created where the shared variables form the edges in the graph and the tasks the nodes. An example task graph is shown in Figure 1.2. This task graph is extracted from the NLP of the DVB-T radio receiver from Figure 1.1.

From the extracted task graph code is generated which can be executed on a multiprocessor platform. Each node in the task graph becomes a process in the generated code. Each edge in the task graph, and therefore also each shared variable in the NLP, becomes a circular buffer (CB) where either sliding windows [3] or overlapping windows [4] are used. The choice depends on the costs in terms of buffer size and whether sliding windows causes deadlock or not. If deadlock is detected, overlapping windows are used for the buffers that cause deadlock. It is shown that if all buffers use overlapping windows, deadlock is not introduced by the presented parallelization approach. The NLP has to satisfy single assignment in all single assignment sections such that dependencies between functions can be determined. The task graph resulting from the parallelization process can execute using any schedule as permitted by the inserted synchronization and the schedule can even change at any moment during the execution of the task graph.

In addition to this thesis a paper was written about the parallelization approach presented in this thesis. This paper can be found in Appendix A.

There are a number of existing techniques which attempt to parallelize while loops. Rauchwerger [15] is able to parallelize while loops which contain linked lists. In contrast to our approach, data level parallelism is used to execute multiple loop itera-

---

```python
def channel(t: channel):
def data(t: x, y, z):
def int(state):
    loop {
        channel = selectChannel();
        reset(out state);
        loop {
            x = readInput(channel);
            switch(state) {
                case 0: {
                    acquisition(x, out state');
                }
                case 1: {
                    y = fft(x);
                    z = equalization(y);
                    demap(x);
                    verifySync(x, out state');
                }
            }
        } while (!channelChangeRequest());
    } while (1):
```

Figure 1.1: NLP of a simplified DVB-T radio receiver.
1.1 Problem Statement

Existing approaches based on function level parallelism used for the automatic parallelization of sequential programs with while-loops cannot handle the overlapping of loop iterations during execution. These while-loops can have arbitrary loop conditions, which include conditions that can only be determined during the execution of the loop.

Synchronization statements must be inserted in the generated code to guarantee that data is always written before it is read. Synchronization overhead must be kept as low as possible because it reduces the throughput of the parallel program. Deadlock may not be introduced by the inserted synchronization statements because this would stop
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the execution of the complete program.

Real-time constraints are often present in applications that have streaming behavior. Therefore, throughput guarantees must be given in order to satisfy these constraints. When the throughput constraints are not stringent, buffer capacities can often be reduced in order to reduce costs.

1.2 Contribution

The main contribution of this thesis is an approach for the automatic parallelization of while-loops with an unknown number of iterations. This is an extension to work done by Bijlsma [3, 4]. From the statements of such while-loops, function level parallelism is extracted into a task graph.

Communication is done via CBs with either sliding windows or overlapping windows. For each CB a choice is made between these two types. Synchronization is inserted into the task graph in order to preserve the same functional behavior as the sequential nested loop program containing the while-loop. It is shown that the parallelization approach does not introduce deadlock if overlapping windows are used for all buffers.

The task graph is transformed into a data flow model on which sufficient buffer capacities are determined for known throughput constraints. An extension to cyclo-static data flow (CSDF) models is proposed to determine these buffer capacities.

An extension to the two types of CBs is proposed where windows can be temporarily disabled in order to reduce the synchronization overhead if a window is not used for a longer period of time. This extension can be used in the parallelization of the while-loop where initialization statements show this kind of behavior.

1.3 Organization

The remainder of this thesis is organized as follows. Chapter 2 discusses the target system in Section 2.1, the restrictions needed on the sequential input language in Section 2.2, the input language itself in Section 2.3 and task graphs in general in Section 2.4.

Chapter 3 discusses two different types of CBs, sliding in Section 3.1 and overlapping windows in Section 3.2. A CSDF model for CBs with overlapping windows is presented in Section 3.2.4. Section 3.3 makes a performance comparison between CBs with sliding and overlapping windows and Section 3.4 presents an algorithm to choose between the two types of buffers.

These CBs are used for the parallelization of while-loops, which is discussed in Chapter 4. Section 4.1 shows how synchronization statements can be inserted. Section 4.2 gives the essence of a proof for the deadlock freedom of the inserted synchronization. Section 4.3 shows that existing data flow models are not sufficiently expressive and Section 4.4 presents a modular cyclo-static data flow (MCSDF) model which is used to determine sufficient buffer capacities for a certain throughput.

Chapter 5 presents an extension to CBs where synchronization for while-loops can be done more efficiently. A case-study containing a radio application with a while-loop is discussed in Chapter 6. Chapter 7 presents the conclusions.

Appendix A contains the paper written by me. This paper addresses the parallelization approach and focuses on the synchronization behavior of the parallel task graph.
This chapter discusses the environment in which the parallelization of sequential nested loop programs (NLPs) with while-loops is performed. Section 2.1 presents an overview of the platform on which the parallelized task graph will run. Section 2.3 explains the sequential language from which the task graph is extracted.

2.1 Target Platform

The target platform is an embedded many core multiprocessor system with shared memory. To the platform peripherals can be connected, such as a touch-screen display. An example platform is given in Figure 2.1. Each of the cores runs a micro kernel which can switch tasks and perform basic memory management. Task switching is required if there are more tasks than there are cores. To guarantee real-time behavior all schedulers must be able to give guarantees about throughput and latency. A time-division multiple access (TDMA) scheduler can give these guarantees and is therefore used in the task scheduler. Also the memory controller uses TDMA to schedule request coming from the different cores.

The multiprocessor compiler can generate code for a number of platforms. Already existing was an output to a two core ARM platform and a simulation environment based on SystemC [11]. Support is added for a platform using Microblaze [24] processors.

Figure 2.1: Shared memory multiprocessor platform using Microblaze cores connected by a bus.
2.2 Single Assignment

A program that is parallelized must be in single assignment form. Single assignment means that a scalar or a element in an array is written only once. If this would not be the case, a task that reads from a circular buffer (CB) does not know when the relevant writer has written its value. For example the variable \textit{state} from Figure 1.1 is written by three different tasks. Therefore, during execution it is not known which task writes a value to \textit{state} in which iteration of the surrounding while-loop and when the value is no longer used and can be destroyed.

Two different forms of single assignment exists, static single assignment (SSA) and dynamic single assignment (DSA). SSA [1] means that there is only one assignment statement in the code that writes to any scalar or array. DSA [19] requires that a scalar or a element in an array is written only once during the execution of the program. A program can be in SSA form, while it is not in DSA form and vice versa. Figure 2.2 illustrates the difference between the two forms of single assignment. Figure 2.2a shows a program which is in SSA form because there is only one statement writing to \textit{x}. It is however not in DSA form as all elements of the array \textit{x} are written infinitely often due to the endless loop. Figure 2.2b shows a program that is in DSA form because every element of the array \textit{y} is written only once during the execution. However, this example is not in SSA form because there are two statements (\textit{f}() and \textit{g}()) that potentially write to an element in \textit{y}.

Unfortunately, both notions of single assignment are not sufficiently expressive for the while loop with an unknown iteration upperbound. SSA can not handle multiple assignments to a single variable, therefore if-statements with multiple branches writing to the same variable are problematic. DSA can not guarantee a finite array size because each loop iteration requires array elements which are not yet written. Because the loop can potentially execute an infinite amount of times, this would require an infinite

\begin{verbatim}
(a) Program that satisfies SSA, but not DSA.

\begin{verbatim}
def int x[10];
def int i;
while(1){
  for(i:0:9){
    x[i] = f();
  }
}
\end{verbatim}
\end{verbatim}

(b) Program that satisfies DSA, but not SSA.

\begin{verbatim}
def int y[10];
def int i;
for(i:0:9){
  switch(f()){  
      case 0:  
        y[i] = g();
      }
      case 1:  
        y[i] = h();
      }
}
\end{verbatim}
\end{verbatim}

Figure 2.2: Example programs that either satisfy SSA or DSA, but not both.

and support for desktop computers based on pthreads [6] is also added.

The Microblaze based platform is used for the experiments from Section 3.3. The platform is implemented on a field-programmable gate array (FPGA) from Xilinx [23]. The FPGA contains 32 Microblaze cores, connected to a central DDR3 memory. Also a display is connected such that applications can show graphical output to the user.
2.2. SINGLE ASSIGNMENT

number of array elements and therefore also an infinite array size. For example in
Figure 1.1, the variable state is written by three different statements, therefore the code
does not satisfy SSA. The variable x is written an infinite number of times and therefore
this example is also not DSA. This code can also not be rewritten such that DSA holds
because an array can not have an infinite number of elements.

We therefore introduce the notion of a single assignment section (SAS). During
the execution of a SAS each scalar and array element can be written only once. A
SAS belongs to a scalar or a complete array. Therefore, at each point in the code
multiple SASs may exist and a scalar or array can have multiple SASs. At the end
of a SAS the value of the variable from the SAS is lost, giving a variable a temporal
scope. Temporally scoped means that the value of a variable is not only bounded by
the location in the program, but also by time.

The length of each SAS is defined at compile time by the semantics of the sequen-
tial input program. These input programs are explained in the next section. The first
SAS of all variables always starts at the beginning of a NLP. For each scalar or array
written before the end of the while loop, its corresponding SAS ends at the end of the
loop. This SAS is executed as often as the number of iterations of the loop. A new
SAS is started by the statements after the while loop, if any. From the second iteration
onwards the SAS has a more limited scope from the start of the loop until the end of the
loop as this part of the code contains the repeating statements. Note that the variables
in the loop condition are part of the loop and therefore belong to the same SAS as if
the variables were written inside the loop. If a scalar or array is not written before the
end of the while loop, its SAS does not end at the loop but continues until the end of
first loop where it is written in or until the end of the NLP, whichever comes first.

Consider for example the program in Figure 2.3 which shows a program with a
loop. The program from Figure 2.3a is valid according to the semantics of C. However,
it is illegal as an NLP containing SASs, see Figure 2.3b. When the program is executed
as C the print of the variable x would give 3 because the scope of the x in the loop ends
at the end of the loop. When the program is used as an NLP, two problems arise. The
first problem is that the variable x is written two times in the same SAS, first with the
value 3 and then with the value 5. The second problem is that the printing of x uses a
value of x that is not yet written as the last write action to x was in another SAS.

A SAS is valid if its corresponding variable is in DSA form within the SAS and all
locations are written before they are read. The complete program is valid if all SASs
of all variables are valid.

Because the value of all variables is temporally scoped, the values are destroyed at
def private int i;
def int x[10];

for (i:0:9) {
    if (b()) {
        switch (f()) {
            case 0:
                x[i] = g();
            case 1:
                x[i] = h();
        }
    } else {
        d(out x[0], out x[1], i);
    }
}
do {
    print(x[0]);
} while (a());

Figure 2.4: Example NLP showing the existing language constructs.

the end of a SAS. Because a SAS ends at the end of a loop iteration there is no way to pass values to the next loop iteration. To solve this problem we re-use the stream concept also found in Silage [20]. In Silage a variable is essentially a stream which can be shifted forward in time using the “@” operator. Also in synchronous guarded actions as proposed by Baudisch [2] this concept can be found in the form of the next operator. This next operator delays the write of a value by one macro step. In our case the macro step is the execution of a SAS. This concept of writing to the next execution of a SAS is annotated with a ‘ in our NLPs. A direct consequence is that this scalar or array element can not be written anymore when executing the next SAS as this would violate the DSA requirement.

2.3 Input Programs

As an input language NLPs are used. These NLPs encode sequential programs. In contrast to C, in NLPs it is always possible to determine if there is a dependency between two scalars or arrays because there is no aliasing. For example pointers are not supported in NLPs because they can point to any memory location without showing in the source code which variable allocated this space. The consequence is that by looking at the variable name it can be determined if two variables point to the same memory range. This property is required for the verification of single assignment.

The compiler for real-time multiprocessor systems already supports for-loops, if-statements, switch-statements and do-while-loops. A sample use-case of these control statements is shown in Figure 2.4. The corresponding task graph is given in Figure 2.5. The for-loops are loops where an iterator enumerates all values. There must always be an iteration upper bound known at compile time and during the execution of all iterations of the loop, DSA must be satisfied by all assignments.

The do-while-loop is a loop that is more flexible than the for-loops as there does not need to be an iterator. The loop condition can be any condition, but all iterations of the loop together still have to satisfy DSA. The consequence is that the number of
2.4 Task Graph

From the sequential NLP a task graph is extracted. This task graph forms the base for the generated code and for the throughput analysis and buffer capacity calculations. A task graph describes which statements from the NLP exchange data with each other at some point in time. However, it does not contain any information when data is exchanged between tasks. This information is only present in the sequential NLP.

A task graph is a directed graph $H = (T, S, A, \sigma, \theta)$. The set of vertices is $T$, where each $t_i \in T$ represents a task. The set of hyperedges is $S$, where each $(V, W) \in S$, with $V, W \subseteq T$, represents a buffer. Each buffer $s_i$, with $s_i \in S$, corresponds with an array $a_i$, with $a_i \in A$. This array corresponds to a scalar or array declared in the NLP. The capacity of each buffer $s_i$ is given by $\theta(s_i)$, with $\theta : S \to \mathbb{N}$. The size of each array $a_i$ is given by $\sigma(a_i)$, with $\sigma : A \to \mathbb{N}$.

A hyperedge is an edge which can have multiple source and/or destination nodes. For example in the task graph from Figure 2.5 a hyperedge is present for the buffers $s_{t1}$ and $s_x$. In the context of CBs a hyperedge means that at some point in time all source tasks $t_i$, with $t_i \in V$, write a location in the CB and at some point in time all destination tasks $t_j$, with $t_j \in W$ read a location from the CB. The consequence for buffers with overlapping windows is that each source and destination task have a window in the buffer and therefore need to move this window correctly. During the execution of a SAS there can be only one producer which writes a value to a location (DSA), even though there can be more producers acquiring a location. If a hyperedge iterations is bounded by the size of the arrays written to in the loop.

The loops introduced in this thesis are less restrictive than the above mentioned loops because DSA does not have to hold during the execution of the complete loop, but only in a SAS.

Already supported were private variables. These are variables that are not converted to CBs but are duplicated in each task. A typical usecase for these type of variables are loop iterators, such as used for example in the for-loop.

Also additional changes to the accepted input programs have been made. Previously, only functions were supported where there was at most a single output, but many input parameters. This restriction is removed and multiple outputs are now also possible. A function parameter has to be marked with “out” in order for it to be an output. For an example of how to use these output parameters, see the function $d$ in Figure 2.4 which assigns a value to two elements in the array $x$. 

Figure 2.5: Task graph of the NLP from Figure 2.4
has multiple consumers, all of these tasks can read any location, as long as it is written first.
Applications with streaming behavior running on multiprocessor systems, such as a radio receiver, need buffers between tasks to arrange communication. These buffers need to be sufficiently large in order to avoid deadlock. A specific type of buffers is used where space is reused circularly, thus only a finite amount of space is needed. These circular buffers (CBs) also allow for pipelining and random access in the buffer. In these buffers read and write windows are added such that non-affine index expressions are supported without the need for complex control flow. There are two different types of windows, sliding windows and overlapping windows. Each of these types has advantages and disadvantages, therefore for each buffer the best type has to be selected.

3.1 Sliding Windows

CBs with sliding windows are introduced by Bijlsma [3] in order to support the unknown exact data dependencies often found in applications. These CBs contain windows for each reading and writing task. A task can have both a read and write window. In a read window locations can only be read, not written and vice versa for a write window. The tasks that read from a buffer are called consumers while the tasks that write to a buffer are called producers. Producer and consumers have random access to all locations inside their corresponding window. The read windows in the buffers can not overlap with the write windows. Since a value must be written before it can be read, the write windows must always be in front of the read windows in the buffer.

When writing to the CB it is not checked if a value was already written by another producer. It is assumed that the user of the CB does this correctly. In the parallelization approach this is the case as the statements for accessing the CBs are automatically generated.

The task graph that will be used in following example can be found in Figure 3.1. There is a CB \( s_x \) with two producers and two consumers. Each of these producers and consumers requires a window in the CB. An example of these windows in the CB when sliding windows are used can be found in Figure 3.2. All windows have a head and tail pointer. The head pointer is annotated with a cap above the pointer. The two write windows have an overlap of two locations. Read window \( r_0 \) spans between locations 6 and 7, without location 7. Read window \( r_1 \) is located between the locations 3 and 5. Write window \( w_0 \) spans between locations 11 and 14 and write window \( w_1 \) between locations 9 and 13, so these write windows overlap each other.
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These CBs with sliding windows use similar synchronization operations as the release consistency memory model [13]. In this model a task has to request access to a location in the buffer by means of an acquire statement. After the task is done with a location, it must be released before other tasks can use it. This is illustrated in Figure 3.3. A producer has to acquire empty locations (acquireSpace) before data can be written to them. After the locations are released (releaseData) the consumer can acquire them (acquireData), read them and release them as space again (releaseSpace). All functions have as parameters the buffer and window on which they operate. The windows are represented by an integer identifier which is unique for every window per buffer.

All operations on the CB do not need support for atomic operations because there is only a single writer to all variables. Therefore, no race conditions can occur.

Locations are acquired and released from the buffer consecutively. Therefore a window is always a consecutive number of locations in the buffer and no gaps can exist in a window. Because only consecutive locations can be added to a window, acquiring and releasing locations must potentially be done earlier or later respectively. However if there are cyclic dependencies in the dependency graph this is not always possible and deadlock can occur. This is shown in [4] and the example is repeated in Figure 3.4 for completeness.

The task graph is shown in Figure 3.4a and consists of only two tasks communicating via two buffers $s_x$ and $s_y$. The implementation of these tasks is shown in Figure 3.4b. The helper function $F$ returns a non-affine pattern, which is used to de-
3.2 Overlapping Windows

A generalization of CBs with sliding windows are CBs with overlapping windows [4]. In this type of buffers read and write windows can overlap each other. Locations that are removed from the write window and locations that are added to the read window do not have to be consecutive, therefore preventing deadlock. For the proof of the deadlock freedom of overlapping windows, see Section 4.2.

Since locations not at the end of a write window can be released immediately, the tail pointer can no longer indicate which locations are in the write window and which locations are not. Therefore, full-bits are used to indicate which location is already written. Each write window has its own set of full-bits such that no atomic operations are required.

Also for CBs with overlapping windows it is not checked if single assignment holds, thus if another producer has already written a value to a location.

An example of a CB with overlapping windows can be found in Figure 3.5. This example is extracted from the task graph in Figure 3.1 which was also used for the

Figure 3.4: Task graph that deadlocks when sliding windows are used.

t_\text{a} --- s_x --- s_y --- t_\text{b}

(a) Task graph.

(b) Implementation in C of the tasks t_\text{a} and t_\text{b} and the helper function F.

(c) Operations as scheduled on the target platform. The offending operations are in red.

termine the written locations in s_y by task t_\text{b}. When these tasks are scheduled the data dependencies force the schedule as shown in Figure 3.4c. However, as shown in red, location 0 in s_y is acquired before the data is released by t_\text{b}. This is however not allowed by the acquire statement and it will block. But before location 0 is released, location 1 in s_x must acquired by t_\text{b}, which is not possible because this location is not released yet by t_\text{a}. Both tasks wait on each other now and the task graph deadlocks.

3.2 Overlapping Windows

A generalization of CBs with sliding windows are CBs with overlapping windows [4]. In this type of buffers read and write windows can overlap each other. Locations that are removed from the write window and locations that are added to the read window do not have to be consecutive, therefore preventing deadlock. For the proof of the deadlock freedom of overlapping windows, see Section 4.2.

Since locations not at the end of a write window can be released immediately, the tail pointer can no longer indicate which locations are in the write window and which locations are not. Therefore, full-bits are used to indicate which location is already written. Each write window has its own set of full-bits such that no atomic operations are required.

Also for CBs with overlapping windows it is not checked if single assignment holds, thus if another producer has already written a value to a location.

An example of a CB with overlapping windows can be found in Figure 3.5. This example is extracted from the task graph in Figure 3.1 which was also used for the
sliding windows example. The CB contains two read windows and two write windows. As is shown, no head of the read window and no tail of the write windows are present. These are no longer needed due to the full-bits. All read windows span from the tail of the read window to the head of the write window that is the furthest in the buffer. This is illustrated by the windows shown in gray in the figure. The read window spans from the head of the producer advanced the furthest in the buffer to the tail of the read window. The write window spans from its head pointer to the tail pointer of the read window furthest back in the CB. The write window is not a window with consecutive locations as it can contain gaps if locations in the middle of the window are released. For read window \( r_0 \) this means it spans from locations 7 to 11, without location 11 itself. Read window \( r_1 \) spans between locations 2 and 11. Write window \( w_0 \) spans the same locations as \( r_1 \), from 2 to 11. Write window \( w_1 \) spans between locations 2 and 3.

Also CBs with overlapping windows employ release consistency as explained for CBs with sliding windows. Again no support for atomic operations is required for the same reasons as before. The operations for releasing data (\textit{releaseDataL}) and acquiring data (\textit{acquireDataL}) take as an additional parameter the location in the CB which they acquire or release.

### 3.2.1 Wrapping

Wrapping in a CB is the moment that the head or tail pointer of a window in the CB wraps from the last index to the first. This means that the equations guarding the acquire and release statements must be reversed to reflect this situation. The difficulty is that not all windows wrap around at the same moment so each window must have some way of showing how many wrappings there have been. Because the CBs reflect applications that can run forever, a simple counter is not sufficient because it can overflow.

For sliding windows a single bit is enough to indicate in which round the pointers are because read windows can not overlap with write windows and all write windows are always in front of all read windows. The wrapping bit is incremented by one modulo two after each wrapping event. However for overlapping windows this is no longer sufficient due to the overlapping of the windows. See for example Figure 3.6 for an example where it is shown that a single bit is no longer sufficient. On the left side in the figure is the initial situation where all windows have a size of 0 locations. Producer 0, of which the head is indicated by \( w_0 \), executes two acquire, write and release calls. This means \( w_0 \) is again at the same position as where it started, but with the wrapping bit set to 1. This is indicated with the number above the arrow. Consumer 0, of which the tail is indicated by \( r_0 \), also does two acquire and release calls. This gives
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(a) All head and tail pointers at the same position.
(b) Read and write window number 1 moved one round through the buffer.

Figure 3.6: Circular buffer with wrapping bits indicated for each window.

the situation on the right in the figure. In this situation it can no longer be determined which producer is in front. The same holds for the consumers. The consequence is that all windows wait for another window, thus creating deadlock.

Because a single wrapping bit is not sufficiently powerful to detect which producer or consumer is in which round, more values have to be used. We show here that three values are sufficient. However, four values are more efficient as the modulo operations used can then be replaced by bitwise operations. A producer can never acquire a location past the tail of all consumers which are a round behind and a consumer can never acquire a location past the head of the producer which is the furthest in the buffer. This means that the producers and consumers can never be more than one iteration apart from each other so only two wrap values are in use. The largest difference occurs when a producer is before all consumers and another producer is behind all consumers. Due to the wrapping, these tasks can all have different wrapping values. A larger difference can not occur as blocking would have occurred.

Because the wrapping counter indicates the iteration in which the pointer it belongs to is in, it should be updated atomically with the head or tail pointer of the corresponding window. However, it is assumed that the target system does not have atomic operations. To solve this problem the wrapping counter is stored in the same 32 bit word as the pointer. A small disadvantage is that the CB can never have more than $2^{30}$ locations as two bits are now reserved for the wrapping counter.

3.2.2 Synchronization Statements

In order to perform the synchronization, two synchronization function calls are required for both the consumers and producers, see Figure 3.3. The acquire statements are explained below. Both the statements for the releasing of space and data are non-blocking. The statement for releasing space advances the tail pointer of the corresponding read window by one. The statement for releasing data sets the full-bit of the corresponding write window. These release statements are not discussed any further. Also rules for writing a value to the buffer have to be defined, these are also explained below.

The assumption made for the sections below is that an acquire statement always precedes a release statement. Because these statements are automatically inserted, this should be correct by construction.
Acquire Statement for the Producer

A producer must acquire empty locations in the buffer in order to add these locations to its window. This acquire statement must satisfy the constraints given in Equations 3.1 and 3.2. The first constraint specifies that a producer can not overtake a consumer which is an iteration in the buffer behind itself. This ensures that a producer does not overwrite a value that the consumer has not read yet. In the equation $b_p$ is the wrapping bit of producer $p$ and $b_c$ is the wrapping bit of consumer $c$. This situation is illustrated by Figure 3.7 where the producer must wait for the consumer to move. The wrapping counters are indicated above the arrows. Because the producer has a wrapping counter of one more than the consumer (respectively 1 and 0) and both pointers point to location 3, the read window spans the complete CB.

$$\exists c \in \text{Consumers} \left( b_p = (b_c + 1) \% 3 \land \hat{w}_p = r_c \right) \quad (3.1)$$

A producer $p$ also has to wait for another producer $p'$ if the other producer is a round behind $p$. If not, $p'$ can overwrite locations written by $p$ because dynamic single assignment (DSA) is only guaranteed for one round in the CB.

$$\exists q \in \text{Producers} \left( b_q = (b_p + 1) \% 3 \land \hat{w}_p = \hat{w}_q \right) \quad (3.2)$$

Acquire Statement for the Consumer

A consumer must also acquire locations in a buffer before they can be added to the consumer’s read window. Also this acquire statement has to satisfy constraints when acquiring a location. A consumer can never acquire a position for reading before a producer has written a value to that position. An example can be found in Figure 3.8 where the full-bits are indicated inside the buffer. The locations 4 and 7 in front of the tail $r_0$ can not be acquired as they are not yet written. The other locations between $r_0$ and $\hat{w}_0$ can be acquired.

Let $c$ be a consumer and $l$ the location that will be acquired. Then we define $z$ as given in Equation 3.3.

$$z = \begin{cases} b_c & \text{if } l > r_c \\ (b_c + 1) \% 3 & \text{if } l \leq r_c \end{cases} \quad (3.3)$$

This checks if the location is in front of the tail of the read window or behind it.

The condition to verify if a producer has written a value can now be defined as is done in Equation 3.4.

$$\exists p \in \text{Producers} \left( (l \leq \hat{w} \land b_p = z \land f_p(l)) \lor (l > \hat{w} \land b_p = (z + 1) \% 3 \land f_p(l)) \right) \quad (3.4)$$
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The function \( f_p(l) \) returns the full-bit at location \( l \) for producer \( p \). If there is no producer \( p \) which satisfies the constraint, the consumer \( c \) must block until there is such a \( p \) and the constraint is satisfied.

**Writing Values**

Writing values is of course only allowed after the written location is acquired first. A second requirement is that a value may only be written if there is a consumer that can potentially read it. Thus there should be a tail pointer of a read window behind the head of the producer’s write window. The condition that reflects this is given in Equation 3.5.

An example situation is given in Figure 3.9. In the example are two producers and one consumer. Producer 1 is behind the consumer and can therefore not write any values to the CB.

\[
\exists c \in \text{Consumers}((b_c = b_p \land r_c < l) \lor ((b_c + 1) \mod 3 = b_p \land l \leq r_c)) \quad (3.5)
\]

3.2.3 Conditional Statements

Overlapping windows, as explained by Bijlsma, has a problem with conditional statements, such as if-statements and while-statements. If a conditional branch is never executed due to the condition being always false, no blocking occurs because no position is ever acquired. This problem is explained in the following sections and also a solution is proposed to solve the problem.

**If-statement**

It is not always the case that an acquire for the consumer precedes a release statement. For example if the read action, and therefore also the acquire, are done conditionally. This problem is illustrated by the code fragment from Figure 3.10. The release of space must always be done unconditionally because otherwise there could be a trace where there is no progress for this consumer as the tail pointer would not moved.

However, if the read statement is never executed because the condition preceding it is always false, the consumer will never wait for the producer and can update its
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```
if (f()) {
    acquireDataL(b, 0, x);
    g(b);
}
releaseSpace(b, 0);
```

Figure 3.10: NLP with an if-statement and synchronization inserted.

```
if (...) {
    if (...) {
        acquireDataL(b, 0, x);
    } else {
        checkL(b, 0, x);
    }
} else {
    checkL(b, 0, x);
}
```

Figure 3.11: Nested if-statements.

tail pointer unconditionally more than once and thus going past all producers. If this happens twice and the wrapping counter of the consumer is set to the one less than the wrapping counter of the producer, the producer will wait for the consumer while it is actually far behind the consumer. This can lead to deadlock if there is another buffer which is written by the same thread as the runaway consumer and if there is a thread which reads from the other buffer and also serves the waiting producer.

A possible solution is to let the release of the consumer block if the release is unsafe, so if the tail pointer would go past the head pointer of all producers. The disadvantage is that the current buffer capacity analysis of nested loop programs (NLPs) is invalidated by this change [22].

Another possibility is to always acquire a position. This can lead to deadlock if a location is never written, but it must be acquired for reading. Releasing a location from the write window must be done conditionally because else the full-bit will be set and the consumer does not know which producer actually wrote a value.

The last possibility is to add a new acquire statement for a consumer. This acquire statement only checks the pointers of the window but not the full-bits, solving the problem of never written and read locations explained above. It does make sure that blocking occurs in case the producer is slower because this acquire happens unconditionally. An optimization would be to do this new acquire statement only if the if condition is false because otherwise a real acquire would be executed, doing the same checks.

Note that this new acquire statement must be executed for all buffers which are conditionally read inside the if-statement and released outside of the if-statement. So also for reads in nested if-statements which are released outside of the outer if-statement. See for an example Figure 3.11 where a location in buffer $s_0$ is acquired conditionally in a nested if-statement.
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While-statement

The same problem can occur for a while-statement as all locations are released after the while-loop [4]. The releases of the consumer always need to occur after the while-loop as it is, or can be in general, unknown which locations are read in advance due to indices being dependent on input data. Because the while-statement only exists in the form of a do...while-statement, always at least one execution of the loop is performed. Each loop iteration a location is acquired, either using the normal acquire or the checking function introduced for the if-statement. This means blocking will occur for the next execution of the while-loop because the consumer is in front of the producer.

The only potential issue is that the consumer releases that many locations that it wraps to a place behind the producer and thus creating the scenario sketched for the if-statement where the producer waits for a consumer which is actually in front of the producer itself. However, this situation can not occur in the generated code from the multiprocessor compiler. The amount of positions that can be released is limited by the size of the array, which is declared in the NLP.

It can be the case that the used CB is smaller than the array declared in the NLP, if, for example, the array was declared with a larger size than it is accessed. However, for a while-loop with an unknown access pattern this can never be the case because it is unknown in advance which locations are read or written. The consequence is that the capacity of the used CB for a while-loop must always be at least the size of the array from the NLP. Therefore the number of positions released after the while-loop is equal to the size of the array. This in turn means that a consumer which is ahead, can never have a wrap counter which is one less than the producer and it can therefore never block the producer. During the next execution of the while-loop the first executed acquire statement for the consumer will see that no producer is ahead of this consumer and it will block until a producer catches up again.

The equation for the acquire of the consumer as given in Equation 3.4 checks if there is a valid producer. This implicitly says that, if the consumer is in front of all producers, it must wait until a producer has written the requested value in the iteration of the consumer.

3.2.4 CSDF Model

This section explains how a cyclo-static data flow (CSDF) model of a CB with overlapping windows can be derived from a parallel task graph. With a CSDF model buffer capacities can be calculated for a given throughput, for example using the approach of Wiggers [22].

A CSDF model is defined as a graph \( G = (V, E, \delta, \pi, \gamma, \phi) \), with \( E \) the set of directed edges and \( V \) the set of actors. An edge \( e_{ij} = (v_i, v_j) \), with \( e_{ij} \in E \), is directed from actor \( v_i \) to actor \( v_j \) with \( v_i, v_j \in V \). Actors communicate tokens over edges. Each edge \( e_{ij} \) has \( \delta_{ij} \) initial tokens, with \( \delta : E \rightarrow \mathbb{N} \). Each actor \( v_j \) contains \( \phi(v_j) \) phases, with \( \phi : A \rightarrow \mathbb{N} \). An actor \( v_j \) is enabled for firing number \( c \), with \( 0 \leq c \), when each of its input edges \( e_{ij} \) contains \( \gamma(e_{ij}, ((c - 1) \mod \phi(v_j)) + 1) \) tokens and \( \gamma : E \times \mathbb{N} \rightarrow \mathbb{N} \). These tokens are consumed when firing. After actor \( v_j \) finishes firing number \( c \), \( \pi(e_{ji}, ((c - 1) \mod \phi(j)) + 1) \) tokens, with \( \pi : E \times \mathbb{N} \rightarrow \mathbb{N} \), are produced on output edge \( e_{ji} \).

The phases for the edge between a producer and a consumer can be calculated by using the formulas presented below. The formulas are only valid for task graphs with a known access pattern. If the access pattern is unknown, the worst case must be assumed.
where locations are always acquired before the first possible use and released after the last possible use.

The CSDF model for CBs with overlapping windows is based on the model for CBs with sliding windows [3]. In this approach, a lead-in is determined which specifies how many locations have to be acquired before the processing phase is entered. The lead-out defines how long a task must wait before it can start releasing locations. The processing phase of the execution contains the function from which the task was extracted. The processing phase consists of synchronization sections. A synchronization section starts at a group of acquire statements in a task and ends at the next group of acquire statements.

The lead-out for a producer in a CB with overlapping windows is always 0 as the producer can release its locations immediately. The lead-in for the consumer is also always 0 as the consumer only has to acquire the locations it needs.

A CB is modeled as two edges connected to the same two tasks, see Figure 3.12 for an example CSDF model. The bottom edge is called the back edge and contains the same number of tokens as the buffer capacity of the CB. For the back edge, the same formulas hold as given by Bijlsma [3]. This is because the statements for the back edge do not contain position information and are acquired and released consecutively, analogues to CBs with sliding windows.

For the forward edge there are two options to model the phases in a CSDF model. This is because a consumer does not need to acquire all or even any location from a particular producer. In a CSDF model all produced tokens must be consumed such that tokens do not heap up over time on an edge. Because the produced tokens that are never consumed do stay on the edge forever, they must either be consumed anyway or should never be produced. If tokens are always produced, then the consumer must acquire them in his lead-out. This can potentially lead to more phases than really needed. The second option is not to produce tokens that are never consumed. Using this scheme the consumer does not have to acquire tokens it is not going to use. A consequence is that if a consumer acquires no tokens from a producer, the phases on the edge contains all zeros. The consequence is that there is no constraint between this producer and consumer and the edge in the model can be removed. This also potentially reduces the number of cycles in the graph, potentially allowing for more pipelining and shrinking the buffer size. The last option is chosen because of the mentioned advantages.

**Phases for the Releases of the Producer**

Consider two tasks \( t_i \) and \( t_j \) connected by two oppositely directed edges, see Figure 3.12. The phases for task \( t_i \) on the edge \( e_{ij} \) are specified by the list of phases produced by \([0 \leq p < \phi(t_i) : \pi(e_{ij}, p)]\), where \( \pi(e_{ij}, p) \) is defined as in Equation (3.6).

\[
\pi(e_{ij}, p) = \begin{cases} 
0 & \text{if } 0 < p \leq \hat{\rho}(t_i) \\
\#\Upsilon(t_i, t_j, p - \hat{\rho}(t_i)) & \text{if } \hat{\rho}(t_i) < p \leq \phi(t_i) - \hat{\rho}(t_i) \\
0 & \text{if } \phi(t_i) - \hat{\rho}(t_i) < p \leq \phi(t_i)
\end{cases}
\] (3.6)
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The value given by \( \hat{\rho}(t_i) \) represents the number of phases used by other edges connected to \( t_i \), to release data to other CBs. The function \( \phi(t_i) \) returns the number of phases of task \( t_i \). The function \( \rho(t_i) \) returns the number of phases used by other edges, which are connected to \( t_i \), to acquire locations in their corresponding CBs. A more detailed and formal definition of \( \hat{\rho}(t_i), \rho(t_i) \) and \( \phi(t_i) \) can be found in [3]. The function \( \Upsilon(t_i, t_j, l) \) is defined as the set of locations released by the producer \( t_i \) in synchronization section number \( l \) and that are consumed by the consumer \( t_j \) at some point in time.

Phases for the Acquire of the Consumer

The phases for the consumer \( t_j \) on the edge \( e_{ij} \) are given by the sequence \([0 \leq p < \phi(t_j) : \gamma(e_{ij}, p)]\). The formula \( \gamma(e_{ij}, p) \) is defined in Equation \( 3.7 \)

\[
\gamma(e_{ij}, p) = \begin{cases} 
0 & \text{if } 0 \leq p < \hat{\rho}(t_j) \\
\sum_{l \in \Upsilon(t_i, t_j, p-\hat{\rho}(t_j))} \eta(e_{ij}, l) & \text{if } \hat{\rho}(t_j) \leq p < \phi(t_j) - \hat{\rho}(t_j) \\
0 & \text{if } \phi(t_j) - \hat{\rho}(t_j) \leq p < \phi(t_j) 
\end{cases} \tag{3.7}
\]

The function \( \eta(e_{ij}, l) \) returns the number of tokens that have to be acquired before the token representing the read location is released. It is defined in Equation \( 3.8 \)

\[
\eta(e_{ij}, l) = \begin{cases} 
(l - f(e_{ij}, l - 1)) + (g(e_{ij}, l) - l + 1)) & \text{if } l < \sigma(a_h) \\
0 & \text{if } l \geq \sigma(a_h) 
\end{cases} \tag{3.8}
\]

Where the function \( f(e_{ij}, l) \) returns the number of tokens that already have been acquired on edge \( e_{ij} \) for phase \( l \).

\[
f(e_{ij}, l) = \sum_{q=0}^{l} \eta(e_{ij}, q)
\]

The function \( g(e_{ij}, l) \) returns the index in the producer \( t_i \) its list of phases for the \( l \)th array access done by the consumer \( t_j \).

\[
g(e_{ij}, l) = \{ q : 0 \leq q < \phi(t_i) - \hat{\rho}(t_i) - \hat{\rho}(t_i) \land \alpha(t_i, a_h, l) \in \Upsilon(t_i, t_j, q) \}
\]

The function \( \alpha(t_i, a_h, l) \) returns the array index accessed in the \( l \)th access to \( a_h \) by the task \( t_i \). Also for this function a more detailed explanation and definition can be found in [3].

The example NLP from Figure \[3.13\] shows an example where non-affine index expressions are used to read from and write data to a CB. Location 4 is never written nor read and location 5 is written but not read by this consumer. From the NLP two tasks are extracted, one producer \( t_f \) and one consumer \( t_g \). Both tasks access the CB \( s_x \). The functions \( \hat{\rho} \) and \( \rho \) return all zero for both tasks because there are no other tasks and buffers.

In each iteration of the for loop for task \( t_f \) only one location is written, therefore \( \Upsilon(t_f, t_g) \) returns 1 for the locations 0, 1, 3, 2 and 6. The concatenated phases are therefore \( < 1, 1, 1, 1, 1 > \) for producer \( t_f \).
Figure 3.13: Example NLP that uses a non-affine index expression for reading and writing data.

Figure 3.14: Execution times of the acquire statement of the consumer when a single producer and a variable number of consumers are present.

The consumer wants to read location 0, which is the first location released. The function $\eta(e_{fg}, 0)$ therefore returns 1. The next read location is 3, but this location is released 2 phases later. Therefore $\eta(e_{fg}, 1)$ returns 2. Location 1 is released before location 3 and is therefore already acquired so $\eta(e_{fg}, 2)$ returns 0. The last two phases both return 1 because location 5 is not produced.

3.3 Performance Comparison

In this section the performance of CBs with sliding and overlapping windows is compared for each acquire and release function. All tests are performed at the 32-core Microblaze system, of which only one core is used in the tests. The gcc compiler is used and compiler optimizations are set to level three and instruction and data caches enabled, except for the buffers itself which are not cached.

Figure 3.14 shows the execution time of acquiring data under worst case conditions without blocking. In the figure is a single producer versus a variable number of consumers. As can be seen the acquiring of data is more expensive for CBs with overlapping windows than for CBs with sliding windows. The extra time required for overlapping windows is caused by the checking of the full-bit. The acquiring of data is not dependent on the number of consumers because the read windows can overlap each other and consumers can not produce any data. This can also be seen in Equation 3.4.
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Figure 3.15: Execution times of the acquire statement of the producer when a single producer and a variable number of consumers are present.

Figure 3.15 shows the execution time of the acquire statement for empty locations. Again a single producer is considered versus a variable number of consumers. The window of the producer is moved first, data is written to the buffer and the locations are released. Afterwards all read windows are moved one by one. As can be seen in the figure, overlapping windows are again more expensive than sliding windows in terms of number of cycles. This is because for overlapping windows both the read windows and write windows have to be checked. Also the full-bit has to be set to zero for overlapping windows. The linear increase in execution time is caused by the extra consumers. Each check on a read window consists of checking the window’s pointers, which is constant for all read windows.

Figures 3.16 and 3.17 show a execution time comparison of the two buffer types when a single consumer is used and a variable number of producers. As before, all producers move their write windows first and only then the consumers move their read windows. The last producer writes the value to the buffer and all other producers only acquire and release all locations.

The comparison shown in Figure 3.16 for acquiring empty locations again shows that overlapping windows are more expensive. As can be seen, the acquire statement has a constant number of cycles for sliding windows, but not for overlapping windows. The reason for this behavior can be found in Equation 3.2. This equation shows that the producer has to wait for all producers in the case of overlapping windows. This is not required for sliding windows as read windows can not overlap write windows and therefore write windows can never take over another write windows as there is always a read window in between.

Figure 3.17 shows the same trend as can be found in all comparisons. Overlapping windows are always more expensive than sliding windows. However, in this comparison, the execution time of overlapping windows is increasing much more rapidly than the execution time of sliding windows. The checking of the write window’s pointers is present in both types of CBs, but for overlapping windows also the full-bits have to be checked. Note that these measurements are performed under worst-case conditions where a value is always produced by the last producer. Therefore, the consumer has to check all write windows. Under average-case circumstances this will not be the case in many programs and the acquire statement will cost less cycles as the acquire can abort...
Figure 3.16: Execution times of the acquire statement of the producer when a single consumer and a variable number of producers are present.

Figure 3.17: Execution times of the acquire statement of the consumer when a single consumer and a variable number of producers are present.
3.4 Buffer Type Selection

Since buffers with sliding windows are more efficient than buffers with overlapping windows, sliding windows should be used as much as possible. However, CBs with overlapping windows never introduce deadlock while sliding windows can. Also, CBs using overlapping windows can give smaller buffer capacities due to the earlier release of data to read windows. Because of the difference in buffer capacities resulting from the two buffer types, the choice of buffer type must be done simultaneously with the calculation of the buffer capacities.

Wiggers presents an efficient method to calculate sufficient buffer capacities for a single buffer type [22]. Using this method, linear bounds for array accesses are determined and from these bounds a linear program (LP) problem is defined, see Algorithm 1 from Wiggers. After solving this LP, buffer capacities can be calculated from the starting times of the tasks.

Since the objective is to determine the best buffer type simultaneously with the buffer capacities, the LP formula is extended to allow for the choice between two buffer types. Algorithm 1 shows the resulting formula for determining both the buffer type and capacities. The variable $c_b$ represents the buffer type and $s(v, i)$ again represents the starting time of task $v$. The variable $c_b$ is a binary choice between the two buffer types for buffer $b$. Because of this binary decision, the problem can no longer be given as an LP, but has to be defined as an integer linear program (ILP) problem.
As can be seen in Algorithm 1, two distinct $\beta$ variables are present. The variable $\beta^S$ represents the offset of the linear bounds for sliding windows, while $\beta^O$ represents the offset for overlapping windows. The $\beta^O$ for overlapping windows is determined using the model defined by the formulas given above in Section 3.2.4. The $\beta^S$ for sliding windows is taken from the model as given in [3], where it is named $\beta$.

Algorithm 1 Buffer type selection using an ILP.

$$\min \sum_{v_i \in V} s(v_i, 1)$$
with

$$s(v_i, 1) - s(v_j, 1) + c_b \cdot \beta^S_{(v_i,v_j)} + \neg c_b \cdot \beta^O_{(v_i,v_j)} \leq 0 \quad \forall (v_i, v_j) \in E_0$$

$$s(v_0, 1) = 0$$

To reduce the number of variables and constraints in the ILP, the first condition is rewritten to the condition shown in Equation 3.9. Note that all $\beta$ parameters are determined before the ILP is solved.

$$s(v_i, 1) - s(v_j, 1) + c_b \cdot (\beta^O_{(v_i,v_j)} - \beta^S_{(v_i,v_j)}) \leq \beta^S_{(v_i,v_j)} \quad \forall (v_i, v_j) \in E_0 \quad (3.9)$$

If the variable $c_b$ contains a 0, the buffer must use sliding windows, otherwise the buffer must use overlapping windows.
This chapter presents our parallelization approach where nested loop programs (NLPs) containing while-loops with unknown upper bounds can be parallelized. After parallelization the statements in the while-loops can be pipelined and also iterations of the loop can overlap if the dependencies allow for this.

First synchronization statements are inserted into the parallel task graph. This is explained in Section 4.1. Based on the generated code a corresponding data flow model is created. Existing models are not sufficiently expressive, see Section 4.3. Therefore an extension to an existing model is proposed such that the while-loops can be modeled. This extension is discussed in Section 4.4.

The paper from Appendix A discusses only the code generation and not the data flow models.

4.1 Code Generation

The first step after extracting the task graph from the sequential NLP is to generate code for execution on the target platform. For the generated code to produce correct results, synchronization statements have to be inserted for all shared variables. There are three cases each in which synchronization statements are added at different locations in the program. In the sections 4.1.1, 4.1.2 and 4.1.3 these cases will be discussed.

4.1.1 Read-Only Variables

The simplest case to insert synchronization occurs when a variable is only written in the statements before a loop. Consider the example NLP in Figure 4.1 where the value of $x$ is determined before the loop construct. After parallelization two buffers, $s_x$ and $s_y$, are created and since there are three functions in the example, also three tasks are created. These tasks are shown in Figure 4.2.

In the example, the only writer of the variable $x$ is the function $f$. This means that the single assignment section (SAS) for $x$ starts at the beginning of the program from Figure 4.1 and ends at the end of the program as there are no other while loops. Inside the loop the variable $y$ is written by the function $g$. Therefore a SAS for $y$ is created from the beginning of the program to the end of the while loop. From the second iteration of the loop and onwards the SAS for $y$ is defined from the start of the
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```python
def int x;
def int y;
loop{
    x = f();
    loop{
        y = g(x);
        h(y);
    } while(...));
} while(1);
```

Figure 4.1: NLP with a variable that is only written in the statements before the while loop. The dots in the loop condition indicate that any condition is allowed. The task graph is shown next to the NLP. The contents of the dashed box are the tasks in the inner loop.

```
do{
    acqSpace(x);
    x[0] = f();
    relDataL(x, 0);
} while(1);
```

```
do{
    acqDataL(x, 0);
    do{
        acqSpace(y);
        y[0] = g(x[0]);
        relDataL(y, 0);
    } while(...);
    relSpace(x);
} while(1);
```

```
do{
    acqDataL(y, 0);
    h(y[0]);
    relSpace(y);
} while(...);
```

Figure 4.2: Parallelized code for the NLP in Figure 4.1.

loop until the end of the loop. This program is valid as all SASs are in dynamic single assignment (DSA) form.

The synchronization statements for the buffers which are only written by the statements before the loop are inserted before and after any while loop in which they are read. In the example the synchronization statements for buffer $s_x$ are inserted before and after the while loop. Synchronization statements for buffers written in the statements in the loop are inserted in the loop. In the example this is done for the buffer $s_y$.

It would also be possible to insert the synchronization for read-only variables in the loop. However, due to the temporal scope of the variables all values would be lost after the first iteration of the loop. A method to prevent this is to copy the old value to the next SAS execution using the assignment statement “$x' := x$”. This statement must be inserted in the loop. The disadvantages are that a new task is created for this statement and the synchronization overhead is significantly increased as every loop iteration synchronization must be performed for the copy action.

### 4.1.2 Shared Variable Before the Loop

It can also be the case that an array is written in the statements before the loop as well as in the statements inside the loop. The generated synchronization code will be inside the loop as the SAS is defined from before the loop until the end of the loop. For all tasks extracted from functions in the statements before the while loop,
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```python
def int x:
    loop:
        x = f()
        loop:
            x' = g()
        while(x < 10):  
        while(1):
```

Figure 4.3: NLP and task graph with a variable that is written in the statements before the while loop and also in the while loop. The dashed box indicates the contents of the inner loop.

extra synchronization statements have to be inserted, if buffers are used which are also written in the statements in the while loop. This extra synchronization is required by the used circular buffers (CBs). The CBs require that all windows are no more than one iteration apart because a write window can never overtake a read window and a read window can never overtake the write window that is the furthest in its execution.

An example NLP which writes to a variable both in the statements before and in the loop is given in Figure 4.3. The variable \( x \) is written before the loop and also inside the loop, this forces the synchronization to be inside the loop. The SAS for \( x \) is defined from the start of the program up to and including the loop condition. The generated code for this example can be found in Figure 4.4. Task 1 from Figure 4.4 shows that the space acquired before the loop is conditionally acquired for the next execution of the same SAS, depending on if the same SAS is actually executed again. When this task is created using this scheme and executed, the synchronization is done equally often as the synchronization of all other tasks.

Figure 4.4 also shows that a new task is created when a variable or function is used in the loop condition. In the figure a new buffer \( b \) is created to store the condition value.

Note that sometimes renaming the variables written to before the loop can decrease the number of tasks in which an extra loop must be added. For example if there are many producers before the loop for a buffer \( x \) this would result in many tasks which would all need the extra loop. However, if these tasks write to a new variable \( y \) which is not written in the loop, no extra loops must be added for \( y \). Only a copy statement must be added to copy \( y \) to \( x \) to make the values available for the statements in the loop. This copy task will be the only task with the extra loop as this is the only task which writes to a shared variable.

4.1.3 Shared Variable After the Loop

The NLP from Figure 4.5 gives an example of a variable being used in the statements before, in and after the first while loop. Since the example has statements using \( x \) after the first while loop, a second SAS is created for \( x \) next to the SAS ending at the first while loop. This second SAS starts after the first while loop and ends at the end of the second while loop.

As before, all tasks have to synchronize an equal number of times during the execution of the program. Therefore also for the tasks that use a value after the loop, a loop containing synchronization statements must be added. The consequence for the example is that all tasks need both while loops.

It might be more intuitive to have the last SAS span beyond the while loop, thus
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### Task 1
```c
int t, i;
do{
    acqSpace(x);
    x[0] = f();
    relDataL(x,0);
    do{
        acqDataL(b,0);
        t = b[0];
        relSpace(b);
        if (t){
            acqSpace(x);
            relDataL(x,0);
        }
    } while (t);
    acqSpace(x);
    relDataL(x,0);
}while(1);
```

### Task 2
```c
int t, i;
do{
    acqSpace(x);
    relDataL(x,0);
    do{
        acqSpace(x);
        x[0] = g();
        relDataL(x,0);
        acqDataL(b,0);
        t = b[0];
        relSpace(b);
        } while (1);
    acqDataL(x,0);
    relDataL(x,0);
}while(1);
```

### Task 3
```c
int t, i;
do{
    do{
        acqDataL(x,0);
        t = (x[0] < 10)
        relSpace(x);
        acqSpace(b);
        b[0] = t;
        relDataL(b,0);
    } while (t);
    acqDataL(x,0);
    relDataL(x,0);
}while(1);
```

Figure 4.4: Parallelized code for the NLP in Figure 4.3.

Figure 4.5: NLP and corresponding task graph with two successive while loops.

letting variable values also be available after the first loop. For instance by extending the temporal scope of a variable in the last iteration of the loop to include statements after the loop. However, this will cause problems as SASs can now overlap. Consider for example the NLP from Figure 4.5 where there are two while loops after each other. If the values from a SAS would be valid until after the loop, x will be written twice, once in the last iteration of the first loop and once in the first iteration of the second loop. The consequence is that the code is no longer DSA. Therefore a SAS runs up to the end of a loop.

### 4.2 Deadlock Freedom

In this section we give the essence of a prove that using CBs with overlapping windows never introduces deadlock if all buffer capacities are at least the array sizes and the SASs in the sequential NLP are all valid.

The parallel task graph can only deadlock due to a cyclic dependency caused by the insertion of acquire statements because these are the only blocking operations, see also Figure 3.3. By construction the parallelized task graph with inserted synchronization statements can always execute deadlock free using the sequential order defined in the NLP as a schedule, assuming the sequential NLP was valid. It is possible that when the
application executes, it deviates from this schedule. However, since the sequential ap-
plication is deadlock free with the extra synchronization statements inserted using the
same method as for the parallel program it must also be deadlock free when executed
in parallel because the sequential order constraints are removed. Removing constraints
can never introduce deadlock as no cycles can be formed in a graph by removing edges.

To show that the parallel task graph with synchronization statements inserted does
not introduce deadlock, we have to consider the insertion of acquire statements in more
detail. In CBs with overlapping windows there are two blocking acquire statements,
one statement for data and one statement for space in the buffer.

First we consider the simple case where space is acquired in order to write data
to the CB. Initially, no location is acquired in the buffer. By construction, each task
can acquire a location in the buffer maximally once during the execution of a SAS.
Therefore, at most the array size of locations in the buffer can be acquired by a task
during a single execution of a SAS. Because we assumed the buffer capacity is at least
the array size, the consequence is that during the first execution of any SAS all acquire
calls for space can succeed. By construction all locations in the buffer are released
before the end of the execution of a buffer’s SAS, therefore after the execution of all
first SASs all windows are again in their initial position and the process can start from
the start again. Because all locations are released eventually during the execution of a
SAS, an acquire for space from the second execution of an SAS will always eventually
succeed.

Consider now the second case where data is acquired. Suppose the acquire and
release statements are inserted in the sequential code using the following method. If
an element in an array is written, the release of data for the corresponding location in
the buffer is inserted in the NLP immediately after the element is written. The acquire
statement for data is inserted in the NLP just before the location is read. In the NLP all
acquire statements use an unique window. Because we assumed that in the sequential
NLP every element is written before it is read, a release of data for location \( i \) is always
performed before the acquire of space for location \( i \). Note that read windows can
overlap each other so a location can be acquired by multiple read windows during a
single iteration. The parallelization process inserts these synchronization statements
for data using the same method, so essentially a task is formed from every function
and the corresponding inserted synchronization statements. Since in the parallelized
task graph the only change with respect to the sequential NLP is the removal of the
sequential order constraints, the acquire and release of data does not cause deadlock.

For a parallelized while loop the acquire statements for variables which are not
written in the loop are moved to immediately before the loop compared to immediately
before the statement. As all SASs were assumed to be valid in the sequential NLP, all
written locations in the buffer are still released by a producer before they are acquired
by a consumer. Therefore, the parallelization of the while loop does not introduce
deadlock.

Since neither the acquire for space nor the acquire for data introduces deadlock,
CBs with overlapping windows are deadlock free provided that the sequential NLP is
valid.

### 4.3 Existing Models

This section shows that existing data flow models are not sufficiently expressive to
model the while-loop with an unknown iteration upper bound.
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```python
def int x[2], i;
loop {
  for (i: 0: 1) {
    x[i] = f();
  }
} while (g());
```

Figure 4.6: Example where VPDF is not sufficiently expressive.

4.3.1 VPDF Model

Variable-rate phased data flow (VPDF) [21] supports repetition of individual phases, where it is not known in advance how often a phase is repeated. This fits the definition of the while-loop and would eliminate the need for a new model.

However, the repeating factor in the while-loop is not a single phase but a sequence of phases. Consider for example Figure 4.6 statement \( x[i] = f() \). This statement will give the phases \(<1, 1>\) for acquiring space for \( x \) inside the while-loop and execution times \( e_i \) for \( 0 \leq i < 2 \). The while-loop dictates that this sequence of phases is repeated \( n \) times, where \( n \) is determined by the unknown function \( g() \). The phases for the complete task would be \(<n \cdot <1, 1>>\). This can not be directly modeled in VPDF as VPDF only allows a single number to be repeated \( n \) times, so for example \(<n \cdot 1>\). A conservative solution would be to model the phases as an aggregate phase so the result for the example would be \(<n \cdot 2>\) and the execution time \( \sum_{i=0}^{1} e_i \).

However, when while-loops are nested, this aggregation can no longer be applied for VPDF. For example when two while-loops are nested, a pattern in the phases like the following can arise: \(<n \cdot <0, m \cdot <0, 1>>>\). This can no longer be modeled conservatively in VPDF if \( n \) and \( m \) are not bounded.

4.3.2 CSDF Model

cyclo-static data flow (CSDF) [5] is a specialization of VPDF where repetition of individual phases is not allowed. Only the complete set of phases can be repeated. Therefore, CSDF is also not sufficiently expressive.

For the CBs with sliding windows a CSDF model exists that models the acquire and release statements. This paper also introduced a CSDF model for CBs with overlapping windows. Also there already exists a fast analysis that determines buffer capacities for these CBs [22]. Therefore, an extension to CSDF is introduced to allow while-loops to be expressed.

4.4 Modular CSDF Model

Since the while-loop models a potentially infinite loop, throughput can not be analyzed outside of the loop as nothing is known about the number of times the loop is executed. Therefore throughput is analyzed only for the statements inside the while-loop. For the statements outside of the while-loop, minimum buffer capacities for a deadlock free execution are determined.

In order to express the throughput constraints of while-loops, a modular cyclo-static data flow (MCSDF) model is introduced. A MCSDF model is an extension to a CSDF model where a single actor can consist of a complete CSDF model. A MCSDF model
is defined as a graph $G = (W, E, δ, π, γ, φ)$, with $E$ the set of directed edges and $W = V \cup H$ the set of actors where $V$ is the set of atomic actors and $H$ the set of composite actors. Composite actors are MCSDF graphs themselves and can therefore be analyzed as such, thus $H$ is the set of graphs $G$. Atomic actors are indivisible actors. An edge $e_{ij} = (w_i, w_j)$, with $e_{ij} \in E$, is directed from actor $w_i$ to actor $w_j$ with $w_i, w_j \in W$. Actors communicate tokens over edges. Each edge $e_{ij}$ has $δ(e_{ij})$ initial tokens, with $δ : E \rightarrow \mathbb{N}$. Each actor $w_i$ contains $φ(w_i)$ phases, with $φ : W \rightarrow \mathbb{N}$. An actor $w_j$ is enabled for firing number $c$, with $0 \leq c$, when each of its input edges $e_{ij}$ contains $γ(e_{ij}, ((c-1) \mod φ(v_j))+1)$ tokens and $γ : E \times \mathbb{N} \rightarrow \mathbb{N}$. These tokens are consumed when firing. After actor $w_j$ finishes firing number $c$, $π(e_{ji}, ((c-1) \mod φ(j))+1)$ tokens, with $π : E \times \mathbb{N} \rightarrow \mathbb{N}$, are produced on output edge $e_{ji}$.

The input NLP is modeled as a MCSDF model where a while-loop is replaced by a composite actor. If there is another while-loop in a while-loop, this process is repeated recursively and each while-loop is therefore modeled as a separate MCSDF model. This is discussed in Section 4.4.1. The modular step is discussed in Section 4.4.2.

A while-loop in the MCSDF can be seen as a function where the function parameters are all read-only scalars and array elements. The output of this function are all variables that are written with the ’ annotation, see Section 3 from Appendix A. Because the statements in the while-loop are modeled separately from the statements outside of the loop, the MCSDF model creates a barrier in the analysis. During the actual execution this barrier is not present, therefore the model is conservative with respect to the execution.

After an execution of a SAS, all values available in this SAS are lost. The consequence is that all producers and consumers in the CB corresponding to this SAS have their windows in the same position as before the execution of the SAS. Therefore, only one iteration of the while-loop has to be considered for the MCSDF model because creating a MCSDF model from two loop iterations results in the same MCSDF model.

### 4.4.1 Model of the While-Loop

Because we want to derive a MCSDF model from a subset of tasks, also the task graph should consist of only this subset such that the translation from task graph to data flow model is preserved. We use a hierarchical task graph [10], which is defined as $H = (U, S, A, α, σ, θ)$. The set of tasks $U$ in $H$ contains all tasks $t_i$ that are inside the while-loop for which this task graph is specified and not inside another while-loop, so $U = \{t_i | t_i \in T \land (∀u \in W : U \neq U' : t_i \notin U') \} \cup U''$ where $U''$ is the set of all tasks graphs formed from loops inside $H$. The set of all atomic tasks and $W$ the set of all task graphs, or composite tasks, extracted from the NLP. The set of arrays $A$ consists of all arrays which are written by the tasks from the set $U\setminus U''$. The array element for access number $l$ from task $t_i$ on array $a_j$ is given by $α(t_i, a_j, l)$, with $α : U \times A \times \mathbb{N} \rightarrow \mathbb{N}$. The set of edges is $S$, with $S$ containing all hyperedges $(V, W)$, with $V \subseteq U$ and $W \subseteq U$. All edges from $t_i$, with $t_i \in T \land t_i \notin U$, to $t_j$, with $t_j \in U$ and all reversed edges are moved from $t_j$ to the task formed from $H$. The size of the array $a_k$ is given by $σ(a_k)$, with $σ : A \rightarrow \mathbb{N}$. The capacity of a buffer $s_j$ is given by $θ(s_j)$, with $θ : S \rightarrow \mathbb{N}$. The capacity function $θ$ only gives the capacity of the buffers as required by tasks in $H$, thus requirements from tasks outside of $H$ are not considered.

The tasks extracted from the statements that are inside the most deeply nested while-loop are considered for the first MCSDF model. Also the tasks that need extra synchronization loops due to shared variables with the while-loop must be modeled in this MCSDF model because they also need execution time to move the windows.
def int x[10], y[7], z;
for (i:2:7)
    x[i] = f1();
} z = f2();
loop{
    y[0] = 0;
    for (i:1:6)
        y[i] = g(x[i+1], y[i-1]);
} z' = h(y[6], z);
} while(...);

Figure 4.7: Example NLP.

Figure 4.8: Task graphs extracted from the NLP in Figure 4.7.

If a variable is read-only in the while-loop the synchronization behavior specifies
that the variable is acquired before the loop starts and released after the loop ends. The
consequence is that, once the loop starts, this variable is always available when read
and therefore this variable can never block any task that reads that variable in the loop
once the loop is entered. Therefore all tasks outside the loop that use this variable are
not required to be in $U$, assuming there is no other relevant dependency. Also all edges
between these tasks and any task in the while-loop do not need to be considered for
this model, but are considered in a higher level in the hierarchy.

The MCSDF model at the lowest level in the hierarchy is created the same as a
CSDF model as explained in Section 3.2.4 for CBs with overlapping windows and by
Bijlsma [3] for CBs with sliding windows. Also the buffer type selection approach as
presented in Section 3.4 can be used.

The example NLP in Figure 4.7 and the corresponding hierarchical task graphs in
Figure 4.8 illustrate the creation of a MCSDF model. Figure 4.8a shows the task graph
of the complete NLP with the hierarchy indicated in the dashed box. In the NLP, the
array $x$ is not written in the while-loop and is therefore omitted from the task graph
of the while-loop, together with the task formed from function $f_1()$, which writes to $x$.
See the tasks in the dashed box from Figure 4.8a. The variable $z$ is written both inside
of the while-loop as well as outside the loop and is therefore included in the task graph,
together with function $f_2()$, which writes to $z$. 
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4.4.2 Modular Step

To ensure deadlock free execution, buffer capacities have to be calculated for the complete program and not only the while-loop. Because the execution time of the while-loop is unknown, no throughput guarantees can be given for the complete model. Therefore, only sufficient buffer capacities are determined for deadlock free execution.

All tasks from the task graph are transformed into a MCSDF model using the same method as explained before for the while-loop. The edges between tasks outside of the while-loop and inside of the loop (variables which are read-only in the loop) are also transformed using the same method. From the MCSDF model of the loop a single composite actor is created, similarly to a task in the task graph. Since all buffers locations are acquired before the loop starts and released after the loop ends, this must be reflected in the model. A phase is added on each edge with as a token count the number of locations acquired and released after the loop is finished, in phase for the loop are acquired, this is illustrated with the gray box in the buffer. The last phase equals the number of locations acquired as data, thus the sum also includes gaps of unused locations. The unused locations at the beginning of the CB can therefore be released immediately before the composite actor fires. Figure 4.9 shows an example to illustrate this. The buffer in the example is larger than the array size and not all array elements are read in the loop. The two array elements on the left are acquired and released before the loop starts. This is done in phase 0 of the composite actor formed from the loop. In phase 1 the locations required for the loop are acquired, this is illustrated with the gray box in the buffer. The last three locations are acquired and released after the loop is finished, in phase 2.

Equation 4.3 shows the number of tokens required for a composite actor \( G' \) for all phases on the edge \( e_k = (w_j, G') \) between \( G' \) and an actor \( w_j \) connected to the composite actor. This equation holds for buffers with sliding windows. In the equations below, a buffer \( s_k \) is equal to \( (w_j, w_i) \). The array corresponding to the buffer \( s_k \) is \( a_k \).

\[
\chi((w_j, G')) = \max_{w_i \in U} (w_j, w_i) \in S' : \left( \max_{0 \leq q < p(w_i, a_k)} : \alpha(w_i, a_k, q) \right) 
\]

\[
\xi((w_j, G')) = \min_{w_i \in U} (w_j, w_i) \in S' : \left( \min_{0 \leq q < p(w_i, a_k)} : \alpha(w_i, a_k, q) \right) 
\]

\[
\gamma(e_k, p) = \begin{cases} 
\xi(e_k) & \text{if } p = 0 \\
\chi(e_k) - \xi(e_k) + 1 & \text{if } p = 1 \\
\sigma(a_k) - \chi(e_k) - 1 & \text{if } p = 2 
\end{cases}
\]

For overlapping windows \( \gamma((w_j, G'), p) \) returns the number of distinct locations accessed.

The same formulas hold for the release of space by the composite actor. A single phase can be used to release all locations at once. Therefore, the number of tokens in this phase equals the number of locations acquired as data, thus \( \pi(e_{ij}, p) = \gamma(e_{ij}, p) \).

Figure 4.8b shows the highest level task graph for the example NLP in Figure 4.7. The tasks from the while-loop are collapsed into the task \( G' \). Since a task in \( G' \) reads from the buffer \( x \), which is written outside of \( G' \), an edge which models \( x \) is added between \( f_1() \) and \( G' \). The corresponding MCSDF model for this task graph contains two actors, similar to the model shown in Figure 3.12. In the array \( x \) six locations are written. Therefore, \( \gamma((f_1, G'), p) \) for \( p = 0, 1, 2 \) gives 2, 7 − 2 + 1 = 6 and 10 − 7 − 1 = 2 respectively. Therefore, also the release of space by the composite actor, defined by \( \pi((G', f_1), p) \) gives the phases 2, 6 and 2 for \( p = 0, 1, 2 \).
Figure 4.9: The window required by a loop does not have to be the complete array.
Circular Buffers with Dynamic Windows

As shown in Chapter 4 in the parallelization of nested loop programs (NLPs) with while-loops, extra while-loops need to be inserted into the tasks in order to move the windows in all buffers an equal amount of times. In order to overcome the need to insert these extra loops, an extension to circular buffers (CBs) with overlapping or sliding windows is proposed. Using this extension windows can be temporarily disabled such that they do not need to move forward until they are actively used again. Upon re-enabling the disabled windows are inserted again in the CB at the appropriate position.

5.1 Synchronization Statements

The synchronization statements from CBs with sliding or overlapping windows have to be modified for the buffers with dynamic windows. Each window \( w \) in the CB is extended with a status field. This status field indicates if \( w \) is enabled or disabled. When a window is disabled, it does not need to be considered when acquiring or releasing space or data. See the equations from Section 3.2.2 which show when the position of a window is checked.

Because the buffers are circular, buffer locations have to be reused and therefore re-enabling a window can not be done immediately. A consequence of using these circular buffer is that the correct wrap bit (for sliding windows) or wrap counter (for overlapping windows) has to be set. This bit or counter depends on the number of times the other windows wrap around, something which is not known in advance due to the unknown iteration count of the loop. Therefore, synchronization is inserted to the tasks that can decide when another window is allowed to be re-enabled. The same synchronization statements for acquiring and releasing space and data are used to decide when to enable or disable windows.

Also disabling a write window can not be done immediately as all read windows need to be able to check the full-bits of this write window to see if any values are written in the CB. A read window can be disabled at any time because it does not produce any values needed by other windows. The implementation for the enabling and disabling of windows is given in Figure 5.1 and 5.2 respectively.

Two additional CBs are created for each write window to synchronize on, while one additional CB is sufficient for each read window. All additional CBs need a buffer capacity of one location and can be of type sliding windows, which has the least amount
enableWindow(buffer b, window w) {
    b.w.state = ENABLED;
    w.reset_full-bits();
    update pointers of w;
}

Figure 5.1: Activation pseudo-code implementation.

disableWindow(buffer b, window w) {
    b.w.state = DISABLED
}

Figure 5.2: Deactivation pseudo-code implementation.

of overhead. When disabling a write window, acquireData must first be called on
the first extra buffer. When the acquire continues, the write window can be disabled
and releaseSpace can be called immediately after the window is disabled. The win-
dows that are in the same buffer as the disabled window have to indicate that they
no longer need the data produced by the disabled window. Therefore, the statements
acquireSpace and releaseData are inserted after the windows are moved to the po-
sition where the disabled window is at the moment of its disabling.

Re-enabling is done using a similar method. The acquireData statement is in-
serted at the point where the read or write window requests to become active again.
After this statement continues, the window can be enabled again and releaseSpace
can be called. Again, the windows that use the same buffer as the disabled window
must indicate, by means of a acquireSpace and releaseData call, that the disabled
window can be re-enabled. These statements operate on the second buffer. The acquir-
ing of space must be done before the buffer is used. The release of data must be done
at the moment the window is allowed to be re-enabled.

Note that at all points in time, all buffers must have at least one producer and one
consumer enabled. Also, these additional CBs do not need any memory space apart
from the buffer administration as there is never a read or write done to these CBs.

5.2 Deadlock Freedom

The generated code for disabling a window does not introduce deadlock. This section
gives an outline of the proof for this.

To show that deadlock is not introduced, it must be shown that all introduced ac-
quire statements can always continue at some point in time. Because two acquire state-
ments on two different buffers can not block each other, the two additional buffers can
be considered separately. All tasks can initially acquire space for the first buffer as the
capacity of the buffer is one and only one location is acquired. Since the generated
code without these statements did not introduce deadlock, the acquired locations will
also be released. Therefore, the task with the window that requests to be disabled can
acquire this released location as data. The proof for the second buffer is analogous to
the proof of the first buffer.
5.3 Example Application

Figure 5.3 shows a small example NLP which counts the number of executions of the inner loop. Figure 5.4 shows the parallel task graph when using CBs with sliding windows. Note that if overlapping windows would have been used, the generated code would be almost identical for this example. Figure 5.5 shows the same example parallelized for use with dynamic sliding windows. The figure shows that the loop in Task 1 is replaced by the synchronization statements as discussed above. Because a write window is disabled, two CBs are added, \( s_1 \) and \( s_2 \). CB \( s_1 \) is used for disabling of write window and CB \( s_2 \) is used for the re-enabling of the read or write window.
**Task 1**

```c
do{
aquireSpace(x,0);
x = 0;
releaseData(x,0);
disableWindow(x,0);
releaseSpace(x,0);
acquireData(s1,0);
enableWindow(x,0);
releaseSpace(s1,0);
}while(1);
```

**Task 2**

```c
bool t;
int init = 0;
do{
aquireSpace(s2,1);
aquireSpace(x,1);
releaseData(x,1);
dol
acquireSpace(x,1);
acquireData(x,2);
x = x + 1;
releaseData(x,1);
releaseSpace(x,2);
if(init < 1){
aquireSpace(s1,1);
releaseData(s1,1);
init++;
}
acquireData(c,0);
t = c;
releaseSpace(c,0);
}while(t);
releaseSpace(x,2);
releaseData(s2,1);
}while(1);
```

**Task 3**

```c
bool t;
do{
acquireSpace(c,1);
t = h();
c = t;
releaseData(c,1);
}while(t);
```

---

**Figure 5.5:** Parallelized code from Figure 5.3 using the buffers with dynamic sliding windows.
This section illustrates our parallelization approach for while loops by means of a case-study. Figure 1.1 shows the structure of a, for explanatory reasons simplified, DVB-T receiver application which switches between two modes, detect and decode. After a potentially infinite amount of time, the user can switch between channels and the application will break the inner while loop and switch channels. This whole flow is repeated infinitely often.

This case-study does not use the improvements from Chapter 5 because they were not yet implemented due to time constraints.

The task graph for the program from Figure 1.1 can be found in Figure 1.2. As there are eight functions in the NLP, also eight tasks are created. Because the loop condition is a function which we want to execute only once in one iteration, the return value of the function must be distributed to all tasks in the loop. The buffer \( t \) is created for this purpose.

Because the \textit{equalization} and \textit{demap} functions are inside the switch statement, the tasks formed from these function also need read access to the variable \textit{state}. An improved version of the parallelization process can remove this edge in the task graph as \( y \) and \( z \) already enforce this control flow. Note that the tasks that read from the CB \textit{state} can be pipelined, even though the loop condition is data dependent. Each of these tasks needs a different value of the variable \textit{state} if they are fully pipelined because they are in different iterations of the loop. Therefore, the CB \textit{state} needs a capacity of at least five locations.

The \textit{state} variable is a variable which is shared between the statements before the loop and in the loop. Therefore the task created from the assignment of 0 to \textit{state} must also contain the while loop. The synchronization statements are in the while loop for all tasks that use the \textit{state} variable. The \textit{channel} variable is a variable which is only written in the statements before the while loop. The synchronization statements for the \textit{readInput} task are therefore outside of the loop.

### 6.1 Experiments

Figure 6.1 shows two traces of two executions of the parallelized DVB-T radio receiver from Figure 1.1. These traces are generated using the SystemC simulation output of the parallelization tool. The traces are visualized using GTKWave [8]. All functions in
all tasks have a constant execution time of 2 ns in this simulation.

Figure 6.1a shows a trace where there is minimal overlapping of iterations. The buffer capacities are the same as the array sizes, which is the minimum required for this example. Note that this trace already performs better than when barriers where used at the end of each loop iteration because the \textit{equalization} and \textit{demap} tasks are not dependent on for example the variable \( x \) so the \textit{readInput} task can already execute the next iteration.

More pipelining can be achieved by increasing the buffer capacities. When the buffer capacities are larger more loop iterations can execute simultaneously as each loop iteration can use a part of the buffer. Figure 6.1b illustrates this with a trace where the buffer capacities are ten times as large as the array sizes. The figure shows that the tasks containing the functions \textit{fft}, \textit{equalization} and \textit{demap} are executed fully pipelined. This pipeline is not interrupted by the loop being present and therefore loop iterations overlap. This can be seen in the figure in the \textit{channelChangeRequest} task which continues executing even though the pipeline of the above mentioned functions has not finished a single loop iteration. The only interruption in the pipeline is caused by the loss of synchronization in the radio.

Figure 6.1 also shows that throughput is increased when more pipelining can be enabled. When the synchronization is not lost in the radio stream, the \textit{demap} function outputs a sample every 2 ns, in contrast to the trace with less pipelining where a sample is outputted on average every 11 ns (not completely visible in the figure).
6.1. EXPERIMENTS

(a) Sample of a trace with minimal pipelining because minimal buffer capacities are used.

(b) Sample of a trace with maximal pipelining due to larger buffer capacities.

Figure 6.1: Parts of the execution traces of the DVB-T radio receiver from Figure 1.1.
This thesis presented an approach for the automatic parallelization of nested loop programs (NLPs) containing while-loops with unknown iteration upper bounds. Tasks are extracted from an NLP and circular buffers (CBs) are inserted to facilitate communication between the tasks. For each CB a choice is made between a CB with sliding windows and a CB with overlapping windows. Synchronization is added to the task graph to ensure schedule independent functional behavior that is equivalent to the sequentially executed NLP. We have also shown that deadlock is not introduced by the parallelization process if CBs with overlapping windows are used for all CBs. An extension to CBs with sliding or overlapping windows is proposed where windows can be disabled such that the synchronization overhead for while-loops is reduced. For all CBs in the task graph, sufficient buffer capacities are calculated for a known throughput using a modular cyclo-static data flow (MCSDf) model, which is introduced in this thesis. The generated task graph can be executed on an embedded multiprocessor platform.

Writing parallel programs by hand proves to be a very difficult task. Synchronization statements like lock and unlock must be placed manually by the programmer to guarantee mutual exclusive access to variables and when a mistake is made, this can result in deadlock of the complete program. To solve this problem automatic parallelization techniques are introduced which can automatically transform sequential programs to parallel programs. However, these techniques have their shortcomings, for example there is no support for while-loops in which no upper bound can be given at compile-time, or even during the execution of the loop. While-loops have a number of properties which makes the automatic parallelization difficult to perform. For example a while-loop can have an infinite number of iterations. Single assignment code can therefore no longer be created because arrays with an infinite number of elements will be the consequence.

User dependent loop conditions stop the current parallelization tools from overlapping loop iterations using a pipeline because the condition can not be known before a loop iteration starts. Often if-statements can be found in programs in which each branch writes a result to the same variable. These multiple writers must also not stop pipelining being applied.

This thesis presents a parallelization approach which overcomes these problems. A parallel task graph is extracted from a sequential NLP, which may contain while-loops. CBs are used for communication between tasks. The used CBs contain windows in
which a task has random access. By requiring each task to acquire a location before it can be used and releasing a location after it used, functional correctness is guaranteed by the presented approach. The statements that perform this acquiring and releasing of locations are automatically inserted by the parallelization approach. When overlapping windows are used for all CBs, it is proven that the parallelization technique does not introduce deadlock. The complete program is deadlock free if all single assignment sections (SASs) in the input NLP are valid. A SAS defines the part of a program in which values can be read from a variable and it defines when a variable can be reused. A SAS is valid if all scalars and array elements are written before they are read and if the SAS satisfies dynamic single assignment (DSA).

A performance comparison between CBs with sliding and overlapping windows is made. It shows that overlapping windows are more expensive than sliding windows in terms of the execution time needed to synchronize. However, sliding windows can cause deadlock while overlapping windows can not. An integer linear program (ILP) is presented which determines for each CB if sliding windows can be used or if overlapping windows have to be used.

For given throughput constraints, sufficient buffer capacities are determined for the buffers used by the parallelization of the NLPs with while-loops. A MCSDF model is presented, which is an extension to a cyclo-static data flow (CSDF) model where an actor can consist of another CSDF model. When a MCSDF model is used as an actor, it is called a composite actor, in contrast to atomic actors which are regular CSDF actors. For each while-loop a MCSDF model is created in which nested while-loops are embedded as a composite actors.

It is considered future work to implement the dynamic windows extension and to do perform experiments and measure how much difference the extension makes. It would also be good to know when the extension uses less cycles than when the window would remain enabled.

Another interesting point for future work is to experiment with the throughput constraint and research how much more throughput is achieved with respect to an approach employing barriers. The case-study already hints that for the DVB-T radio receiver the speedup is considerable.

The presented approach is demonstrated using a DVB-T radio receiver, however we expect many other applications with streaming behavior to have a similar kind of requirements on while-loops and can therefore benefit from the presented approach.
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Parallelization of While Loops in Nested Loop Programs for
Shared-Memory Multiprocessor Systems

Abstract—Many applications contain loops with an undetermined number of iterations. These loops have to be parallelized in order to increase the throughput when executed on an embedded multiprocessor platform. This paper presents a method to automatically extract a parallel task graph based on function level parallelism from a sequential nested loop program with while loops. In the parallelized task graph loop iterations can overlap during execution. We introduce the notion of a single assignment section such that we can use dynamic single assignment (DSA) to overlap iterations of the while loop during the execution of the parallel task graph. Synchronization is inserted in the parallelized task graph to ensure the same functional behavior as the sequential nested loop program. It is shown that the generated parallel task graph does not introduce deadlock. A DVB-T radio receiver where the user can switch channels after an undetermined amount of time illustrates the approach.

I. INTRODUCTION

Radios process infinite input streams until the user indicates that a switch to a different channel is needed. After the switching reinitialization has to be performed in order to process the new input stream. See for example the radio receiver as shown in Figure 1 which demonstrates this behavior. Parallelizing this application presents a number of difficulties, such as multiple writers to a single variable, user dependent loop conditions and an endless loop. Similar behavior is encountered in other applications which show streaming behavior, such as a video decoder or a telephone modem. The looping behavior corresponds to a while loop with a termination condition that depends on, for example, the user input.

These stream processing applications are developed as sequential code after which a time consuming and error prone manual parallelization step is needed to convert the sequential application into a parallel task graph that can be executed on multiple processors.

Automatic parallelization tools have been developed to ease this manual process of converting a sequential program to a parallel task graph. However, to the best of our knowledge, none of these tools can handle while loops where iterations can overlap in combination with function level parallelism and are therefore less suitable for the above mentioned stream processing applications.

In this paper we introduce a while loop for use in a nested loop program (NLP) where the number of iterations and the loop termination condition can be determined during the execution of the loop. The NLP is parallelized automatically by our tool that extracts function level parallelism. Buffers are created from shared variables and synchronization is inserted to ensure that data is written before it is read and remains available until it is no longer used. It is shown that our parallelization does not introduce deadlock.

Function level parallelism is extracted from an NLP by creating a task from each function. This creates a pipeline, enabling a higher possible throughput on a multiprocessor platform for applications which execute the same functions often. From the extracted tasks a task graph is created with the same functional behavior as the sequential NLP. In the task graph the shared variables from the sequential NLP form the edges in the graph and the tasks the nodes. Each shared variable is translated to a circular buffer (CB) where overlapping windows [4] are used. A CB with overlapping windows can contain multiple read and write windows, which can overlap eachother. In a window a reading task (consumer) or writing task (producer) can use any access pattern to read or write values, something which is not possible in a first-in first-out (FIFO) buffer. It is also possible to read locations multiple times and skip locations. In a window a consumer can only read values and in a write window a producer can only write values. After a location is written it can not be written again (called single assignment) until all read windows no longer need the value at that location. Single assignment is required because the reader has no knowledge when which of the multiple producers actually writes to a location. Each producer has a set of full-bits where each full-bit corresponds with a location in the CB and indicates if the location contains data.

CBs with overlapping windows employ a release consistency memory model where both data and space have to be acquired and released in order to access shared data [8]. See Figure 2 for an overview of the operations that are possible on a buffer. Before a producer can write data, empty locations (space) have to be acquire first. After a location is acquired, data can be written and the location has to be released. The consumer can then acquire the data, read it and release the locations as space again. Acquiring and releasing space can

Fig. 1: NLP of a simplified DVB-T radio receiver.

```python
channel_t channel;
def data_t x, y, z;
def int state;
loop {
    channel = selectChannel();
    reset(out state);
    loop {
        x = readInput(channel);
        switch (state) {
            case 0: { acquisition(x, out state'); }
            case 1: { y = fft(x);
                       z = equalization(y);
                       demap(z);
                       verifySync(x, out state');
                       }
        }
    } while (!channelChangeRequest());
    while(1);
```
only be done on consecutive locations, for data this does not have to be the case. The acquire statements move the front of the window forward and can block, the release statement move the tail of the window forward and can not block. After a consumer acquired a location, it can be read multiple times. Using these buffers can result in more parallelism compared to using barriers at the end of each iteration because parts of iterations can now overlap. Bijlsma also introduced circular buffers with windows where the read and write windows are not allowed to overlap [3]. However it is shown that this buffer type can not guarantee a deadlock free execution for all input programs [4]. Therefore we use CBs with overlapping windows, which we show not to introduce deadlock. The NLP has to satisfy single assignment in all so called single assignment sections, which are introduced in this paper.

This paper is organized as follows. Section II presents related work. Section III presents the notion of a single assignment section. This single assignment section is used to parallelize while loops, as discussed in Section IV. Section V shows that the code from the parallelization process is deadlock free. Section VI discusses a case-study where a radio application with while loops is parallelized. Section VII presents the conclusions and gives some ideas for future work.

II. RELATED WORK

There are a number of existing techniques which attempt to parallelize while loops. Rauchwerger [9] is able to parallelize while loops which contain linked lists. In contrast to our approach, data level parallelism is used to execute multiple loop iterations simultaneously. Our solution employs function parallelization which results in a pipelined execution of tasks. Collard [5] also uses data level parallelism and speculatively executes the next iteration independent of the loop condition. These parallelization methods are orthogonal to our method and can be combined to create a hybrid approach that exploits data as well as function level parallelism.

The approach presented by Turjan [11] transforms a NLP into a Kahn process network (KPN). The disadvantage of that approach is that it can only handle FIFO buffers. The consequence is that skipping locations, reading locations multiple times or reading locations in a different order than they are written requires a reordering buffer and a potentially complex controller or lookup table. Our buffers do not need such a controller task or lookup table.

Traditionally compilers apply software pipelining to schedule instructions in such a way that multiple iterations of loops can overlap [7], [10]. The compiler which performs instruction level software pipelining knows the execution times and finish times of all instructions and can therefore create a schedule that satisfies all dependency constraints. The difference with our method is that we do not assume a global clock nor do we create a fixed execution order and therefore we need to insert synchronization in order to satisfy all dependency constraints.

Douillet [6] performs software pipelining for multicore architectures. However, multiple producers where it is not known at compile time which producer writes the actual value are not supported by their synchronization statements.

III. SINGLE ASSIGNMENT SECTION

A program that is parallelized must be in single assignment form. Single assignment means that a scalar or a element in an array is written only once. If this would not be the case, a task that reads from a CB does not know when the relevant writer has written its value. For example the variable state from Figure 1 is written by three different tasks. Two different forms of single assignment exists, static single assignment (SSA) and dynamic single assignment (DSA). SSA [1] means that there is only a single assignment statement in the code that writes to a scalar or array. DSA [12] requires that a scalar or a element in an array is written only once during the execution of the program. A program in SSA form is not necessarily in DSA form or vice versa.

However, both notions of single assignment are not sufficient for the while loop with an unknown iteration upperbound. SSA can not handle multiple assignments to a single variable, therefore if-statements with multiple branches writing to the same variable are problematic. DSA can not guarantee a finite array size because each loop iteration requires array elements which are not yet written. Because the loop can potentially execute an infinite amount of times, this would require an infinite number of array elements and therefore also an infinite array size. For example in Figure 1 the variable state is written by three different statements, therefore the code does not satisfy SSA. The variable x is written an infinite number of times and therefore this example is also not DSA. This code can also not be rewritten such that DSA holds because an array can not have an infinite number of elements.

We therefore introduce the notion of a single assignment section (SAS). During the execution of a SAS each scalar and array element can be written only once. A SAS belongs to a scalar or a complete array. Therefore, at each point in the code multiple SASs may exist and a scalar or array can have multiple SASs. At the end of a SAS the value of the variable from the SAS is lost, giving a variable a temporal scope. Temporally scoped means that the value of a variable is not only bounded by the location in the program, but also by time.

The length of each SAS is defined at compile time by the semantics of the sequential NLP. The first SAS of all variables always starts at the beginning of a NLP. For each scalar or array written before the end of the while loop, its corresponding SAS ends at the end of the loop. This SAS is executed as often as the number of iterations of the loop. A new SAS is started by the statements after the while loop, if any. From the second iteration onwards the SAS has a more limited scope from the start of the loop until the end of the

![Fig. 2: Operations on a buffer. Task A is a task that writes to the buffer and task B is a task that reads from the buffer.](image-url)
int x;
def int x;
x = 3;
do{
in tx, y;
x = 5;
y = 2;
print(y);
}while ( . . . ) ;
print(x);

(a) Legal C program
(b) Illegal NLP

Fig. 3: Sequential program as C code on the left and as NLP on the right.

loop as this part of the code contains the repeating statements. Note that the variables in the loop condition are part of the loop and therefore belong to the same SAS as if the variables were written inside the loop. If a scalar or array is not written before the end of the while loop, its SAS does not end at the loop but continues until the end of first loop where it is written in or until the end of the NLP, whichever comes first.

Consider for example the program in Figure 3 which shows a program with a loop. The program from Figure 3a is valid according to the semantics of C. However, it is illegal as an NLP containing SASs, see Figure 3b. When the program is executed as C the print of the variable x would give 3 because the scope of the x in the loop ends at the end of the loop. When the program is used as an NLP, two problems arise. The first problem is that the variable x is written two times in the same SAS, first with the value 3 and then with the value 5. The second problem is that the printing of x uses a value of x that is not yet written as the last write action to x was in another SAS.

A SAS is valid if its corresponding variable is in DSA form within the SAS and all locations are written before they are read. The complete program is valid if all SASs of all variables are valid.

Because the value of all variables is temporally scoped, the values are destroyed at the end of a SAS. Because a SAS ends at the end of a loop iteration there is no way to pass values to the next loop iteration. To solve this we re-use the stream concept also found in Silage [13]. In Silage a variable is essentially a stream which can be shifted forward in time using the “@” operator. Also in synchronous guarded actions as proposed by Baudisch [2] this concept can be found in the form of the next operator. This next operator delays the write of a value by one marco step. In our case the marco step is the execution of a SAS. This concept of writing to the next execution of a SAS is annotated with a ’ in our NLPs. A direct consequence is that this scalar or array element can not be written anymore when executing the next SAS as this would violate the DSA requirement.

IV. PARALLELIZATION OF WHILE LOOPS

In our approach function level parallelism is extracted from while loops. This means that each function in the NLP becomes a task in the task graph. Communication between the tasks is done via CBs. Circular buffers which support windows are used because they allow for flexibility when elements in arrays are produced out-of-order or when elements are not read [3], [4]. These CBs require that all of the windows in a buffer are moved an equal amount of times through the buffer during execution. If a location is released from the window the value at that location can no longer be acquired again by the same window.

From the input NLP a task graph is extracted. A task graph is a directed graph \( H = (T,S,A,\sigma,\theta) \). The set of vertices is \( T \), where each \( t_i \in T \) represents a task. The set of hyperedges is \( S \), where each \( \{V,W\} \in S \), with \( V,W \subseteq T \) represents a buffer. Each buffer \( s_i \), with \( s_i \in S \), corresponds with an array \( a_i \), with \( a_i \in A \). This array corresponds to a variable declared in the NLP. The capacity of each buffer \( s_i \) is given by \( \theta(s_i) \), with \( \theta : S \rightarrow \mathbb{N} \). The size of each array \( a_i \) is given by \( \sigma(a_i) \), with \( \sigma : A \rightarrow \mathbb{N} \).

A hyperedge is an edge which can have multiple source and/or destination nodes. For example in the task graph from Figure 4b a hyperedge is present for the buffers \( s_a \) and \( s_b \). In the context of buffers a hyperedge \( s_i = \{(t_i|t_i \in T), (s_j|t_j \in T)\} \) means that there is at some point in time a location written by all source tasks \( t_i \) and read by all destination tasks \( t_j \). The consequence for buffers with overlapping windows is that each source and destination task have a window in the buffer and therefore need to move this window correctly. During the execution of a SAS there can be only one producer which writes a value to a location (DSA), eventhough there can be more producers. If a hyperedge has multiple consumers, all of these tasks can read any location, as long as it is written first.

For the task graph to produce correct results, synchronization statements have to be inserted for all shared variables. There are three cases each in which synchronization statements are added at different locations in the program. In the sections IV-A, IV-B and IV-C these cases will be discussed.

A. Read-Only Variables

The simplest case to insert synchronization occurs when a variable is only written in the statements before a loop. Consider the example NLP in Figure 4a where the value of \( x \) is determined before the loop construct. After parallelization two buffers, \( s_a \) and \( s_y \), are created and since there are three functions in the example, also three tasks are created. These tasks are shown in Figure 5.

In the example, the only writer of the variable \( x \) is the function \( f \). This means that the SAS for \( x \) starts at the beginning of the program from Figure 4a and ends at the end of the program as there are no other while loops. Inside the loop the variable \( y \) is written by the function \( g \). Therefore a SAS for \( y \) is created from the beginning of the start to the end of the while loop. From the second iteration of the loop and onwards the SAS for \( y \) is defined from the start of the program to the end of the loop. This program is valid as all SASs are in DSA form.

The synchronization statements for the buffers which are only written by the statements before the loop are inserted before and after any while loop in which they are read. In the example the synchronization statements for buffer \( s_a \) are inserted before and after the while loop. Synchronization
def int x;
def int y;
loop {
  x = f();
  loop {
    y = g(x);
    h(y);
  }
  while (...);
} while (1);

(b) NLP with a variable that is written in the statements before the while loop.
The contents of the dashed box are the tasks in the inner loop.

def int x;
def int y;
loop {
  x = f();
  loop {
    y = g(x);
    h(y);
  }
  while (...);
} while (1);

(a) NLP with a variable that is only written in the statements before the while loop.
The dots in the loop condition indicate any condition is allowed.

Fig. 4: Two cases where different synchronization statements are added. The task graph is shown at the top of each NLP.

Task 1
int t, i;
do{
  acqSpace(x);
  x[0] = f();
  relDataL(x,0);
} while (1);

Task 2
int t, i;
do{
  acqSpace(y);
  y[0] = g(x[0]);
  relDataL(y,0);
} while (...);

Task 3
int t, i;
do{
  acqSpace(y);
  h(y[0]);
  relDataL(y,0);
} while (1);

Fig. 5: Parallelized code for the NLP in Figure 4a.

It would also be possible to insert the synchronization for read-only variables in the loop. However, due to the temporal scope of the variables all values would be lost after the first iteration of the loop. A method to prevent this is to copy the old value to the next SAS execution using the assignment statement "$x' = x$". This statement must be inserted in the loop. The disadvantages are that a new task is created for this statement and the synchronization overhead is significantly increased as every loop iteration synchronization must be performed for the copy action.

B. Shared Variable Before the Loop

It can also be the case that an array is written in the statements before the loop as well as in the statements inside the loop. The generated synchronization code will be inside the loop as the SAS is defined from before the loop until the end of the loop. For all tasks extracted from functions in the statements before the while loop, extra synchronization statements have to be inserted, if buffers are used which are also written in the statements in the while loop. This extra synchronization is required by the used CBs. The CBs require that all windows are no more than one iteration apart because a write window can never overtake a read window and a read window can never overtake the write window that is the furthest in its execution.

An example NLP which writes to a variable both in the statements before and in the loop is given in Figure 4b. The variable $x$ is written before the loop and also inside the loop, this forces the synchronization to be inside the loop. The SAS for $x$ is defined from the start of the program up to and including the loop condition. The generated code for this example can be found in Figure 6. Task 1 from Figure 6 shows that the space acquired before the loop is conditionally acquired for the next execution of the same SAS, depending on if the same SAS is actually executed again. When this task is created using this scheme and executed, the synchronization is done equally often as the synchronization of all other tasks.

Figure 6 also shows that a new task is created when a variable or function is used in the loop condition. In the figure a new buffer $b$ is created to store the condition value.

Note that sometimes renaming the variables written to before the loop can decrease the number of tasks in which an extra loop must be added. For example if there are many producers before the loop for a buffer $x$ this would result in many tasks which would all need the extra loop. However, if these tasks write to a new variable $y$ which is not written in the loop, no extra loops must be added for $y$. Only a copy statement must be added to copy $y$ to $x$ to make the values available for the statements in the loop. This copy task will be the only task with the extra loop as this is the only task which writes to a shared variable.

C. Shared Variable After the Loop

The NLP from Figure 7 gives an example of a variable being used in the statements before, in and after the first while loop. Since the example has statements using $x$ after the first while loop, a second SAS is created for $x$ next to the SAS ending at the first while loop. This second SAS starts after the first while loop and ends at the end of the second while loop.

As before, all tasks have to synchronize an equal number of times during the execution of the program. Therefore also
for the tasks that use a value after the loop, a loop containing synchronization statements must be added. The consequence for the example is that all tasks need both while loops.

It might be more intuitive to have the last SAS span beyond the while loop, thus letting variable values also be available after the first loop. For instance by extending the temporal scope of a variable in the last iteration of the loop to include statements after the loop. However, this will cause problems as SASs can now overlap. Consider for example the NLP from Figure 7 where there are two while loops after each other. If the values from a SAS would be valid until after the loop, \(x\) will be written twice, once in the last iteration of the first loop and once in the first iteration of the second loop. The consequence is that the code is no longer DSA. Therefore a SAS runs up to the end of a loop.

V. DEADLOCK FREEDOM

In this section, we give the essence of a prove that using CBs with overlapping windows never introduces deadlock if all buffer capacities are at least the array size and the SASs in the sequential NLP are all valid.

The parallel task graph can only deadlock due to a cyclic dependency caused by the insertion of acquire statements because these are the only blocking operations, see also Figure 2. By construction the parallelized task graph with inserted synchronization statements can always execute deadlock free using the sequential order defined in the NLP as a schedule, assuming the sequential NLP was valid. It is possible that when the application executes, it deviates from this schedule. However, since the sequential application is deadlock free with the extra synchronization statements inserted using the sequential order defined in the NLP, all written locations in the buffer are released before the end of the execution of a SAS, an acquire for space from the second execution of an SAS will always eventually succeed.

Consider now the second case where data is acquired.

Suppose the acquire and release statements are inserted in the sequential code using the following method. If an element in an array is written, the release of data for the corresponding location in the buffer is inserted in the NLP immediately after the element is written. The acquire statement for data is inserted in the NLP just before the location is read. In the NLP, all acquire statements use an unique window. Because we assumed the buffer capacity is at least the array size, the consequence is that during the first execution of any SAS all acquire calls for space can succeed. By construction all locations in the buffer are released before the end of the execution of a SAS, therefore after the execution of all first SASs all windows are again in their initial position and the process can start from the start again. Because all locations are released eventually during the execution of a SAS, their acquisition and release of data does not cause deadlock.

For a parallelized while loop the acquire statements for variables which are not written in the loop are moved to immediately before the loop compared to immediately before the statement. As all SASs were assumed to be valid in the sequential NLP, all written locations in the buffer are still released by a producer before they are acquired by a consumer. Therefore, the parallelization of the while loop does not introduce deadlock.

Since neither the acquire for space nor the acquire for data introduces deadlock, CBs with overlapping windows are deadlock free provided that the sequential NLP is valid.

VI. CASE-STUDY

This section illustrates our parallelization approach for while loops by means of a case-study. Figure 1 shows the structure of a, for explanatory reasons simplified, DVB-T receiver application which switches between two modes, named 0 and 1 here. After a potentially infinite amount of time, the user can switch between channels and the application will break the inner while loop and switch channels. This whole flow is repeated infinitely often.

The task graph for the program from Figure 1 can be found in Figure 8. As there are eight functions in the NLP, also eight tasks are created. Because the loop condition is a function which we want to execute only once in one iteration, the return value of the function must be distributed to all tasks in the loop. The buffer \(t\) is created for this purpose.
Because the equalization and demap functions are inside the switch statement, the tasks formed from these functions also need read access to the variable state. An improved version of the parallelization process can remove this edge in the task graph as y and z already enforce this control flow. Note that the tasks that read from the CB state can be pipelined, even though the loop condition is data dependent. Each of these tasks needs a different value of the variable state if they are pipelined because they are in different iterations of the loop. Therefore, the CB state needs a capacity of five.

The state variable is a variable which is shared between the statements before the loop and in the loop. Therefore the task created from the assignment of 0 to state must also contain the while loop. The synchronization statements are in the while loop for all tasks that use the state variable. The channel variable is a variable which is only written in the statements before the while loop. The synchronization statements for the readInput task are therefore outside of the loop.

VII. CONCLUSIONS

We have introduced an approach for the automatic parallelization of nested loop programs (NLPs) that contain while loops with unknown iteration upper bounds. Tasks are extracted from the NLP and circular buffers (CBs) are inserted to facilitate communication between the tasks. Synchronization is added to ensure schedule independent functional behavior that is equivalent to the sequentially executed NLP. We have also shown that deadlock is not introduced by the parallelization process.

From each function in the NLP a task is formed. Dependencies between variables are analyzed and CBs are substituted for all shared variables. Synchronization statements to acquire and release data are inserted using three different schemes in such a way that synchronization can be performed for a while loop with an unknown iteration upperbound.

We have introduced the notion of a single assignment section (SAS), which defines the life-time of the variables from an NLP. The life-time of the variables is defined such that even in the case of an unbounded number of iterations, dynamic single assignment (DSA) can be defined for the NLP. The DSA property allows for a pipelined execution of the statements in the while loop.

The CBs use overlapping windows, for which we have shown that the execution is deadlock free if the buffer capacities are at least the array sizes. Using these buffers enables the extracted parallel program to pipeline across loop iterations.

The presented approach is demonstrated on a DVB-T radio that contains a while loop where the loop condition depends on user input. Despite the multiple producers writing to a single variable and consumers reading from a single variable, the while loop can be parallelized in such a way that iterations can overlap.

Potentially interesting future work is to search for an extension for circular buffers with overlapping windows where windows can be temporarily disabled. Instead of inserting the extra loops needed to move the windows an equal amount of times, the unused windows can be disabled such that it does not have to move in pace with the other windows, thus reducing synchronization overhead. The window can be reactivated if it is needed again. In this case the extra loop in Task 1 from Figure 6 would no longer be needed.

The presented approach is demonstrated for a single application, however we expect many other applications with streaming behavior to have a similar kind of requirements on while loops and can therefore benefit from the presented approach.
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