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1 Introduction

The interest in wireless communication has grown explosively in the past 20 years. When the GSM system was introduced in 1991, there were 15 million users worldwide. By 2008, 1222.2 million cellular handsets were being shipped worldwide and the number of subscribers was estimated at 4.01 billion, which was 60% of the world population. The projected number of cell phone users in 2013 is 5.8 billion, which implies a growth of 38666% compared to 1991 [1, 2].

An equivalent trend can be seen in the growth of mobile data traffic. In 2009, the monthly amount of traffic was 90829 TB, which has grown to 220088 terrabyte in 2010. The expected amount of traffic in 2014 is 3.6 exabyte per month [3]. Mobile networks are no longer exclusively used by (smart) phones. Instead, laptops, other mobile ready portables and even terminals to home computers use the infrastructure which was originally laid out for cell phone traffic. The traffic growth is fuelled by the increasing number of users and the growing number of data intensive applications like mobile video and web browsing. The increased bandwidth is provided by new mobile standards and the hardware that is able to support them.

Multiple mobile standards are in use in the world today, offering a range of different services and bandwidths. Cellular handsets are expected to support a large portion of these standards, creating so called multimode devices. The processing that is required by each standard is different in certain aspects, which makes it difficult to use a fixed dedicated hardware solution to support them all. Software Defined Radio (SDR) is seen as a possible solution for this problem, by enabling programmable hardware to support the functionality that is required.

Several possible SRD platforms have been proposed [4, 5, 6]. The amount of operations that have to be performed is of such a magnitude that sequential processing at high clock speeds isn’t an option. To stay within the strict bounds set on the power consumption by the limited battery capacity of a handset, parallelism has to be exploited. The available fine-grained data-level parallelism that is inherently present in digital signal processing chains is one of the possible parallelization targets.

An important part of the processing chain in a mobile handset is the Digital Front End (DFE) on which this report will focus. The DFE is the digital interface which connects to the analog transceiver. It offers a communication channel to the baseband processor, which is in turn responsible for the demodulation, decoding and protocol processing. On the other end it is connected to the Digital to Analog and Analog to Digital Converters. The signal processing which is done in the DFE can be categorized as sample rate conversion, channel filtering or signal impairment correction.

The structure of this section is as follows. In section 1.1.1 we will discuss the functionality that is required by wireless communication. In section 1.1.4 the DFE will be shown in more detail, and in section 1.1.1 a set of relevant mobile standards will be discussed. The Embedded Vector Processor (EVP) is the candidate processor on which we will focus for the execution of the DFE processing. It is introduced in section 1.2. We will end section 1 with the problem statement.

1.1 Wireless communication

Wireless communication is enabled through the use of an analog transceiver in combination with a digital signal processing chain. An example of the receiver section of such a system is shown in figure 1.1. Most mobile standards that are currently in use can be caught in this template.
The Radio-Frequency (RF) unit is responsible for the processing of the received signal so that it can be converted to the digital domain by the ADC. The Digital Front End is the first block in the digital domain. It prepares the signal for processing in the Baseband. The functionality that the baseband processing should contain is defined by the mobile standard, which we will discuss in section 1.1.1. It can be partitioned in demodulation, decoding and protocol processing. The result of the baseband processing is forwarded to the user application.

An equivalent chain can also be described for the transmitter.

1.1.1 Mobile Standards

Over the past years, several mobile standards have been introduced. These standards are grouped by generation. The second generation (2G) of standards includes Global System for Mobile Communications (GSM). GSM is the most popular standard in use in the world at this moment. It supports a data rate of 9.6kb/s and it is primarily aimed at voice communication and SMS.

After the development of 2G, a set of transition standard, categorized as 2.5G can be distinguished. They provide improvements over the 2G standards in terms of data rate by switching to higher order modulation techniques and offering users more transmission time slots. The EDGE standard for example, used the same amount of bandwidth as GSM, but is able to support data rates up to 384 kb/s.

The third generation increases the required bandwidths and obtains higher data rates. The UMTS standard uses Code Division Multiple Access to allow multiple users to use the same communication channel at the same time. Spread spectrum technology is used to achieve this. The obtained theoretical data rate is 1.92 Mb/s [7].

The fourth generation of cellular wireless standards is currently being developed and deployed. Long Term Evolution (LTE) is one of the standards belonging to this generation. The modulation technique that is being used to obtain even higher data rates is Orthogonal Frequency-Division Multiplexing (OFDM). In OFDM, transmission symbols are mapped to multiple relatively narrow-band carriers. These transmission symbols may originate from the aggregation of bits by means of another modulation technique, like QAM. Another feature which is added is the support for transmission through multiple antennas. Up to 4 data streams can be generated, which all have to be processed by the DFE. For more information on LTE, please refer to [8, 9].

Other wireless standards which were not exclusively developed for cellular networks are also finding their way to mobile terminals. For example, support for one or more varia-
Figure 1.2: Top level view of the LTE protocol. A single antenna scenario is assumed.

1.1.2 Transceiver architectures

The goal of a wireless transceiver is to transmit or receive information using electromagnetic waves. Modulation is the process of embedding information onto a carrier wave. The most general form of modulation is Quadrature Amplitude Modulation. In QAM, the amplitudes of two orthogonal sinusoidal signals are modulated with two separate information streams. These two signals are then summed to form a single information carrier. The information streams are known as the in-phase (I) and quadrature (Q) components of the signal. In the digital part of the system they can be seen as the real and imaginary part of the complex baseband signal:

\[ x(t) = x_I(t) + jx_Q(t) \]  
\[ x_{RF}(t) = x_I(t)\cos(2\pi f_c t) - x_Q(t)\sin(2\pi f_c t) \]

All mobile standards use a form of modulation that can be described as QAM.

The location at which the I and Q stream are merged into one can be different depending on the transmitter architecture. Many possible transceiver architectures exist and they can be classified using several criteria. Usually, the transmitter path is the dual of the receiver path. This section will only describe the receiver path; the transmitter path can be directly derived from this description by switching the signal flow direction.

A super-heterodyne receiver uses 2 down conversion steps. A tunable local oscillator (LO) is used convert the signal to an intermediate frequency (IF). At this IF, filters are used to select the desired communication channel and reject close-by interfering signals.

A direct conversion receiver does not use an IF. This architecture is also called zero-IF or homodyne. A LO is used which is centered at the channel of interest. This converts the received signal so that it is centered around the frequency zero, effectively shifting it back to the baseband frequency. Sharp low pass filters are used to reject high frequency interference.

Assuming a form of quadrature modulation is used, there has to be a point in the system where the I and Q stream are separated. In analog quadrature demodulation, two analog oscillators are used to separate the I and Q components. Two ADC converters are then used to digitalize the streams, sampling at a rate greater or equal to the baseband bandwidth.

In digital quadrature demodulation, the desired spectrum is centered around an IF. A single ADC is used to digitalize the signal, after which it can be separated in an I and Q stream in the digital domain. The sample rate of the ADC has to be greater than or equal to twice the baseband bandwidth. This is also called bandpass sampling or IF sampling.
With these ingredients, three types of receivers can be created:

- A super-heterodyne receiver with analog quadrature demodulation.
- A super-heterodyne receiver with digital quadrature demodulation.
- A direct conversion receiver with analog quadrature demodulation.

For a more in-depth description of these architectures, please refer to [10].

1.1.3 Sigma Delta Converters

An analog to digital converter transforms an analog voltage to a digital representation. A Sigma Delta converter is capable of performing this task with a very high resolution at relatively low costs. Sigma Delta converters are frequently used in wireless communication systems for this reason. The working principle is extensively covered in [11, 12]. The output of a Sigma Delta ADC is a stream of bits, representing either 1 or -1. The output is an over-sampled version of the analog input. The structure of the Sigma Delta converter works as a quantization noise-shaping mechanism. A relatively large portion of the noise is moved to the higher portions of the spectrum. This is done to reduce the amount of quantization noise that ends up in the band of interest.

Subsequent downsampling and low-pass filtering of the output stream is required to remove the noise and to lower the sampling frequency to the desired level. In the filtering process, multiple bits are summarized into one larger data word. The signal to noise ratio at the output of the Sigma Delta converter is a function of the order of the converter and the oversampling factor. For each 6dB that is added to the signal to noise ratio by the filtering process, the output resolution may grow by one bit.

Sigma Delta converters obtain their precision from their noise shaping properties and the resulting high sampling rate. The Sigma Delta sample rate may be several times higher than the baseband sample rate. The exact oversampling factor depends on the required output resolution.

1.1.4 Digital Front End Processing

The Digital Front End is a part of the transceiver realizing front-end functionalities in the digital domain. Since it is positioned as close to the ADC as possible, the largest sample rates in the entire processing chain are encountered in the DFE. A DFE can be found in both the receiver and transmitter path. For the receiver, the functionality can be divided into three categories.
- Sample rate down-conversion corresponding to the Sigma Delta oversampling. A second step of down-conversion is required if multiple standards are to be supported. This follows from the fact that the ADC runs at a fixed frequency to avoid the need for a parameterizable clock generator. The baseband sample rates of different standards are generally different, so this discrepancy has to be resolved by sample rate conversion.

- The second function is channel filtering, which is the process of extracting a channel of interest from the set of received channels.

- The third function is signal impairment correction. Several impairment types can be identified, like I/Q imbalance, DC offset and frequency offsets. In general, the more freedom that is allowed in the design of the analog RF front-end, the more signal impairments that will have to be corrected in the digital domain. [13] [10] provides an overview of the impairment corrections that could be performed.

![Diagram](https://via.placeholder.com/150)

**Figure 1.4:** Top level view of the DFE in a direct conversion analog quadrature demodulation receiver.

For more details on the different functions of the DFE, refer to appendix A.

The first two functions that the DFE has to support were traditionally executed by analog hardware. A move to configurable dedicated digital hardware has been proposed and partially initiated in [14]. The same arguments that support the move toward Software Defined Radio can be applied to show why a programmable DFE is useful:

- Multiple standards can be supported, even if the required processing is different, simply by loading another program.

- The same hardware can be shared between different standards. It is also possible to using the same hardware resource for different parts of the same standard.

- The functions that are being performed are updatable. For example, when a new standard is defined or last minute changes to a standard are made, they can be implemented using a software update. The introduction of better algorithms or bug fixes is also easy for programmable hardware.

- It is cheaper and easier to reuse and combine programmable hardware than it is to design dedicated hardware.

- Parallel development of hardware and software is possible, leading to shorter development times.
A feasibility analysis for different DFE types has been performed in [15]. In [16] a DFE capable of supporting the GSM, EDGE and UMTS standards is shown. Both papers share the conclusion that a weakly configurable or ASIC solution suits the application area the best and still offers sufficient flexibility. The observed differentiation between different standards lies in the use of different sample rate conversion factors, adaptable channel spacing in filter banks and different filter lengths and coefficients.

1.1.5 DFE Requirements

Based on the list of standards which has to be supported by a mobile terminal, requirements can be derived for the DFE. These can be categorized in three groups.

Output sample rate  The output sample rate is equal to the sample rate that is expected by the baseband of the standards that is to be supported. This ranges from 0.5Ms/s for GSM up to 40Ms/s for 802.11n (see table 1).

Wordwidth  The word width that should be supported depends on the dynamic range of the processed signals. The dynamic range is partially determined by the properties of the standard that is processed, and partially by the total converted bandwidth. The higher the conversion bandwidth, the more adjacent channel interferers that will be added to the signal of interest and the more bits will be required to represent the signal without clipping. Analog automatic gain control can be used to counter this effect partially. We will assume a word width of 12 bits offers enough dynamic range based on existing DFE designs. For more information on this subject, refer to [14].

Input sample rate  The rate at which input samples should be processed is set by the ADC. In case a Sigma Delta converter is used, this is typically equal to the word width times the baseband sample rate. The ADC is designed based on most demanding standard in the set of standards that are to be supported. This means that it is over-dimensioned for most standards, although the extra oversampling still increases the signal to noise ratio due to the noise shaping properties of Sigma Delta converters. At the moment, the 802.11n standard which uses a baseband sample rate of 40Mhz is the most demanding, setting the sample rate of a one bit Sigma Delta converter to 480Mhz. This is the highest possible sample rate that has to be supported by the DFE.

1.2 Embedded Vector Processor

The Embedded Vector Processor (EVP) is an embedded DSP specifically aimed at supporting baseband processing for mobile standards [17]. It has been developed to support 3G standards and is employed in several cellular platforms by ST-Ericsson.

As the name suggests, the EVP is a vector processor. The SIMD width is scalable in the sense that different word widths are supported. The main datapath is 256 bits wide and can be used in chunks of 8, 16 and 32 bits. The number of distinct processing element $P$ can thus be scaled from 32 to 16 and 8. The register file can contain 16 vectors of 256 bits. The five functional units that are relevant for this thesis are:

- The load/store unit, which is responsible for the communication with the memory. Two types of loads operations are supported: aligned and unaligned. The first type can load vectors which are aligned at address boundaries of 256 bits, while the second...
<table>
<thead>
<tr>
<th>Standard</th>
<th>Output rate [Mhz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSM</td>
<td>0.54</td>
</tr>
<tr>
<td>EDGE</td>
<td>0.54</td>
</tr>
<tr>
<td>CDMA 2000</td>
<td>2.46</td>
</tr>
<tr>
<td>DVB-H 5Mhz</td>
<td>5.71</td>
</tr>
<tr>
<td>UMTS</td>
<td>7.68</td>
</tr>
<tr>
<td>Bluetooth</td>
<td>20.04</td>
</tr>
<tr>
<td>802.11a</td>
<td>20.00</td>
</tr>
<tr>
<td>802.11g</td>
<td>20.00</td>
</tr>
<tr>
<td>802.11n 20Mhz</td>
<td>20.00</td>
</tr>
<tr>
<td>WiMax 20Mhz</td>
<td>22.40</td>
</tr>
<tr>
<td>802.11b</td>
<td>30.00</td>
</tr>
<tr>
<td>LTE 20Mhz</td>
<td>30.72</td>
</tr>
<tr>
<td>802.11n 40Mhz</td>
<td>40.00</td>
</tr>
</tbody>
</table>

Table 1: The DFE output sample rate for some mobile standards

Figure 1.5: The EVP architecture

type allows loads at boundaries of 8 bits. This extra freedom comes at the expense of an extra latency cycle. A normal load takes 3 cycles to complete, while an unaligned load takes 4 cycles.

• The ALU, which can perform arithmetic operations like vector additions. ALU operations have a latency of 1 cycle.

• The MAC unit, capable of performing multiply-accumulate operations. Most MAC operations have a latency of 2 cycles.

• The shuffle unit, which is used to generate permutations of vectors. Arbitrary rearrangements of vectors can be created, based on user supplied shuffle patterns. The shuffle unit is used in the final latency cycle of unaligned loads. An independent shuffle operation takes one cycle to complete.
• The intravector unit, which can be used to reduce a vector to a scalar by different criteria. For example, it can sum all the elements in the vector. Intravector operations have a latency of 2 cycles.

Nearly all EVP instructions can be executed with an attached vector mask. This functionality can be used to preserve a part of vector while another part gets updated by the processing element.

Parallel to the vector datapath lies a scalar datapath which can be used for conventional scalar operations. Scalars can be transformed into vectors by the vector broadcast unit which connects the scalar and vector datapath. The EVP is pipelined and has bypasses to allow vectors to be forwarded from one functional unit to the next.

A program control unit is responsible for the instruction stream. It supports zero-overhead looping by means of explicit instructions which are added at assembly level.

The instruction stream that is being executed is of the VLIW type. Five vector operations and 3 scalar operations can be executed in parallel, combined with address updates by the program control unit. Programs are written in EVP-C, which is a superset of ANSI-C with extensions to support vector datatypes and to target specific functional units.

1.3 Problem description

In the previous sections we have introduced the concept of SDR, which is being used to create handsets that support multiple mobile standards. Gradually, more and more of the processing that was previously done in analog or dedicated hardware moves to the area of programmable processors.

The current boundary between the dedicated hardware and the programmable hardware lies between the baseband processing and the Digital Front End. Front end processing is very similar for the available standards, allowing a weakly configurable ASIC to perform most of the processing efficiently. Still, the ability to update and reuse the same hardware for multiple functions can be seen as an argument to move portions of the DFE processing to a programmable processor. This thesis will explore this possibility.

The existing EVP processor will be used as the candidate processor. The EVP template offers the possibility to exploit both data and instruction level parallelism by combining an SIMD datapath with a VLIW structure and is very flexible in that sense.

Using the EVP as a starting point will allow for the reuse of an existing tool chain. This puts constraints on the programming model and the design space is narrowed down considerably. The goal is to use the outline set by the EVP architecture and to propose adaptations and extensions to make it a more efficient candidate for front end processing.

In this thesis we will focus on one function in the DFE: integer sample rate down-conversion, also called decimation. A decimation algorithm is inherently hard to map on a vector processor, because it contains non-sequential data access patterns. These are generally not supported by the memory interface, which means they have to be generated in the processor core. Since the processors works at the granularity of samples inside a vector, a large overhead is introduced when the data samples are multiple vector lengths apart. This overhead consists of merging multiple vectors into one and reordering the samples inside this vector. This thesis aims at the reduction of this overhead.

Existing decimation approaches will be analyzed and the mapping to the EVP will be discussed. The result of this analysis will be used to design an extension for the EVP which accelerates decimation. The design results will be evaluated based on area and power estimates combined with the number of cycles that the new approach requires.
2 Decimation algorithm description

2.1 Functional description

Decimation is a form of sample rate down-conversion. In this section we will only consider decimation by an integer factor $M$. This is a two step process in which the signal is filtered and subsequently down-sampled. Down-sampling is the process of removing a selection of the samples from an input stream to generate an output stream. If a signal is down-sampled by a factor $M$, then only one in $M$ input samples is selected as part of the output.

Definition 2.1 The output samples $y[m]$ of a factor $M$ down-sampler relate to the input stream $x$ as

$$y[m] = x[mM].$$

A sinusoidal signal has to be sampled at a rate equal or higher than twice its frequency. If this criterion is not met, aliasing occurs (see figure 2.2). This effect can be described by a multiple folding of the frequency axis around half the new sample rate. Half the sampling frequency is called the Nyquist frequency and it denotes the maximum frequency that may be present in a signal if aliasing is to be avoided [15].

When the sample rate of a signal is lowered, the corresponding Nyquist frequency is lowered by the same factor. All the spectral components that reside above the new Nyquist frequency have to be suppressed to prevent them from aliasing to the part of the spectrum that is supposed to be preserved. Low pass filters can be used to suppress these spectral components. They reduce the magnitude of the high frequency alias components, while preserving the band of interest at a lower frequency.

Definition 2.2 Decimation is the process of reducing the sample rate of a signal, while preserving the band of interest in its spectrum. If the signal is not sufficiently band-limited as required by the Nyquist sampling theorem to prevent aliasing, a filter step is included in the process. This filter step should sufficiently suppress the alias components, according to the specifications of the decimator or the signal processing chain of which it is a part.

2.2 Low-pass FIR filters

In an FIR filter, each output sample is created based on the weighted sum of a set of $K$ input samples. $K$ equals the amount of (non-zero) filter coefficients. If a signal $x[n]$ is filtered by the filter $h[i]$, then the output $y[n]$ is equal to:

$$y[n] = \sum_{i=0}^{K-1} h[i] x[n-i] \quad (2.3)$$

In a decimating FIR filter, output $y[m]$ depends on the input samples $x[mM]$ down to $x[mM-(K-1)]$. This follows from the combination of definition 2.1 and equation 2.3

$$y[m] = \sum_{i=0}^{K-1} h[i] x[mM-i] \quad (2.4)$$
Figure 2.2: The minimal sample rate of a signal is equal to two times the maximum frequency it contains (a). When the sample rate of a signal is reduced, the repeat spectra appear around the new sample frequency (b). These may distort the observed signal spectrum, if the original signal was not sufficiently band limited (c).

The input samples are traversed in a time reversed order in equation 2.4, giving the possibility to use samples with negative indexes. We will not consider startup effects and assume that all the samples required by the filter can be extracted from an input stream. If we further assume the input stream to be time-shifted by \( K - 1 \) samples such that \( x[p] = x[n - (K - 1)] \) and choose a new index base for the output samples, then equation 2.4 can be rewritten to:

\[
y[p] = \sum_{i=0}^{K-1} h[K - 1 - i]x[p + i]
\]  

(2.5)

Applying definition 2.1 to this equation leads to:

\[
y[m] = \sum_{i=0}^{K-1} h[K - 1 - i]x[mM + i]
\]  

(2.6)

We now have obtained an equation describing a decimating filter which uses only consecutive input samples for each output. This equation will be used in section 2.6 to derive the properties of a decimating filter algorithm when executed on a programmable vector processor.
Table 2: Number of coefficients as a function of the decimation factor $M$ and the sinc filter order.

<table>
<thead>
<tr>
<th>Filter order</th>
<th>$M=2$</th>
<th>$M=3$</th>
<th>$M=4$</th>
<th>$M=5$</th>
<th>$M=8$</th>
<th>$M=11$</th>
<th>$M=14$</th>
<th>$M=16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>15</td>
<td>21</td>
<td>27</td>
<td>31</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>22</td>
<td>31</td>
<td>40</td>
<td>46</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>9</td>
<td>13</td>
<td>17</td>
<td>29</td>
<td>41</td>
<td>53</td>
<td>61</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>11</td>
<td>16</td>
<td>21</td>
<td>36</td>
<td>51</td>
<td>66</td>
<td>76</td>
</tr>
</tbody>
</table>

2.3 Moving average filters

A signal has to be band limited before down-sampling can be performed. This can be done by applying a low-pass filter to the signal. One of the simplest forms of low-pass filters is a moving average filter. Such a filter has a rectangular impulse response and uses the sum of a set of consecutive samples from the input stream to generate an output sample. Scaling may be used to prevent the signal magnitude from growing due to the summation.

A rectangular impulse response corresponds to a sinc shaped frequency response, which is why this type of filter is also called a (first order) sinc filter. Higher order sinc filters that provide a higher attenuation of the high frequency components can be constructed by cascading first order segments. An equivalent single stage filter can be constructed by taking the convolution of the coefficients of the individual segments. The length $K$ of a sinc filter of order $N$ follows from the length of a first order section $M$ and the properties of convolution as:

$$K = N(M - 1) + 1$$  \hspace{1cm} (2.7)

A property of sinc filter is that they have a linear phase response. This means that the group delay of the filter is constant and all frequency components have the same delay time. This is a highly desired property for the filter, since it avoids distortion due to unequal phase shifts of different signal components. All FIR filters that have symmetric coefficients, i.e. mirror symmetric around a central axis, have a linear phase response.

2.4 DFE decimating filter functional requirements

Decimation is present in all signal processing chains in which a sample rate down-conversion has to be performed. Different schemes have been devised to achieve this functionality. To be applicable in a multi-mode DFE, certain requirements will have to be met by the decimation algorithm. The ADC converter runs at a fixed sample rate to avoid the need for a parameterizable clock generator, but each standards has a different baseband frequency. This implies that the decimation factor has to be adaptable to accommodate different standards.

The filters that are used in a decimation chain should not add additional distortions to the received signal. This means that a linear phase response will be required, and hence the filter will have symmetric coefficients.

Filter symmetry can be utilized to reduce the number of required multiplications in a filter, by first adding the input samples corresponding to a symmetric coefficient pair before performing a single multiplication. This results in less power consumption and cheaper hardware, since multipliers are generally more expensive than adders in both aspects. A solution may thus be limited by the fact that it can only work with symmetric filters, and it is desirable that the filter symmetry is exploited.

A decimation task can be split in multiples stages by factorizing the decimation factor. Determining the ideal number of stages and corresponding decimation factors is an optimization problem. A large decimation factor requires a larger filter and thus more calcula-
tions. Splitting a decimation stage into two steps can reduce the filter lengths of the individual filters, but it also introduces a filter running at a higher intermediate frequency. \cite{19} introduces the problem in more detail and in \cite{20} solution strategies for the optimization problem are discussed.

Prime decimation factors are relatively more interesting to support, since they cannot be factorized further. The range of decimation factors that should be supported also depends on the wireless standards for which the DFE is meant. A large difference in baseband sample rates makes it more interesting to support larger decimation factors, in order to bridge the gap between the ADC sample rate and the baseband sample rate in less decimation stages. Typically, decimation factors between 2 and 16 are supported in the DFE decimation chain.

### 2.5 Existing solution schemes

In this section, two existing solution schemes for decimating filters will be introduced. Both schemes can be used to implement a moving average FIR transfer function.

As a baseline, equation 2.4 will be converted to the signal flow graph of figure 2.3. Compared to figure 2.1, only one in $M$ filter outputs has to be generated. This is caused by exchanging the order of the filter and the down-sampler. This is an application of the Noble Identities \cite{18}. The next subsection will introduce a more efficient way to structure this graph.

![Figure 2.3: Block diagram for a decimating FIR filter](image)

#### 2.5.1 Polyphase filters

An efficient implementation of equation 2.4 is the polyphase structure. In this implementation, the filter is split into $M$ smaller subfilters, each containing $\frac{K}{M}$ coefficients. The working principle is based on the reuse pattern of the input samples for different output samples. Inspection of equation 2.4 shows that each input sample will only be multiplied by a fixed number of filter coefficients. These coefficients are grouped together in a subfilter. $M$ distinct groups of coefficients can be distinguished.

**Definition 2.3** The sub-filter $H_i$ contains a set of filter coefficients from the original filter $h$ specified by:

$$h_i[j] = h[i + j \cdot M] \quad i \in \{0, 1, \ldots, M - 1\}, j \in \{0, 1, \ldots, \frac{K}{M}\}$$

The advantage of this scheme is that the amount of downsamplers and associated data streams is reduced.
2.5.2 Cascaded Integrator Comb filters

A Cascaded Integrator Comb (CIC) filter is an implementation of a decimator with the frequency response of a moving average filter, using only adders and delay elements\[21\]. These components can be combined into two different configurations:

- An integrator with a unity feedback coefficient.
- A differentiator, implemented as a FIR filter with two non-zero coefficients.

A number of integrators and differentiators can be cascaded in the configuration that is shown in figure 2.5 to improve the suppression of high frequency signal components.

CIC filters have several interesting properties that arise from the specific structure in which they are configured. Their frequency response is equal to that of a sinc filter with an order equal to the number of stages in the filter. The overflows that may occur in the integrator sections are allowed as long as fixed point two’s-complement arithmetic is used. This ensures the integrator and the comb sections perform complementary functions, which causes overflow errors occurring in the integrators to be corrected in the comb sections.
There are a few advantages that the CIC filter structure has compared to the approach in figure 2.3. First of all, there are no multipliers required. This also means there are no filter coefficients that have to be stored. The structure is reusable with respect to the decimation factor, since only the decimator has to be reconfigured when the decimation factor changes.

A disadvantage is the small amount of freedom available in the filter response. The only parameters that can be adapted are the number of stages $N$ and the differential delay $d$. The passband of the filter suffers from an effect called pass-band droop, which means the gain is not equal for all frequencies in the passband. This problem is inherent to the filter structure and cannot be solved by tuning the filter parameters. A possible solution is to add an extra correcting FIR filter step after the CIC filter. Another approach is introduced in [22], which uses the principle of filter sharpening to improve the filter response. The basic idea is to apply the same filter several times to the same input. This obviously increases the amount of required hardware resources and the latency of the filter.

The second disadvantage is the presence of integrators in the filter. Even though the realized transfer function has the characteristics of an FIR filter, dependencies are created between different output samples. Some of the samples that are produced by the integrator section are dropped by the down-sampler, which reduces the efficiency.

2.6 SIMD mapping

Two parallelization directions exist in which the SIMD characteristics of equation 2.4 can be exploited: a sample based parallelization, and a block based parallelization. Both of these approaches will be explored in the following sections.

2.6.1 Sample based parallelization

The sample based method distributes the multiplications in the different filter taps over the slices the SIMD processor. This corresponds to the parallelization of the elements in the sum of equation 2.4.

The sample based approach requires input vectors that are aligned at multiples of the decimation factor. The amount of vector loads required for each output sample is $\lceil K/P \rceil$ (see figure 2.6). When symmetry in the filter is not exploited, $\lceil K/P \rceil$ vector multiplications (and $\lceil K/P \rceil - 1$ accumulations) are needed. An extra step is required to sum all multiplication results into one output sample, which reduces a vector to a scalar value. This is called an Intra-Vector Addition (IVA) in the EVP instruction set. We assume that the result of this reduction is stored in an accumulation vector which buffers $P$ output samples before initiating a store operation. The coefficients of the filter are assumed to be loaded into one or more vector registers only once for all output samples, so these load operations are ignored in this analysis. The total amount of instructions required for the production of one output sample is given by:

$$\lceil K/P \rceil \text{LOAD} + \lceil K/P \rceil \text{MAC} + 1 \text{IVA} + \frac{1}{P} \text{STORE}$$

(2.8)

It is apparent that the utilization of the processor depends on the number of filter coefficients. If $K$ is not a multiple of $P$, then there will be a MAC instruction which does not use all processing elements.

The distance between the first sample used for the production of output $m$ and output $m+1$ is $M$ samples. This means there is an overlap of $K-M$ samples in the involved calculations. A naive implementation would use $K/M$ times more memory bandwidth per output sample than strictly required. Loading the same data twice should therefore be avoided,
but a large amount of programming effort or a complicated control structure are required to achieve this. The issues that would have to be solved are the alignment of filter coefficient with the correct input samples, accumulation of a subset of the multiplication results and the conditional loading of new input samples (see figure 2.7).

Figure 2.7: The required alignment of the filter coefficients with the input samples is depicted in this figure for the first three output samples. Either the input vectors or the filter coefficient vectors will have to be shifted to generate the proper alignment and one or two of the multiply operations will not use a full vector. In this example, \( P = 8, M = 3, K = 18 \)

Solving these problems for a variable filter length and decimation factor using conditional branches has adverse effects on the processor efficiency due to the resulting pipeline
flushes. Using predicate operations could partially avoid this, but this adds additional overhead instructions. Unrolling the sample processing loop to incorporate a full period of the control structure moves the burden to the programmer. If \( M \) and \( P \) are relatively prime, the period will be equal to \( M \times P \) and in general it is equal to the least common multiple of \( P \) and \( M \). Especially for larger decimation factors this will be quite long, making this technique unfeasible because of code size growth and the required programming effort. The unrolling process would have to be repeated for every decimation factor and customized for each filter length. Matters get even more complicated if filter symmetry is to be exploited since the alignment of the symmetric vectors also has to be included in the control structure.

### 2.6.2 Block based parallelization

The block based parallelization method distributes the multiplication belonging to different output samples over the functional units of the SIMD processor. \( K \) multiply-accumulate steps are required to produce a full output vector, followed by 1 store operation. The number of load operations that is required depends highly on the exact implementation of the algorithm. To determine the load pattern, we must examine which samples are used in each MAC step. To this end, equation 2.4 has been unfolded in 2.9:

\[
\begin{bmatrix}
y_{m+0} \\
y_{m+1} \\
y_{m+2} \\
\vdots \\
y_{m+P-1}
\end{bmatrix} = h_{K-1} + h_{K-2} + \cdots + h_0 
\]

The vectors containing the input samples all have a distinct pattern; the distance in samples between two adjacent elements in the same vector is \( M \) and it is 1 for the same element in adjacent vectors. We will call these vectors target vectors, defined as:

**Definition 2.4** The \( i \)'th target vector \( T_i \) contains the set of input samples \( jM + i \) with \( j \in \{0 \ldots P-1\} \) and \( i \in \{0 \ldots K-1\} \)

\( K \cdot P \) samples are used to generate \( P \) outputs, but these are not all unique. The \( M' \)'th index used for \( y_m \) is equal to the first index used for \( y_{m+1} \), since \( M \cdot (m+0) + M = M \cdot (m+1) \) (See also table 3). This means target vector \( i \) can be reused to create target vector \( i + M \) by:

- Shifting vector \( T_i \) up by one position
- Adding an new sample in the position of the last vector element

This is the same property that is used in polyphase filters. The target vectors which are related by this property can be seen as the streams generated by the down-samplers in each phase.

It is trivial to show that the source samples for a target vector originate from \( M \) different input vectors, and \( M \) different target vectors can be constructed from \( M \) input vectors. To generate 1 target vector, \( M - 1 \) combine operations have to be performed: the first operation consumes 2 input vectors, and the following \( M - 2 \) operations combine this result with the other input vectors(See also figure 2.8). When \( M \) target vectors are created in this fashion, \( M(M-1) \) distinct operations have to be performed. What is left is a reordering step to align the samples contributing to the same output to the same position in the target vectors. The final reordering step, which is needed to generate sequential filter output, can also be
Table 3: Example of the input sample indexes used in the first 9 target vectors for \( M = 3 \) and \( P = 8 \).

<table>
<thead>
<tr>
<th>Target vector:</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_0 )</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>( y_1 )</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>( y_2 )</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>( y_3 )</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>( y_4 )</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>( y_5 )</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>( y_6 )</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
</tr>
<tr>
<td>( y_7 )</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
</tr>
</tbody>
</table>

Figure 2.8: Construction of a target vector for \( M = 3 \)

A few remarks can be made about this algorithm. First of all, the register pressure increases as the decimation factor increases. \( M \) target vectors have to be stored at any given time. There are also \( M \) different masks and shuffle patterns associated with the combine and reorder actions needed to generate the first target vectors.

Secondly, filter symmetry cannot be exploited. The two symmetric target vectors are

\[
\begin{align*}
0 & 0 \\
1 & 9 \\
2 & 10 \\
3 & 11 \\
4 & 12 \\
5 & 13 \\
6 & 14 \\
7 & 15 \\
\end{align*}
\]

\[
\begin{align*}
0 & 9 \\
1 &10 \\
2 & 11 \\
3 & 12 \\
4 & 13 \\
5 & 14 \\
6 & 15 \\
\end{align*}
\]

\[
\begin{align*}
0 & 8 \\
1 & 9 \\
2 & 10 \\
3 & 11 \\
4 & 12 \\
5 & 13 \\
6 & 14 \\
7 & 15 \\
\end{align*}
\]

\[
\begin{align*}
0 & 16 \\
1 & 17 \\
2 & 18 \\
3 & 19 \\
4 & 20 \\
5 & 21 \\
6 & 22 \\
7 & 23 \\
\end{align*}
\]

\[
\begin{align*}
0 & 18 \\
1 & 19 \\
2 & 20 \\
3 & 21 \\
4 & 22 \\
5 & 23 \\
6 & 24 \\
7 & 25 \\
\end{align*}
\]

\[
\begin{align*}
0 & 21 \\
1 & 22 \\
2 & 23 \\
3 & 24 \\
4 & 25 \\
5 & 26 \\
6 & 27 \\
7 & 28 \\
\end{align*}
\]

\[
\begin{align*}
0 & 0 \\
1 & 9 \\
2 & 10 \\
3 &11 \\
4 &12 \\
5 &13 \\
6 &14 \\
7 &15 \\
\end{align*}
\]

\[
\begin{align*}
0 & 16 \\
1 & 17 \\
2 & 18 \\
3 & 19 \\
4 & 20 \\
5 & 21 \\
6 & 22 \\
7 & 23 \\
\end{align*}
\]

\[
\begin{align*}
0 & 18 \\
1 & 19 \\
2 & 20 \\
3 & 21 \\
4 & 22 \\
5 & 23 \\
6 & 24 \\
7 & 25 \\
\end{align*}
\]

\[
\begin{align*}
0 & 21 \\
1 & 22 \\
2 & 23 \\
3 & 24 \\
4 & 25 \\
5 & 26 \\
6 & 27 \\
7 & 28 \\
\end{align*}
\]

\[
\begin{align*}
0 & 0 \\
1 & 9 \\
2 &10 \\
3 &11 \\
4 &12 \\
5 &13 \\
6 &14 \\
7 &15 \\
\end{align*}
\]

\[
\begin{align*}
0 & 16 \\
1 & 17 \\
2 & 18 \\
3 & 19 \\
4 & 20 \\
5 & 21 \\
6 & 22 \\
7 & 23 \\
\end{align*}
\]

\[
\begin{align*}
0 & 18 \\
1 & 19 \\
2 & 20 \\
3 & 21 \\
4 & 22 \\
5 & 23 \\
6 & 24 \\
7 & 25 \\
\end{align*}
\]

\[
\begin{align*}
0 & 21 \\
1 & 22 \\
2 & 23 \\
3 & 24 \\
4 & 25 \\
5 & 26 \\
6 & 27 \\
7 & 28 \\
\end{align*}
\]

\[
\begin{align*}
0 & 0 \\
1 & 9 \\
2 &10 \\
3 &11 \\
4 &12 \\
5 &13 \\
6 &14 \\
7 &15 \\
\end{align*}
\]

\[
\begin{align*}
0 & 16 \\
1 & 17 \\
2 & 18 \\
3 & 19 \\
4 & 20 \\
5 & 21 \\
6 & 22 \\
7 & 23 \\
\end{align*}
\]

\[
\begin{align*}
0 & 18 \\
1 & 19 \\
2 & 20 \\
3 & 21 \\
4 & 22 \\
5 & 23 \\
6 & 24 \\
7 & 25 \\
\end{align*}
\]

\[
\begin{align*}
0 & 21 \\
1 & 22 \\
2 & 23 \\
3 & 24 \\
4 & 25 \\
5 & 26 \\
6 & 27 \\
7 & 28 \\
\end{align*}
\]

\[
\begin{align*}
0 & 0 \\
1 & 9 \\
2 &10 \\
3 &11 \\
4 &12 \\
5 &13 \\
6 &14 \\
7 &15 \\
\end{align*}
\]

\[
\begin{align*}
0 & 16 \\
1 & 17 \\
2 & 18 \\
3 & 19 \\
4 & 20 \\
5 & 21 \\
6 & 22 \\
7 & 23 \\
\end{align*}
\]

\[
\begin{align*}
0 & 18 \\
1 & 19 \\
2 & 20 \\
3 & 21 \\
4 & 22 \\
5 & 23 \\
6 & 24 \\
7 & 25 \\
\end{align*}
\]

\[
\begin{align*}
0 & 21 \\
1 & 22 \\
2 & 23 \\
3 & 24 \\
4 & 25 \\
5 & 26 \\
6 & 27 \\
7 & 28 \\
\end{align*}
\]
not available at the same time in the general case. A variation on the algorithm could be created, where 2 blocks of $M$ target vectors are created, at the opposite ends of the filter window. However, this would double the cost for the combine and reorder stage in terms of the number of required instructions. Twice as many target vectors would have to be created, increasing the register pressure (although the masks and shuffle patterns can be reused).

We can conclude that the block based algorithm can be applied to vector processors with a random vector length without loss of efficiency. However, a significant portion of the time is spent creating the required target vectors. This is the problem that we will try to solve in section 3.

2.6.3 Matrix transpose

Block based processing can be applied with a decimation factor $M = P$. If the input vectors of the decimator are regarded as the rows of a $P \times P$ matrix, then the resulting target vectors are equal to the rows of the transposed version of that matrix. Matrix transpositions of arbitrary size can be partitioned into smaller sections using the Eklundh [23] or PRIM [24] algorithms. In both algorithms, a number of transposition operations has to be performed on these partitions in order to generate the complete transposed matrix. An SIMD implementation of decimation could be applied to perform matrix transpose operations, wrapped by one of these algorithms if necessary.
3 Proposed solution structure

3.1 Specification of goals

In the previous section we have shown there is a significant amount of effort involved when a decimation algorithm is performed on an SIMD machine. Decimation contains a large amount of data locality when sample based parallelism is exploited, but the fixed vector length of the processor is not necessary a good match to the amount of filter coefficients, leading to an inefficient solution. Block based parallelization solves this problem, but transforms the data locality to a different form which cannot easily be exploited. A relatively large amount of storage space is required, especially when filter symmetry is to be exploited. The samples that have to be combined into one vector are more than one vector length away, which implies that some form of local storage in the processor core is unavoidable.

Memory accesses are considered expensive in terms of power and latency, so loading the same data twice from the memory should be avoided. Our solution should thus support the data reuse as described in section 2.6.2.

If we assume that an efficient solution exists for the generation of the target vectors, then ideally, the MAC units inside the processor should form the bottleneck of the algorithm. If this is the case, then the only way to increase the throughput is to add extra hardware in the main datapath. We will not consider that as part of our design space, so we will attempt to find a solution which performs one MAC operation per cycle.

For symmetric filters, it should be possible to process two filter coefficients per cycle. This implies that the bandwidth of the target vector generator has to be twice as high as the MAC bandwidth. To fully exploit the available VLIW parallelism, the generation of new target vectors should happen in parallel with the MAC operations.

The proposal that we will describe in the following sections achieves these goals by introducing a register file that supports write and read patterns aimed at generating the decimated target vectors. The write patterns store samples in the register file in a column wise fashion, in multiple columns at once. The read patterns load one sample from each column, using a strided indexed access mode. To enable the data reuse, extra columns are added, making the register file wider than the default vector width. Starting from section 3.3, each of these aspects will be discussed in detail.

3.2 Related work

Special purpose register files aimed at the efficient calculation of 2D algorithms have been an active topic of research. In [25] a vector register file with a transposed access mode is introduced. Each column in the register file can be accessed in addition to the row wise access mode available in a regular register file. This special access mode is only made available for writes, motivated by the notion that there are usually less write ports than read ports. The target application is matrix transposition, which can be performed in linear time.

A similar proposal is made in [26], where writes to the register file can be directed to both the columns and rows of a register file.

In [27], a vector register file with diagonal registers is proposed to accelerate matrix transpose operations. Two new access modes are added to a regular vector register file to enable read and write operations in a diagonal direction. Two linear-time matrix transpose algorithms are derived using the diagonal registers. The first algorithm works in-place on a matrix that has already been loaded in the register file, while the second also includes load-store patterns. To maximize the throughput, 2 versions of the load-store algorithm are derived, which can be used in an alternating manner. Each store operation of the first algorithm corresponds to a load operation to the same vector location of the second algorithm, which
enables the possibility to pipeline the load and store operations for different iterations. The extra access modes are implemented by adding extra read, write and select lines to each bit-cell in the register file. Both [25] and [27] are aimed at accelerating matrix transposition and there is no support for other decimation factors.

[28] introduces a stream register file with indexed access. This work is aimed at stream processors, but the authors assume that similar techniques could be applied to vector processors as well.

The basic idea proposed in this paper is to break the sequential data access restriction that is present in stream processors. Explicitly indexed access to the register file is allowed in stead of loading consecutive data samples. The register file is assumed to be implemented as an SRAM. The subdivision of an SRAM into smaller memory arrays is exploited to support the indexed accesses. An SRAM consists of a number of banks, which are each divided into a number of sub-arrays. Each sub array of each bank can be addressed differently in the proposed implementation. This comes at the expense of extra address decoders for each sub-array.

Loading two samples from the same sub-array in the same cycle is not possible, which is why an arbiter for distribution of the memory resource to different consumer streams is introduced. FIFOs are used to buffer the request addresses and resulting data samples. When a resource conflict occurs between two streams, one of the two FIFOs is stalled. This implies that the latency of a read operation is non-deterministic, and may lead to processor stalls when a data access is attempted before the read completes. If the access patterns are known at compile-time, these conflicts can be analyzed and exact access times can be derived, but for data-dependent access patterns the worst-case delay always has to be assumed. Communication between different banks is required to allow access to all registers from each stream processor.

The proposed register file architecture could be used to support decimation on a vector processor, although there would still be a significant overhead involved in reordering the retrieved data samples to generate the target vectors that are required for the block based parallelization. To see what causes this overhead, we assume each vector element is stored in a separate sub-array and there is one bank. When a set of vectors has been stored in-order in the memory, then there is no guarantee that all elements of a target vector are stored in different sub-arrays. These conflicts have to be resolved by the arbiter, introducing stalls. The samples that are loaded from the same sub-arrays have to be transported to different vector slots and the overall order of the retrieved samples has to be changed to group the calculations belonging to the same output sample on the same processing element. When this register file is applied to a vector processor, the combination of the FIFO system, arbiter and inter-sample reordering require the same functionality as a full crossbar. Our proposed solution divides the reordering of the input samples into a write and a read stage, which leads to a more hardware efficient solution.

3.3 Rotator approach

In this section we will start by describing an intuitive implementation of a decimation algorithm using a decimating register file (DRF). In section 3.4 this algorithm will be adapted to reduce the hardware cost.

Several of the steps that are taken are illustrated with examples. In these examples, we will depict the vector elements as blocks in a column. The background color denotes the source vector of the element. The number in the cell denotes the sample number. The register file itself will be depicted as a grid of height $P$.

We will assume that the input of our register file comes from the memory and is ordered
sequentially. For a decimation factor $M$, $M$ load operations are required to build the first $M$ target vectors. This corresponds to $M$ write operations to the register file. In figure 3.1 this is illustrated for $M = 3$. Vectors can only be written columns wise and the samples retain their order in this direction. This is the first opportunity in which data locality is exploited.

![Input vectors and Target vectors](image)

Figure 3.1: The three input vectors in this example are used to generate the first target vectors for a decimation factor $M = 3$.

Two general sample movement types can be observed:

- A vertical alignment at multiples of the decimation factor
- A spreading of the input vector over multiple columns

### 3.3.1 Vertical alignment

The vertical alignment corresponds to a rotation operation, where each consecutive column is rotated by $M$ with respect to the previous column. This is illustrated in figure 3.2. One important observation that can be made is that the direction of the rotation can be either up or down. This eliminates the possibility to implement the rotation as a uni-directional shifter, which would have required a smaller amount of hardware. Formally, we will define rotation as:

**Definition 3.1** A rotation over distance $i$ of vector $V$, denoted as $\text{rot}(V, i)$, is defined as:

$$V_o = \text{rot}(V, i) := V_o[j] = V[\text{mod}(j + i, P)] \text{ with } j \in 0, 1, ..P - 1$$ (3.10)

Because the modulo operator is poorly defined for negative dividends, we will define this case explicitly:

$$\text{mod}(a, n) = n - \text{mod}(|a|, n) \text{ with } a \in \mathbb{Z}^-$$ (3.11)

By this definition, input vectors wrap around when rotated across the boundary of the register file. Figure 3.3 shows what content of the register looks like in this implementation.

The rotation that has to be applied to a column can be split into two components: an offset that is applied to the first column in which the current input vector is written, and a relative displacement with respect to that column, depending on the relative distance. We will call the number of the first column in which an input vector $j$ is written $s_j$, starting at 0
Rotation by M:
Rotation by 2M:
Rotation to other direction required, eliminates possible implementation with shifters

Figure 3.2: Three target vectors, constructed as the rotation and combination of three input vectors. The rotation is bi-directional.

Figure 3.3: The three target vectors in rotated and wrapped form. A write enable mask has to be used in the columns marked by the white boxes to prevent old samples from being overwritten.

for the most left column. An rotation \( o_j \) is applied to this column. The rotation \( o_i \) that has to be applied to column \( i \) can then be described as:

\[
 o_i = \text{mod}(o_j + M \cdot (i - j), P) \text{ with } i \geq j
\]
The offset $o_j$ can be expressed as a function of the number of input vectors which has been inserted into the register file. For input vector $j$, $o_j$ is given by:

$$o_j = -\text{mod}(j \cdot \text{mod}(P, M), M)$$  \hspace{1cm} (3.13)

The number of the first column to which should be written, $s_j$, is also a function of the number of the input vector. For input vector $j$, $s_j$ is given by:

$$s_j = \left\lfloor \frac{P \cdot j}{M} \right\rfloor$$  \hspace{1cm} (3.14)

In figure [3.3] the white boxes highlight 2 columns in which samples originate from two different input vectors. If we assume that the input vectors are written sequentially, then measures will have to be taken to make sure that samples that have been written to the register file in a previous cycle are not overwritten. This is why we introduce write masks for each column. Such a mask consists of a series of $P$ boolean values and acts as a write enable signal for a cell in the register file. We will call the write mask of column $i \text{wm}_i$. The value of the boolean used at row $r$ is defined as a function of the column number and $o_j$:

$$\text{wm}_i[r] = \begin{cases} 
1 & \text{if } i \neq s_j \\
1 & \text{if } i = s_j \text{ and } r \geq |o_j| \\
0 & \text{if } i = s_j \text{ and } r < |o_j|
\end{cases}$$  \hspace{1cm} (3.15)

### 3.3.2 Horizontal spreading

The number of columns to which an input vector has to be written depends on the vector length $P$ and the decimation factor $M$. If $M$ is guaranteed to be larger than 1, then a maximum of $0.5P$ columns are (partially) filled with samples from one input vector. This implies there is a maximum of $0.5P$ different rotated versions that have to be created. To save hardware resources, two columns can share one rotator, as long as they are separated by at least $0.5P - 1$ columns. A column enable signal is added in addition to the write masks introduced in the previous section. A bitwise ‘and’ operation of these two signals determines if a cell is write enabled in a certain cycle. To decrease the controller complexity, we will always write $0.5P$ columns when a write instruction is executed, even though this is not always necessary. The extra columns to which is written will be filled with useful data in later iterations.

### 3.3.3 Evaluation

The approach which has been described in the this section contains all the ingredients that are needed to generate the target vectors that are required by the block based decimation algorithm. However, there are some disadvantages involved with the number of required rotators. Since there is a lot of sample transport involved, it is a very wire intensive solution, which requires a large amount of area. The generation of the target vector is complete after the write stage, which leads to complicated write logic and simple read logic. During the read phase, a row can be selected from the register file and each column forwards a cell from that row to an output bus.

In section [3.4] we will show that moving part of the complexity from the write stage to the read stage results in a more hardware efficient and versatile design.

### 3.4 Rotatorless approach

The read logic introduced in the previous section contains a simple row decoder of which the output can be shared by all columns, since the same cell is returned from each column. If
Figure 3.4: Example of the masked write approach for $M = 3$. The three input vectors are written to the register file using masked writes. The vertical position of the samples does not change and spreading is performed in the horizontal direction.

if were possible to select a different cell in each column, then the functionality provided by the rotators in the write phase can be substituted by an address generator in the read phase. Instead of performing the vertical alignment by storing rotated input vectors, it could be done by the indexed addressing of cells in each column. This idea is illustrated in figure 3.4.

In the following sections we will discuss the details of the implementation.

3.4.1 Horizontal spreading and masked writing

The rotators which were present in the previous solution have been replaced by a set of mask generators. These mask generators enable the storage of different pipeline stages, which will be discussed in detail in section 3.4.5. The masks are used to write a subset of the samples from an input vector to each column. They eliminate all redundancy in the register file by only storing each sample once. The masks themselves can be generated by rotating a single base mask, consisting of $M$ ones, followed by $P - M$ zeros. Since each mask consists of only $P$ bits, this forms a great simplification compared to the rotators which were used on input vectors in the previous approach.

The masks rotation that corresponds to each column can be calculated in a similar way as the rotation of the input vectors; a simple sign switch of the rotation $o_i$ is sufficient:

$$o_i = -\text{mod}(o_j + M \cdot (i - j), P) \text{ with } i \geq j$$

(3.16)

The mask that was introduced in the previous section to prevent samples from previous iterations to be overwritten, can also still be applied. A bitwise ‘and’ operation of this mask and the non-rotated base mask generates exactly the mask shape that is required. The result can then be rotated according to equation 3.16 and used for column $s_j$.

3.4.2 Indexed reading

During the read phase, the samples corresponding to a single target vector have to be extracted from the register file. To reach this goal, an address generator is used to calculate the indexes of the samples that should be loaded from each column. This address generator has two parameters:
A virtual row identifier \((r)\)

- A stride \((str)\), which for decimation functionality is equal to the decimation factor. The stride is the relative increase of the row index between two adjacent columns.

The index \(idx\) for column \(i\) corresponding to virtual row \(r\), can be calculated as:

\[
idx_i = \text{mod}(r + i \cdot str, P)
\]  

(3.17)

If the stride is chosen to be equal to the decimation factor that was used during the write phase, then the output corresponding to virtual row \(r\) is equal to the output which would have been returned in the rotator approach proposed in section 3.3 for row \(r\).

### 3.4.3 Extra Columns

![Register File Diagram](image)

Figure 3.5: This figure illustrates the redundancy that is present in the register file when 9 individual target vectors are stored in different rows for \(M = 3\). After \(M\) rows, the content of \(P - 1\) columns can be reused. (In this figure and in figure 3.6, the virtual rows are drawn, to keep these images simple. The real samples are still stored according to the patterns defined in section 3.4)

Up until now, we have depicted the register file as a grid of \(P \times P\) cells. If we would use such a grid to store all the required target vectors, we would need \(P \times K\) word cells to store \(K\) target vectors. This situation is depicted in figure 3.5. As previously noted, there is a lot of redundancy present inside the register file in this case, because \(P - 1\) columns are reused after \(M\) rows. To remove this redundancy, a set of extra columns is added to the register file. These columns can be used to store one or more additional input vectors which would sequentially follow the \(M\) input vectors which are stored in the first \(P\) columns. Each column which is added creates the potential to extract \(M\) additional target vectors from the register file (see figure 3.6).

We will call the number of extra columns \(E\). The total number of columns in the register file is equal to \(P + E\). To select the target vectors which are partially stored in the \(E\)-columns,
Figure 3.6: The content of the register file using extra columns. All the duplicate samples which were present in figure 3.5 are removed.

A column offset parameter ($c_{off}$) is added to the read port of the register file. The offset required to select target vector $T_i$ from the register file is equal to:

$$c_{off} = \left\lfloor \frac{i}{M} \right\rfloor$$

(3.18)

The virtual row which should be activated to select $T_i$ is equal to:

$$r_i = \text{mod}(i, M)$$

(3.19)

### 3.4.4 Read ports

To be able to perform one MAC operation per cycle, the target vector generator has to have a bandwidth which is twice as high as the MAC bandwidth. To meet this requirement, two read ports have to be attached to the decimating register file. As a consequence, two address generators have to be included in the design. These read ports can be used to retrieve symmetric vector pairs and forward these to the ALU. The ALU can then execute an add operation, which is followed by a MAC.

### 3.4.5 Stage Rotator

Loads from the background memory have a high latency. During the time between the execution of the load and the moment at which the data is available, other (independent) instructions can be scheduled. For small loop kernels, these instructions can be generated using software pipelining.

If we want to combine software pipelining with the decimating register file, then it must be possible perform a read from the register file in parallel with a write belonging to a different software pipeline stage. These write operations may not overwrite data which still has to be read in the upcoming cycles, so the data has to be stored in a separate location in the register file. By doing so, multiple stages are present in subsequent rows of the virtual view.

To make this possible, a stage rotator is introduced. The stage rotator takes the input vector and is able to align it by rotation, in such a way that no old data is overwritten when it is stored in the register file. The write masks have to be rotated by the same distance (see also figure 3.7). This extra rotation can be added to the offset $o_j$, which represented the rotation distance for the first column in which samples should be written for input vector $j$. The extra rotation is called $stage_{rot}$ and it is added to the dividend of the modulo operation. With this extension, the equation describing $o_j$ becomes:

$$o_j = -\text{mod}(\text{mod}(j \cdot \text{mod}(P, M), M) + stage_{rot}, P)$$

(3.20)
Figure 3.7: Example of the usage of the stage rotator for \( M = 3 \). The yellow and green input vector are rotated and subsequently written to the register. The columns to which they are written are the same as those that were used in the previous stage. The write masks have been rotated by the same amount as the input vectors.

This implements a form of double buffering, and it can be used for decimation factors up to and including \( 0.5P \). For higher decimation factors there aren’t enough virtual rows in the register file to store two blocks of \( M \) rows.

As a general rule, \( \text{stage}_{\text{rot}} \) has to increase by \( M \) after each stage and may wrap around when the bottom of the register file is reached.

### 3.5 Parameter determination

There are three design parameters that determine the proportions of the proposed solution: the number of processing element \( P \), the number of extra columns \( E \) and the word width of each processing element, which we will call \( W \). If we start with the template sketched by the EVP, then the product of \( P \) and \( W \) is fixed at 256 bits, and possible values for \( W \) are 8, 16 or 32 bits.

#### 3.5.1 Effects of parameter \( P \)

The parameter \( P \) is equal to the maximum decimation factor which can be supported efficiently by the register file. As noted in the previous section, \( 0.5P \) is the maximum decimation factor which can be used in a pipelined operation mode.

\( P \) also determines the storage capacity of the register file, although the other parameters also contribute. There are \( P + E \) columns, each containing \( P \) words of \( W \) bits. The total capacity in bits is equal to:

\[
\text{Capacity} = W \cdot P \cdot (P + E) \text{ bits}
\]  

(3.21)

The ability to switch to different word widths should also be taken into account when selecting a value for \( P \) and \( W \). A view switch from a lower word width to a higher word width is possible with some minor adaptation to the controller. For example, two 16 bit words can be combined to form one 32 bit word. An example for \( P = 16 \) and \( M = 3 \) is shown in figure 3.8. The upper half of each word is stored in the even columns, while the lower half is stored in the odd columns. It is essential to store the lower and upper half in different columns, because they have to be read simultaneously.
Figure 3.8: This figure illustrates a view switch, using a register file designed for \( W = 16 \) to store 32 bit words.

To support this write pattern the mask generators have to be extended slightly with an alternative operation mode in which the \( M \) ones in the base mask are stored in the first \( M \) even positions of the mask. The relative mask rotation of the odd columns with respect to the previous column is fixed at 1. The read address generators of the odd rows also require slightly different behaviour. Equivalent to the change that was made to the mask rotators, the indexes of the odd columns need a fixed difference of 1 compared to the previous even column.

A switch from a high word width to a lower word width is not possible without significant changes to the hardware. Since there are not enough columns to store each half-word in a separate column, columns would have to be shared. The mask generators would have to work at the granularity of half words and non-consecutive half words would have to be selectable from the same column. The costs of these changes are the reason this is not considered as a realistic option.

Designing the register file for the lowest possible word width would allow scaling to all higher word widths. However, this is also the most hardware intensive design, since the size of the register file scales with \( P^2 \). The rotators and mask generators also work at the granularity of the smallest word width, so they too scale upwards when \( P \) is increased. A trade-off between the hardware size and the required flexibility should be made when choosing the value of parameter \( P \).

### 3.5.2 Effects of parameter \( E \)

The number of extra columns \( E \) determines the amount of target vectors that can be extracted from the register file. This number should at least be equal to the number of filter coefficients. The first block of \( P \) columns holds \( M \) potential target vectors. For each extra column which is added, \( M \) more target vectors can be generated. If \( K \) target vectors have to be extracted
<table>
<thead>
<tr>
<th>$E$</th>
<th>Max. order</th>
<th>Max. K</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>$M$</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>$2M$</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>$3M$</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>$4M$</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>$5M$</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>$6M$</td>
</tr>
</tbody>
</table>

Table 4: Maximum filter order and the maximum number of filter coefficients as a function of $E$ for $M_{\text{max}} \in \{8, 16, 32\}$

from the register file, $E$ should be at least equal to:

$$E \geq \lceil \frac{K}{M} \rceil - 1 \quad (3.22)$$

If we combine equation 3.22 with equation 2.7, we can determine the value of parameter $E$ based on the maximum sinc filter order we would like to support, given the fact that $M$ is bounded between 2 and $P$. For $M_{\text{max}} \in \{8, 16, 32\}$, the maximum sinc filter order which can be supported at different values for $E$ are enumerated in table 4.

Some remarks can be made about these numbers. First of all, for small decimation factors, more than one block of $M$ rows can fit in the register file. Higher order filters can be supported by using multiple blocks for a single output vector. The second thing that should be taken into consideration is the effect of a view switch to a higher word width on the number of extra columns. If the word width doubles, the number of extra rows is effectively divided by two. If such view switches are to be supported, the number of extra rows should be even, or else an unusable column will be created when the view switch is activated.

3.6 Programming rules and interface

In the previous sections we have described the functionality of all the parts which make up the DRF. In the following two sections we will make the translation to the interface that will be exposed to the programmer.

3.6.1 Programming interface

Two basic primitives have to be provided to the programmer to enable interaction with the register file: a read command and a write command.

For a write command, the following parameters are required by the register file:

- The decimation factor $M$
- The vector length $P$
- The current stage, stored in $\text{stage}_{\text{rot}}$
- The number of the input vector $j$
- The input vector

Providing all these parameters for each write command is unnecessary, since the majority does not change between consecutive writes. That is why the controller of the register file contains a set of state variables which only have to be initialized once for a series of write operations. These initialization parameters are:
• The decimation factor $M$

• $\text{mod}(P, M)$, provided as a constant to remove the need for a hardware modulo unit

• $\left\lfloor \frac{P}{M} \right\rfloor$, provided as a constant to remove the need for a hardware division unit

• The number of vectors which will be written per stage. This is used to enable the automatic generation of the right $\text{stage}_{\text{rot}}$ value. We will call this parameter $n_v$.

The exact use of each of these parameters will be discussed in section 4.4, which explains the hardware structure of the controller. When the initialization is complete, the input vector is the only parameter that is left in the write command.

For a read command, 3 parameters are required:

• The selected virtual row $r$

• The stride $str$

• The column offset $c_{off}$

Read commands which are used for a decimating filter will also follow a specific pattern which makes them predictable. Symmetric vectors will be selected from the register file, probably in sequential order. The 3 read parameters can all be derived from knowledge of the filter length, the decimation factor and the number of preceding read commands. Taking this into account creates a very simple read interface. If we assume the stride to be equal to the decimation factor, which has been stored in the state of the controller during initialization, then there are 2 parameters left which enable the creation of a simple read command and controller:

• $\text{mod}(K, M)$, needed to determine the virtual row of the last symmetric vector

• $\left\lfloor \frac{K}{M} \right\rfloor$, needed to determine the virtual column of the last symmetric vector

Two versions of the read command can be created, one for each read port.

The described programming interface is summarized in table 3.6.2 Programming rules

The interface that was defined in the previous section can be used to write programs using the DRF, but the results will only be as correct if certain rules are followed.

The register file will have to be initialized before a read or write action is allowed. Before initialization, the result of a write or read is not defined. Re-initializing the register file between a write and read, or between consecutive reads also isn’t allowed. We will not formally define the output in these cases, but it is imaginable that an initialization triggers the reset of all internal counters, invalidating the state of the register file.

The write operation may not target the same stage as the two read operations which are done in parallel. This can be understood intuitively, since the target vectors which could potentially be loaded from the same stage as the write operation are not complete yet.

To make the dependencies explicit for the scheduler, we choose to introduce a barrier statement. A barrier has to be placed in a program at the location where a new pipeline
<table>
<thead>
<tr>
<th>Programming interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization</td>
</tr>
<tr>
<td>Name</td>
</tr>
<tr>
<td>Input parameters</td>
</tr>
<tr>
<td>Return parameters</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Write command</td>
</tr>
<tr>
<td>Name</td>
</tr>
<tr>
<td>Input parameters</td>
</tr>
<tr>
<td>Return parameters</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Read command</td>
</tr>
<tr>
<td>Name</td>
</tr>
<tr>
<td>Input parameters</td>
</tr>
<tr>
<td>Return parameters</td>
</tr>
<tr>
<td>Name</td>
</tr>
<tr>
<td>Input parameters</td>
</tr>
<tr>
<td>Return parameters</td>
</tr>
</tbody>
</table>

Table 5: Programming interface

Stage is started. Reads and writes in between two barrier statements are assumed to target different stages and may be reordered by the scheduler. The relative order of the writes and the relative order of the reads still has to be respected, since each of these statements triggers a state update of the register file.

Appendix B shows a section of code using the proposed programming interface.

3.7 Extra functionality

In the previous sections we have shown how the proposed register file could be used to support decimation. In this section we will show other applications for which it can also be used with some small adaptations to the controller.

3.7.1 Decimation by 1

Up until now, we have only shown the behaviour of the register file for decimation factors higher than 1. When vectors are stored using $M = 1$, they can be read back in exactly the same order as they were written. The register file then acts as a regular storage device, in which $P$ vectors can be stored. The vectors can only be stored at the diagonals of the register files, because each element in the input vector can only be stored at one specific row, and only one element can be selected from each column during a read (see figure 3.9). The stage rotation mechanism has to be used to place the vector at a specific virtual row.

To be able to support decimation by 1, $P$ columns must be writable in the same cycle, while we assumed in section 3.3.2 that only $0.5P$ distinct (mask) rotators would be required. To generate the extra masks which are required for decimation by 1, the first $0.5P$ masks are rotated by $0.5P$ positions. This is illustrated in figure 3.10.

Possible usecases for decimation by 1 are register spilling or context save and restore. The number of accesses to the background memory could be reduced, or a higher effective context store bandwidth can be achieved, by partially storing the context in the DRF.
3.7.2 Interpolation output reordering

In section 3.1.1 of appendix A we introduce interpolation, the dual of decimation. We show that a polyphase implementation of the interpolation algorithm generates a set of output vectors that is decimated by \( L \). The decimated vectors have to be interleaved into one output stream. This operation can be performed efficiently using the proposed register file.

During the write phase, each sample is stored in a column exactly once as shown in figure 3.11. This implies that the write mask consists of a single ‘1’, and \( P - 1 \) zeros. The relative rotation of the mask that is used in a column with respect to its left neighbor is equal to \(-L\), so the write enable moves down \( L \) locations for each column. The write mask for column zero is rotated upwards by \( L \) after each written input vector. The first column to which should be written is always the 0'th column.

During the read phase, the virtual rows can be read in such an order so that sequential output is read from the register file. In equation 3.14 we provided a means to determine the first column in which should be written, based on the number of the input vectors for
Figure 3.11: An example of the write pattern for \( L = 3 \). One sample from each input vector is written to each column, using a write stride of \(-L\). The rotation of the write mask for column 0 is equal to \( \text{mod}(j \cdot L, P) \), where \( j \) is the number of the input vector. The numbers in the vector slots denote the desired output sample index.

decimation. The same relation holds between the row that should be read, based on the number of the output vector. If we want to retrieve the \( i^{th} \) output vector, we should activate row

\[
r_i = \left\lfloor \frac{P \cdot i}{L} \right\rfloor
\]

(3.23)

The read address generators should work based on the column number and the number of the output vector. The index \( idx \) for column \( c \) corresponding to output vector \( i \), can be calculated as:

\[
idx_c = \text{mod}\left( \left\lfloor \frac{c + i \cdot P}{L} \right\rfloor, P \right)
\]

(3.24)

The algorithm that was described in this chapter shows great similarities with the decimation algorithm. The write patterns for interpolation were used for reading during decimation, and vice versa.

3.7.3 Exposure of the column read indexes

To efficiently support decimation we introduced an address generator to index the columns of the register file. This address generator has an output width of \((P + E) \cdot \log_2 P\) bits. For certain applications it might be useful to expose the column indexing to the programmer. One or several index vectors could be loaded into the register file controller through the port which is normally used to load input vectors. The number of index vectors that could be loaded depends on the actual dimensions of the register file, set by \( P \) and \( W \). These index vectors can then be used to select specific elements from each column. This can be used to emulate the behaviour of a shuffle operation, when all columns are filled with the same input vector.
4 Hardware structure

This section will give a description of the hardware implementation that was made of the decimating register file. A VHDL model was created which has been synthesised and placed by the Cadence Encounter RTL compiler. The hardware model includes all the features listed in section 3.4 and also has the ability to decimate by 1.

The controller does not support all the features which were described in section 3.6.1. The controller is not aware of the filter length, removing the functionality of automated stage switching and symmetric vector selection. In stead, in the write stage, read row and column offset have to be provided as an input to the unit. View switches to higher word widths are also not supported.

The correctness of the VHDL model has been verified by simulation. An automated test bench generator was used to simplify this process.

We will start with a top level view of the design and zoom in on the column hardware and the controller. Area and power estimations which were generated by the placement tool are shown and possible future adjustments to the hardware will be discussed.
4.1 Top level

In figure 4.1 the top level diagram of the decimating register file is shown. All primary inputs are drawn, excluding those which are used during the initialization. Some of the control wires have also been omitted from this figure for clarity, they will be shown in section 4.4.

Each write mask has been coupled to two or more columns, because the maximum amount of columns which can be written in one cycle during decimation with $M \geq 2$ is $0.5P$. The bitwise 'and' of the Column Write Enable signal and the write mask is used to enable or disable a word cell.

The stage rotator can perform a bit-wise rotation of the input vector, by multiples of the word width. A rotation of 0 means the output is equal to the input.

The address generator calculates the column indexes based on the selected row. Two separate output vectors are generated, one for each read port.

The column offset muxes take the words which are returned by all the columns and select the proper 256 bit chunk from the bus. $1 + E$ possible outputs can be selected.

![Diagram](image)

Figure 4.1: Top level view of the decimating register file. The bus labels denote the width of the bus in bits. An optional name is added in italic. This notation will also be used in the following figures.

4.2 Column level hardware

The column hardware is shown in figure 4.2. All columns are coupled to the output of the stage rotator, so they all receive the same input vector. The write enable of each word cell in the column can be set by the mask rotators and a one bit column enable signal can globally enable or disable a column.

Each column has two $\log_2 P$ bits row select inputs, which select one out of the $P$ words which are stored in the column. The selected word is forwarded to the column offset muxes on the read port buses.
Figure 4.2: The internal structure of the decimating register file. During a write operation, specific cells in each column are write-enabled based on the write mask. During a read, each column adds one word to the read port busses, based on the row select addresses given to that specific column.

Figure 4.3: The internal structure of a column. The 256 bit input is divided into portions of W-bits and conditionally stored in the word cells.

4.3 Column internals

Figure 4.3 shows the way the word cells are arranged inside a column. Two multiplexers, each selecting one out of \( P \) words, forward the content of one word cell to the output bus. The word cell consists of \( W \) flipflops that share the same write enable signal.
4.4 Controller

The VHDL model of the DRF includes a controller which generates the indices, offsets and masks that were described in section 3. It is by no means the most optimized controller imaginable, but it merely shows a possible implementation. The controller is functionally correct and was used to test the register file through VHDL simulations. It also gives a fair representation of the area that a controller for the register file would use.

A block diagram of the controller is shown in figure 4.4, to which will be referred several times in this section.

The highlighted green area is responsible for the generation of the rotation offset for the first column, $o_j$ (equation 3.13). The combination of the two adders and the multiplexer implements a modulo operation using an add-compare-choose circuit. The register $S$ is initialized at 0 and the update function is equal to:

$$S_{j+1} = \text{mod}(S_j + \text{mod}(P, M), M)$$  \hspace{1cm} (4.25)

The update function is executed after an input vector has been loaded, making the content
of the register $S$ at time $j$ equal to $o_j$. The width of register $S$ is $\log_2 P$ so it wraps around when the value $P$ is reached.

In equation 3.14, an expression is given for the number of the first column to which should be written. The generation of $s_j$ can be implemented using a register $R_j$, which is initialized at 0. The update function adds $\left\lfloor \frac{P}{M} \right\rfloor$ to $R_j$ for each input vector that is loaded. Additionally, 1 can be added to $R_j$ based on the inverted activation bit of the add-compare-choose unit. If we define $C = \text{mod}(P, M)$, then this condition is defined as:

$$\text{wrapped}_j = \begin{cases} \text{true} & \text{if } \text{mod}(j \cdot C, M) + C \neq \text{mod}((j + 1) \cdot C, M) \\ \text{false} & \text{otherwise} \end{cases}$$ (4.26)

$$R_{j+1} = \begin{cases} R_j + \left\lfloor \frac{P}{M} \right\rfloor & \text{if } \text{wrapped}_j = \text{false} \\ R_j + \left\lfloor \frac{P}{M} \right\rfloor + 1 & \text{if } \text{wrapped}_j = \text{true} \end{cases}$$ (4.27)

The equivalence of $R_j$ and 3.14 has been verified by enumeration for $M \in \{0, 1, \ldots P\}$, $j \in \{0, 1, \ldots 2P\}$ and $P \in \{8, 16, 32\}$. The required hardware is highlighted in blue in figure 4.4.

The width of register $R$ is $\lceil \log_2 (P + E) \rceil$. It is not designed to wrap around and has to be reset when a new stage is started.

The yellow block is responsible for the generation of the column enable signals. It shifts a mask of $0.5P$ ones by $R_j$ positions. To support decimation by 1, it is also possible to enable all columns at once.

By addressing the Merge Mask LUT using register $S$, we extract the write mask for column $s_j$ as defined in equation 3.15. This mask is rotated to incorporate the current stage offset.

The Mask LUT is indexed with $M$, selecting the base mask consisting of $M$ ones and $P - M$ zeros. This mask is used as the input for the mask generator, highlighted in orange. $0.5P$ rotators are cascaded to implement equation 3.16. The lower $\log_2 0.5P$ bits of $R_j$ are used to rotate the masks to the right column position. The circuitry that is used to generate the upper $0.5P$ masks for decimation by 1 is not shown. It is implemented as a multiplexer near the columns which is able to flip the lower and upper half of the received write masks, as was shown in figure 3.10.

The address generator is shown in figure 4.5. In the current implementation is is built as a cascade of $P + E - 1$ wrapping adders. The stride is fixed at $M$, which is sufficient to support decimation.
Table 6: Legend for the identifiers that are used in the synthesis and placement results

<table>
<thead>
<tr>
<th>Property</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotator version</td>
<td>Uses the rotator approach (section 3.3)</td>
</tr>
<tr>
<td>Mask version</td>
<td>Uses the rotatorless approach, i.e. only one (stage) rotation can be</td>
</tr>
<tr>
<td></td>
<td>performed on the input vector (section 3.4)</td>
</tr>
<tr>
<td>Output shifter</td>
<td>Implements the column offset selection using a shifter in stead of</td>
</tr>
<tr>
<td></td>
<td>multiplexer</td>
</tr>
<tr>
<td>Custom rotator</td>
<td>Describes the rotators explicitly as multiplexer trees. The vhdl func-</td>
</tr>
<tr>
<td></td>
<td>tion rotate_left is not used in this case</td>
</tr>
</tbody>
</table>

Table 7: The table can be used in conjunction with the synthesis and placement results to identify the hardware configuration that was used

4.5 Global placement results

Several different configurations of the register file have been implemented in VHDL, in order to estimate the area and power costs. The differences between the versions are listed in table 6 and 7.

The synthesis and placement uses a 45nm library, with a target clock frequency of 208Mhz. The resulting area is split in two partitions:

- Cell area, representing the area of the logic cells
- Net area, representing the area which is used by wiring

Several remarks can be made about figure 4.6. First of all, the rotator version is clearly larger than the version using the write mask approach, confirming the usefulness of this adaptation to the initial design. The relative contribution of the net area also decreases slightly.

<table>
<thead>
<tr>
<th>P</th>
<th>W</th>
<th>E</th>
<th>WW [Bits]</th>
<th>Version</th>
<th>Freq. [MHz]</th>
<th>Cell Area</th>
<th>Net Area</th>
<th>Total Area</th>
<th>cell/total</th>
<th>Normal. area</th>
<th>% EVP</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>4</td>
<td>16</td>
<td></td>
<td>Rotator version</td>
<td>208</td>
<td>67.576</td>
<td>68.525</td>
<td>136.101</td>
<td>0.50</td>
<td>100,0</td>
<td>7,02</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>16</td>
<td></td>
<td>Mask version</td>
<td>208</td>
<td>54.531</td>
<td>46.695</td>
<td>101.226</td>
<td>0.54</td>
<td>74,4</td>
<td>5,22</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>32</td>
<td></td>
<td>Rotator version, Output</td>
<td>208</td>
<td>35.214</td>
<td>33.513</td>
<td>68.727</td>
<td>0.51</td>
<td>50,5</td>
<td>3,55</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>32</td>
<td></td>
<td>Custom rotator</td>
<td>208</td>
<td>34.725</td>
<td>31.662</td>
<td>66.387</td>
<td>0.52</td>
<td>48,8</td>
<td>3,43</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>32</td>
<td></td>
<td>Mask version</td>
<td>208</td>
<td>38.47</td>
<td>30.352</td>
<td>66.819</td>
<td>0.54</td>
<td>48,6</td>
<td>3,42</td>
</tr>
</tbody>
</table>

Figure 4.6: Placement results for different versions of the decimating register file

Two different implementations of the column offset selectors were synthesized. The first description uses the VHDL function shift_left on the read port busses to apply the column offset, while the second description explicitly implements a multiplexer. The latter approach resulted in a smaller design. A similar effect can be seen when comparing the custom rotator
version with the vanilla implementation. In the custom rotator version, the rotator are implemented as a tree of two-input multiplexers, which also resulted in a smaller design. This raises questions about the efficiency of the implementation of the rotate_left function chosen by the synthesis tool. A possible cause for this effect could be that the tool is unable to exploit the fact that the rotation distance is always equal to a multiple of the word width. Further experiments would be required to confirm this theory, but the possible improvement which could be made is relatively small, especially in the write mask approach.

The last column shows the relative size of the DRF compared to an EVP synthesized with similar tool settings. For the $P = 16$ version, the best obtained result is 5.2%, for $P = 8$ this is 2.2%. These numbers should be regarded as an indication of the added area, because the cost of embedding the register file in the existing EVP floor plan is not taken into account.

### 4.6 Area breakdown

Two of the configurations from figure 4.6 have been analyzed in more detail to determine the relative area contribution of the components in the register file. These configurations are marked in bold and the area breakdown is shown in figure 4.7 and 4.8.

#### Table 4.7: Area breakdown of the placement results for $P = 8$, $W = 32$ and $E = 3$. The syntheses was performed for a clock frequency of 208Mhz.

<table>
<thead>
<tr>
<th>8x32x11 version</th>
<th>Cell</th>
<th>Net</th>
<th>Total</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns</td>
<td>21.503</td>
<td>11.532</td>
<td>33.035</td>
<td>76.70</td>
</tr>
<tr>
<td>Column offset muxes</td>
<td>2.214</td>
<td>1.224</td>
<td>3.438</td>
<td>7.98</td>
</tr>
<tr>
<td>Controller</td>
<td>712</td>
<td>201</td>
<td>913</td>
<td>2.12</td>
</tr>
<tr>
<td>Stage Rotator</td>
<td>1.609</td>
<td>1.535</td>
<td>3.144</td>
<td>7.30</td>
</tr>
<tr>
<td>Read addr generator</td>
<td>147</td>
<td>240</td>
<td>387</td>
<td>0.90</td>
</tr>
<tr>
<td>Decimation by 1</td>
<td>80</td>
<td>3</td>
<td>83</td>
<td>0.19</td>
</tr>
<tr>
<td>Connections</td>
<td>0</td>
<td>2.067</td>
<td>2.067</td>
<td>4.80</td>
</tr>
<tr>
<td>Others</td>
<td>x</td>
<td>x</td>
<td>3</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>26.120</td>
<td>16.786</td>
<td>43.070</td>
<td>100.00</td>
</tr>
</tbody>
</table>

#### Table 4.8: Area breakdown of the placement results for $P = 16$, $W = 16$ and $E = 4$. The syntheses was performed for a clock frequency of 208Mhz.

<table>
<thead>
<tr>
<th>16x16x20 version</th>
<th>Cell</th>
<th>Net</th>
<th>Total</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns</td>
<td>42.912</td>
<td>36.295</td>
<td>79.207</td>
<td>78.25</td>
</tr>
<tr>
<td>Column offset muxes</td>
<td>4.044</td>
<td>2.308</td>
<td>6.352</td>
<td>6.28</td>
</tr>
<tr>
<td>Controller</td>
<td>3.478</td>
<td>1.676</td>
<td>5.154</td>
<td>5.09</td>
</tr>
<tr>
<td>Stage Rotator</td>
<td>1.984</td>
<td>1.930</td>
<td>3.914</td>
<td>3.87</td>
</tr>
<tr>
<td>Read addr generator</td>
<td>700</td>
<td>1.185</td>
<td>1.885</td>
<td>1.86</td>
</tr>
<tr>
<td>Decimation by 1</td>
<td>461</td>
<td>225</td>
<td>686</td>
<td>0.68</td>
</tr>
<tr>
<td>Connections</td>
<td>0</td>
<td>2.947</td>
<td>2.947</td>
<td>2.91</td>
</tr>
<tr>
<td>Others</td>
<td>x</td>
<td>x</td>
<td>1.081</td>
<td>1.07</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>53.579</td>
<td>46.566</td>
<td>101.226</td>
<td>100.00</td>
</tr>
</tbody>
</table>
in both configurations. The column offset muxes are the second most area hungry components.

For the \( P = 16 \) version the controller uses 5.1\% of the total area. This does not include the read address generator, which uses another 1.9\%. The control overhead for \( P = 8 \) is somewhat smaller (2.1\% + 0.9\%).

The expected scaling from the \( P = 8 \) to the \( P = 16 \) version based on the amount of flip-flops is 1.8. The observed scaling for the cell area is 2, while the net area grows with a factor 3.

### 4.7 Power consumption

A rough estimation of the power consumption of the DRF can be made, based on the placement reports of the hardware. The placement tool assumes a gate activity of 20\%. This is probably too pessimistic for the flip-flops in the DRF, although it may be quite reasonable for the output offset muxes and read address generator.

The total power consumption for \( P = 16 \) is equal to 6.4\( mW \), of which 3.0\( mW \) is used to power the gates. 3.4\( mW \) is used for charging and discharging interconnects. A breakdown by area shows the columns are responsible for 53\% of the of the power usage. This can be split in 39\% for the flip-flops and 14\% for the read port muxes.

For \( P = 8 \), the total power consumption is 2.3\( mW \), divided in 1.3\( mW \) and 1\( mW \) for gates and interconnects respectively.

### 4.8 Placement inside the EVP pipeline

Now that we have defined what the hardware of the decimating register file looks like, we have to give it a place inside the EVP. The input vectors for the decimating register file can be loaded from the regular register file or the attached bypass circuitry. In this way input can originate from all functional units. The output from the DRF is also written to the regular register file.

A read from, and a write to the DRF is performed in the execute stage of the processor pipeline as if it is a functional unit. In principle they can be executed in parallel, unless one or multiple word cells in the read and write operation overlap. The scheduler is responsible for following this rule. Figure 4.10 and 4.11 show the two alternative schedules.

The initialization of the DRF cannot be done in the same cycle as a read from or a write to the DRF.

<table>
<thead>
<tr>
<th>16x16x20 version</th>
<th>Leakage</th>
<th>Dynamic</th>
<th>Total</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns</td>
<td>0,05</td>
<td>3,39</td>
<td>3,44</td>
<td>53,75</td>
</tr>
<tr>
<td>Column offset muxes</td>
<td>0,01</td>
<td>0,52</td>
<td>0,53</td>
<td>8,23</td>
</tr>
<tr>
<td>Controller</td>
<td>0,01</td>
<td>0,62</td>
<td>0,63</td>
<td>9,83</td>
</tr>
<tr>
<td>Stage rotator</td>
<td>0,00</td>
<td>0,45</td>
<td>0,46</td>
<td>7,11</td>
</tr>
<tr>
<td>Read addr generator</td>
<td>0,00</td>
<td>0,14</td>
<td>0,14</td>
<td>2,23</td>
</tr>
<tr>
<td>Decimation by 1</td>
<td>0,00</td>
<td>0,05</td>
<td>0,05</td>
<td>0,83</td>
</tr>
<tr>
<td>Connections</td>
<td>x</td>
<td>x</td>
<td>0,23</td>
<td>3,61</td>
</tr>
<tr>
<td>Others</td>
<td>0,00</td>
<td>1,15</td>
<td>0,92</td>
<td>14,42</td>
</tr>
<tr>
<td>Total</td>
<td>0,07</td>
<td>6,33</td>
<td>6,40</td>
<td>100,00</td>
</tr>
</tbody>
</table>
Figure 4.10: An independent write can be scheduled in parallel with two reads from the decimating register file.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>drf_read0 (stage 0)</td>
<td>FETCH</td>
<td>DEC</td>
<td>RRF</td>
<td>EXE</td>
<td>WB</td>
</tr>
<tr>
<td>drf_read1 (stage 0)</td>
<td>FETCH</td>
<td>DEC</td>
<td>RRF</td>
<td>EXE</td>
<td>WB</td>
</tr>
<tr>
<td>drf_write (stage 1)</td>
<td>FETCH</td>
<td>DEC</td>
<td>RRF</td>
<td>EXE</td>
<td>WB</td>
</tr>
</tbody>
</table>

Figure 4.11: A read from the decimating register file targeting the same stage as a write cannot be scheduled in the same cycle. This means the earliest time the result of the read is accessible is cycle 5. The blue arrows denote the use of the bypasses.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>drf_write (stage 0)</td>
<td>FETCH</td>
<td>DEC</td>
<td>RRF</td>
<td>EXE</td>
<td>WB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>drf_read0 (stage 0)</td>
<td>FETCH</td>
<td>DEC</td>
<td>RRF</td>
<td>EXE</td>
<td>WB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>drf_read1 (stage 0)</td>
<td>FETCH</td>
<td>DEC</td>
<td>RRF</td>
<td>EXE</td>
<td>WB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VALU</td>
<td>FETCH</td>
<td>DEC</td>
<td>RRF</td>
<td>EXE</td>
<td>WB</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5 Evaluation

In this section we will determine the expected speedup provided by the DRF if it were added to the EVP. The comparison will be made using the block based algorithm from section 2.6. We will consider both symmetric and non-symmetric filtering.

The number of cycles that is required by the DRF solution is estimated based on the designed behaviour and the latency constraints set in section 4.8. The real scheduler and compiler are not able to generate code for the DRF at this moment.

The block based decimation code for the non-DRF solution comes from the Bose firmware library for the EVP. It was used to generate a schedule for \( M = 3 \) and \( M = 5 \). The generated schedule was analyzed to predict the number of cycles which would be used for other decimation factors.

5.1 Bose decimation

The Bose implementation follows algorithm 1. It consists of a loop which iterates over the required number of output vectors. A poly-phase filter structure is used.

The code is setup in such a way that some freedom exists in the filter length \( K \) that can be chosen. \( K \) has to be a whole multiple of the decimation factor with at least two coefficients in each phase of the filter.

The content of the loop body consists of 3 parts:

- A prologue, in which the first \( M \) target vectors are generated. This means \( M \) loads have to be performed, followed by \( M^2 \) combine and reorder steps, as described in section 2.6.2.

- An inner loop, iterating over the filter coefficients. All \( M \) subfilters perform one MAC operation in an iteration. The loop is unrolled once and software pipelining is applied, so there are \( 2M \) MAC operations in the loop body. \( \frac{K}{2M} - 1 \) iterations are needed for one output vector.

- An epilogue, where the filter output is saved to the memory. The remaining \( 2M \) MAC operations, due to the software pipelining, also have to be executed here.

5.1.1 Schedule length

The length of the prologue schedule is determined by the load latency and the length of the reordering phase. Three cycles have to pass before the result of a load is available. The length of the reorder phase depends on the number of combine and reorder resources. In the EVP, there are 4 functional units that can perform combine operations:

- The Load-Store unit, which is also required for the load functionality in the prologue.
- The Shuffle unit, which is also required for the reordering
- The VMAC unit
- The VALU unit

Analytically determining the schedule length of the prologue is quite challenging due to the resource limits and dependencies, and generating valid EVP code for a wide range of decimation factors would be very time consuming. To solve this problem, a small C-program was written to generate the schedules for different values of \( M \).
Table 8: Schedule length for the Bose decimator. The cost of the inner loop is equal to $1.5K - 3M$ for all decimation factors.

The schedule length of the inner loop is limited by the broadcast resource which is used for scalar to vector expansion. The broadcast resource can generate 1 coefficient double vector in a cycle, and it is used for one cycle in the shift and add operation. $M$ coefficient double vectors have to be generated and $2M$ shift and add operations have to be performed. In each interaction, $2M$ MAC operations are performed, so the required amount of cycles for the loop is: $3M \cdot \left( \frac{K}{2M} - 1 \right) = 1.5K - 3M$.

The epilogue schedule length is at least equal to $2M$, since $2M$ VMAC operations are left due to software pipelining. The MAC operation has a latency of one cycle before the result is available outside the VMAC unit. This means one extra cycle is needed after the final MAC, before the store operation can be scheduled. The length of the epilogue schedule is thus equal to $2M + 2$. In table 8 the schedule lengths for $M \in \{2, 3, \ldots, 16\}$ are shown. If the number of filter coefficients per phase is odd, we will assume the epilogue has a length of $M + 2$. The total number of cycles required for one output vector is then equal to:

$$nCycles_{bose} = \text{prologue} + 1.5K - 3M + \text{epilogue}$$

The schedule lengths that were derived are lower limits, based on the available resources and dependencies. Factors that might add more cycles to the schedule are the loading of the combine masks and reorder patterns and the associated spilling for higher decimation factors.

5.1.2 Symmetric filters

In section 2.6.2 we proposed an adaptation to the block based algorithm to support filter symmetry exploitation. The analysis from the previous paragraph has to be adapted slightly to incorporate this difference.

Two blocks of $M$ vectors would have to be generated in the prologue which we will assume to grow by 50%. The 2 blocks of $M$ vectors have to be updated in the inner loop, requiring $2M$ cycles. $M$ coefficients have to be loaded from the memory, which can be done in $0.5M$ cycles. The amount of cycles spent in the loop is $2.5M \left( \frac{K}{2M} - 1 \right) = 1.25K - 2.5M$. So even though the number of MAC operations has been reduced by a factor two, the critical loop is only $\frac{1.5 - 1.25}{1.5} = 17\%$ shorter in the limit case, because we are limited by the broadcast unit. If this resource limitation would be resolved by adding a second broadcast unit, then the scalar load store unit would become the new bottleneck. The prologue length is reduced to $M + 2$ cycles, based on the $M$ mac operations that have to be performed.

5.2 DRF decimation

The principle behind the decimation algorithm used in the Bose code is largely reused in the DRF version. The DRF version contains a main loop in which:

- New input vectors are loaded from the memory by the VLSU
- Input vectors are written to the DRF
• Pairs of symmetric vectors are read from the DRF
• Symmetric vectors are added by the VALU unit
• Filter coefficients are loaded from the memory using the scalar load store unit, and
  broadcasted to vector size
• The VALU result is multiplied with a filter coefficient by the VMAC unit

In principle, these operations can all be done in parallel, as long as sufficient software pipelining
is used. One additional cycle is required to save the output vector to the memory.

There are two possible groups of functional units that may determine the schedule length.
The first group consists of the VLSU resources. The amount of samples that has to be loaded
from the memory determines the number of vector loads. The first output is a function of \( K \)
input samples. The next output uses the same input samples, minus the \( M \) oldest samples
and adding \( M \) new samples. To generate a block of \( P \) output vectors, the number of loads
that has to be performed is equal to:

\[
n_{\text{Loads}} = \left\lceil \frac{K + (P - 1)M}{P} \right\rceil
\]

(5.29)

We have to add 1 to this number to obtain the total workload for the VLSU, to incorporate
the save operation for the output vector. The second group consists of the VALU, VMAC
and drf_read resources. They are used once for each symmetric coefficient, or \([0.5K] \) cycles.
The length of loop schedule is equal to the maximum amount of cycles required by these two
groups.

\[
n_{\text{Cycles}_{\text{drf}_P}} = \max(n_{\text{Loads}} + 1, \lfloor 0.5K \rfloor)
\]

(5.30)

In figure B.1 of appendix B, a section of code from a decimation kernel using the DRF is
shown. In this example, \( K = 10 \), which corresponds to 5 VMAC operations. The decimation
factor is 3, corresponding to the 3 drf_write operations that update the input vector pointer.
One vector is written to the extra columns of the DRF. Software pipelining is applied to allow
all functional units to start processing data in the first cycle of the loop. Figure 5.1, which
shows the schedule at assembly level will go into this in more detail. The length of the loop
body of the DRF approach should be compared with the sum of the prologue, loop body
and epilogue of the Bose approach, since those are the instructions that are executed for each
output sample.

If \( M > 0.5P \), then it is not possible to load vectors to the DRF while reading from it at the
same time. The first read operation from the register can be executed one cycle after the last
write. The last write can be executed 2 cycles after the last load. In this case, we will assume
the schedule length is equal to:

\[
n_{\text{Cycles}_{\text{drf}_{np}}} = n_{\text{Loads}} + 3 + \lfloor 0.5K \rfloor
\]

(5.31)

5.3 Speedup analysis

In the previous two sections we have derived expressions for the schedule length of the Bose
approach and the DRF approach. For filter lengths which are supported by both approaches,
the relative speedup is plotted in figure 5.2 and 5.3 using:

\[
speedup = \frac{n_{\text{Cycles}_{\text{base}}}}{n_{\text{Cycles}_{\text{drf}}}}
\]

(5.32)
Figure 5.1: A possible scheduling result connected to the code of figure B.1. If a cell of the table is filled, then the resource of that column is used in that cycle. A, B, C and D denote different pipeline stages, and the postfix denotes the coefficient that is processed in that cycle. The critical loop contains 5 cycles, meaning once in every 5 cycles a full output vector is produced. We assume that the first store can be neglected, and that the final loads done in the loop body also do not have to be completed. Without these assumptions, the loop body would still have the same length, but the prologue and epilogue would take more cycles.

The number of filter coefficients that is used to generate the data points are multiples of $M$, this is a requirement of the Bose approach. We assume $E = 4$, which limits the number of filter coefficients that can be supported by the DRF.

The average speedup obtained for $P = 16$ and $P = 8$ is 3.3 and 2.9 respectively. The speedup for $M \in \{2, 3 \ldots 0.5P\}$ consists of a reduction of the MAC cost per coefficient from 1.5 to 0.5 and the removal of the prologue and epilogue. For higher values of $M$ we can no longer pipeline the loads and MACs, resulting in a smaller speedup.

The speedup for odd filter lengths is smaller compared to that of even filter lengths, because the center coefficient of the filter takes up a full MAC slot in the DRF approach, which lowers the efficiency.

A comparison with the adapted Bose algorithm which can exploit symmetry was also made. However, exploiting the filter symmetry takes more cycles than treating each coefficient separately, so it would be unwise to choose this implementation in the first place. The corresponding result graphs are located in appendix C.
Figure 5.2: Speedup according to equation 5.32. Symmetry is exploited in the DRF approach, while the unmodified Bose algorithm is used. $P = 16, E = 4$

Figure 5.3: Speedup according to equation 5.32. Symmetry is exploited in the DRF approach, while the unmodified Bose algorithm is used. $P = 8, E = 4$
5.4 Decimation chain

The final evaluation that was performed studies the behaviour of an EVP with a DRF extension in a decimation chain. For 12 mobile standards, a decimation chain was defined, based on an existing ASIC solution. It consists of 5 decimation stages which are cascaded. The number of cycles per output sample was calculated based on the cycle counts defined in section 5.2. The output rate of each stage can be calculated by dividing the input rate by the decimation factor of that stage. We assume that the EVP runs at 200Mhz. This allows us to calculate the utilization of the EVP for each stage, i.e. how many percent of the capacity of the EVP is used in that particular stage. The total EVP workload is obtained by summing the utilization of all stages.

5.4.1 Comparison with ASIC

We assume the EVP uses 0.5mW/Mhz. Decimation factors of up to 16 have to be supported, so the configuration with \( P = 16 \) is chosen, which brings the total power consumption to 106.4mW. Since both the \( I \) and \( Q \) stream have to be processed, the total workload is equal to two times the entire decimation chain. The results are displayed in figure 5.4.

<table>
<thead>
<tr>
<th>Standard</th>
<th>ADC rate [Mhz]</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Stage 4</th>
<th>Stage 5</th>
<th>M total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>K</td>
<td>M</td>
<td>K</td>
<td>M</td>
<td>K</td>
</tr>
<tr>
<td>GSM</td>
<td>416</td>
<td>16</td>
<td>31</td>
<td>6</td>
<td>21</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Edge</td>
<td>312</td>
<td>10</td>
<td>19</td>
<td>6</td>
<td>21</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>CDMA 2000</td>
<td>416</td>
<td>16</td>
<td>31</td>
<td>6</td>
<td>21</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>UMTS</td>
<td>416</td>
<td>8</td>
<td>22</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>DVB-H 5Mhz</td>
<td>448</td>
<td>8</td>
<td>22</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Bluetooth</td>
<td>448</td>
<td>9</td>
<td>25</td>
<td>6</td>
<td>21</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>802.11a</td>
<td>440</td>
<td>8</td>
<td>29</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>802.11g</td>
<td>480</td>
<td>8</td>
<td>29</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>802.11n 20Mhz</td>
<td>480</td>
<td>8</td>
<td>29</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>WiMax 20Mhz</td>
<td>448</td>
<td>8</td>
<td>29</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>802.11b</td>
<td>480</td>
<td>8</td>
<td>29</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>802.11n 40Mhz</td>
<td>480</td>
<td>4</td>
<td>13</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GSM</td>
<td>2.25</td>
<td>0.69</td>
<td>1.49</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.14</td>
<td>0.38</td>
<td>0.10</td>
<td>62.5</td>
<td>66.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge</td>
<td>1.50</td>
<td>0.69</td>
<td>1.79</td>
<td>0.25</td>
<td>0.33</td>
<td>0.25</td>
<td>0.16</td>
<td>0.38</td>
<td>0.12</td>
<td>51.6</td>
<td>54.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDMA 2000</td>
<td>2.25</td>
<td>0.69</td>
<td>1.49</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.14</td>
<td>0.38</td>
<td>0.41</td>
<td>62.3</td>
<td>66.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UMTS</td>
<td>0.69</td>
<td>0.25</td>
<td>3.50</td>
<td>0.25</td>
<td>3.25</td>
<td>0.25</td>
<td>1.63</td>
<td>0.38</td>
<td>1.22</td>
<td>47.9</td>
<td>51.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DVB-H 5Mhz</td>
<td>0.69</td>
<td>0.25</td>
<td>3.50</td>
<td>0.25</td>
<td>3.25</td>
<td>0.25</td>
<td>1.63</td>
<td>0.38</td>
<td>1.22</td>
<td>47.9</td>
<td>51.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bluetooth</td>
<td>1.63</td>
<td>0.69</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.38</td>
<td>0.38</td>
<td>82.4</td>
<td>87.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>802.11a</td>
<td>0.94</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.38</td>
<td>0.56</td>
<td>61.9</td>
<td>65.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>802.11g</td>
<td>0.94</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.38</td>
<td>0.56</td>
<td>61.9</td>
<td>65.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>802.11n 20Mhz</td>
<td>0.94</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.38</td>
<td>0.56</td>
<td>61.9</td>
<td>65.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WiMax 20Mhz</td>
<td>0.94</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.38</td>
<td>0.56</td>
<td>61.9</td>
<td>65.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>802.11b</td>
<td>0.94</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.38</td>
<td>0.56</td>
<td>61.9</td>
<td>65.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>802.11n 40Mhz</td>
<td>0.44</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.38</td>
<td>11.25</td>
<td>75.0</td>
<td>79.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.4: Decimation chain based on an EVP extended with the DRF. The total power usage for this combination is estimated at 106.4mW. The top half of the table defines the decimation chain, by specifying the decimation factors and filter lengths. The bottom half shows the number of cycles per output sample and the utilization of the EVP for each decimation stage. The total utilization is the sum of the utilizations in the separate stages, multiplied by two to account for both the \( I \) and \( Q \) stream.

The power consumption for each standard is roughly \( 10 \times \) as large as that of the ASIC solution, which is primarily caused by the overhead of a programmable processor when
compared to a dedicated solution. Some remarks can be made considering the results. The first stage of the decimator connects directly to a sigma delta converter output. This means the word width is equal to 1 bit and no actual multiplications have to be performed. The power estimation does not take this into account, which results in an overestimation.

5.4.2 Comparison with Bose

The same decimation chain that was defined for the comparison with the ASIC solution is used to make a comparison with the Bose implementation. All the filter lengths are adapted so that they fall within the scope of the Bose code, by adding extra coefficients. Both the Bose code and the DRF will use these new filter lengths in the decimation chain. The utilization of the EVP for both the Bose and DRF solutions is determined in a similar way as in the previous section. The results are displayed in figure 5.5. The numbers in this figure are based on the processing of a single data stream. The utilization for both the $I$ and $Q$ stream is two times has high.

The load reduction that is obtained by introducing the DRF is denoted in the final column of the figure. The average load is 4.1 times lower in the DRF solution.

<table>
<thead>
<tr>
<th>Utilization %:</th>
<th>Decimation stage 1</th>
<th>Decimation stage 2</th>
<th>Decimation stage 3</th>
<th>Decimation stage 4</th>
<th>Decimation stage 5</th>
<th>Total util. %</th>
<th>Total util. %</th>
<th>Load reduction (Bose/DRF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSM</td>
<td>101,6</td>
<td>29,3</td>
<td>7,2</td>
<td>1,6</td>
<td>1,2</td>
<td>0,3</td>
<td>0,7</td>
<td>0,1</td>
</tr>
<tr>
<td>Edge</td>
<td>63,4</td>
<td>23,4</td>
<td>8,6</td>
<td>2,0</td>
<td>1,4</td>
<td>0,3</td>
<td>0,8</td>
<td>0,2</td>
</tr>
<tr>
<td>CDMA 2000</td>
<td>101,6</td>
<td>29,3</td>
<td>7,2</td>
<td>1,6</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>UMTS</td>
<td>99,1</td>
<td>19,5</td>
<td>0,0</td>
<td>0,0</td>
<td>13,8</td>
<td>3,3</td>
<td>8,1</td>
<td>1,6</td>
</tr>
<tr>
<td>DVB-H 5Mhz</td>
<td>106,8</td>
<td>21,0</td>
<td>14,9</td>
<td>3,5</td>
<td>0,0</td>
<td>0,0</td>
<td>8,8</td>
<td>1,8</td>
</tr>
<tr>
<td>Bluetooth</td>
<td>85,6</td>
<td>43,6</td>
<td>13,7</td>
<td>3,1</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>802.11a</td>
<td>125,5</td>
<td>27,5</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>802.11g</td>
<td>136,9</td>
<td>30,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>802.11n 20Mhz</td>
<td>136,9</td>
<td>30,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>WiMax 20Mhz</td>
<td>127,8</td>
<td>28,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>802.11b</td>
<td>136,9</td>
<td>30,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>802.11n 40Mhz</td>
<td>135,0</td>
<td>30,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
</tbody>
</table>

Figure 5.5: Comparison between the Bose and DRF solutions, based on the EVP utilization. We assume the EVP runs at 200Mhz. The load for a single data stream is displayed.
6 Conclusions and future work

6.1 Conclusions

A new type of register file has been introduced, capable of performing an efficient decimation operation with a variable decimation factor and a flexible filter transfer function. The decimating register file is implemented as an accelerator for the EVP vector processor. A VHDL model of the DRF was created and synthesized to determine the size of the proposed hardware. The coupling of the DRF to this processor has been discussed and a programming model has been proposed.

The strategy that is used to generate the required non-sequential memory patterns has two phases. The first phase buffers multiple vectors in the DRF, while the second phase allows read operations across vector boundaries. The register file can be seen as a 2D structure, in which samples are written column-wise and read row-wise. The non-sequential nature of the accesses is translated into row-wise spreading patterns during writes and indexed column accesses during reads.

Compared to the Bose decimation approach, an average speedup of $3.3 \times$ is obtained for decimation factors between 2 and 16. If the DRF is applied to a decimation chain as found in a Digital Front End, the average load reduction for a set of relevant standards is $4.1 \times$. The register file has been designed to be able to exploit filter symmetry, reducing the amount of MAC operations by a factor 2. The price that is payed is a 5% increase in area of the EVP. The maximum filter size that can be supported efficiently is limited by the capacity of the DRF.

When the DRF is employed in the decimation chain of a DFE, special measures have to be taken to allow the power efficient processing of the initial Sigma Delta output. A version of the DRF using one-bit words is a possible solution. A single EVP has enough capacity to perform the decimation workload in a DFE, but the large power consumption in comparison to dedicated hardware doesn’t make this a viable option.

The DRF is versatile in the sense that it may be used for other purposes besides decimation. A write mode to store vectors in-order is supported, allowing the DRF to be used as a regular, low latency data storage unit. Matrix transposition can be performed in linear time and interpolation can also be accelerated using the DRF.

6.2 Future work

In this report we have presented a working VHDL model of the DRF. Still there are opportunities to develop and expand this idea further.

First of all, when multiple stages are used, there is still some overlap between the loaded vectors in the extra columns of the first stage and the first vectors which are loaded for the second stage. To eliminate this effect, these extra vectors could be written to both stages at the same time. Figure [6.1] illustrates this idea. To support this feature, a column should be able choose to take its input either directly from the input of the register file unit, or from the stage rotator. This will cost $(P + E)$ multiplexers, each switching between $2 P \times W$ bit words. Also, each column will require its own mask generator.

The controller which was used in the VHDL model will have to be extended to fully support all the features presented in section 3. The address generator could be transformed to a tree structure, reducing the maximum gate depth significantly.

By using the decimate by 1 feature, the DRF can be used as alternative location to store data. This property can be used to reduce the number of accesses to the main memory, which may have a positive impact on the performance if the application is memory bandwidth limited.
Figure 6.1: A view on the register file using virtual rows, for $M = 3$. The final sample from the first stage is calculated based on sample $21$ to $21 + K - 1$. The first element in the next stage is thus equal to $21 + M = 24$. The green and yellow vector are can be reused between the different stages.

The behaviour in case of an interrupt has to be fully defined. A state save and restore has to be build in if the interrupt routine is also allowed to use the decimating register file. A possible way to implement this is to add a specific instruction to retrieve and set the state of the DRF. The content of the DRF can be read and written using the decimate by 1 mode.

Alternatively, the DRF could be used as the location to store the content of the regular register file during a context switch (if it wasn’t previously in use).
A Functional breakdown of the DFE

Figure A.1: Block diagram of the receiver DFE.

In section 1.1.4 the Digital Front End was introduced. Three possible front end functions were identified:

- Sample rate conversion. This can be subdivided in up- and down-conversion. Another distinction that can be made is between integer and fractional sample rate conversion.

- Channel filtering, extracting the channel of interest from the received signal. For the transmitter, this translates to bounding the spectrum of the transmitted signal, to reduce the distortion of other channels. Channel filtering can be performed by IIR filters. The implementation on a vector processor has been covered in [29], so we will not discuss this further.

- Impairment correction. I/Q imbalance, DC offset and frequency offsets have been mentioned as possible impairment sources. For the transmitter, power amplifier (PA) non-linearity can be added to the list. Although the PA is located later in the transmitter chain then the DFE, there is still the possibility to correct the non-linearities by means of pre-distortion.

In this section an overview of some of the DFE functions will be given.

A.1 Sample rate conversion

A.1.1 Interpolation

An interpolation filter takes a stream of input samples and increases the sample rate by interpolating between existing samples. The problem of interpolation is closely related to decimation and its solutions can follow the same structure. Like in decimation, an implementation can look like sample rate converter followed by a low-pass filter.

We will call the interpolation factor \( L \). For a factor \( L \) up-sampler, every \( L^{th} \) sample originates from the input stream. All the other samples are equal to 0.

**Definition A.1** The output samples \( y[m] \) of a factor \( L \) up-sampler relate to the input stream \( x \) as:

\[
y[m] = \begin{cases} 
x[m/L] & \text{for } m \in \{0, L, 2L \ldots\} \\
0 & \text{otherwise}
\end{cases}
\]
After the up-sample step, a low-pass filter has to be applied. Since only one in \( L \) samples is non-zero, we can apply the noble-identities again to obtain an efficient implementation. \( L \) sub filters can be used, similar to those defined in definition 2.3. We assume the filter has length \( K \).

**Definition A.2** The sub-filter \( H_i \) contains a set of filter coefficients from the original filter \( h \) specified by:

\[
h_i[j] = h[i + j \cdot L] \quad i \in \{0, 1, \ldots, L - 1\}, j \in \left\{0, 1, \ldots, \frac{K}{L}\right\}
\]

Using these sub filters, output \( y \) at time \( m \) can be written as:

\[
y[m] = \sum_{i=0}^{\frac{K}{L}-1} h_{\text{mod}(m,L)} \left[ \frac{K}{L} - 1 - i \right] x \left[ \frac{m}{L} \right] + i
\]

Equation (A.33) can be implemented onto a vector processor, using block based parallelization. If we assume input vectors that are ordered sequentially, then the unfolded version of this equation for phase \( i \) looks like:

\[
\begin{bmatrix}
  y_{L(m+0)+i} \\
y_{L(m+1)+i} \\
y_{L(m+2)+i} \\
\vdots \\
y_{L(m+P-1)+i}
\end{bmatrix} = h_i \begin{bmatrix}
  K \\
  L - 1 \end{bmatrix} + h_i \begin{bmatrix}
  K \\
  L - 2 \end{bmatrix} + \cdots + h_i[0]
\]

\[
\begin{bmatrix}
  x_{m+0} \\
x_{m+1} \\
x_{m+2} \\
\vdots \\
x_{m+p-1}
\end{bmatrix}
\]

\[
\begin{bmatrix}
  x_{m+1} \\
x_{m+2} \\
x_{m+3} \\
\vdots \\
x_{m+p}
\end{bmatrix}
\]

\[
\begin{bmatrix}
  x_{m+\frac{K}{L}-1+0} \\
x_{m+\frac{K}{L}-1+1} \\
x_{m+\frac{K}{L}-1+2} \\
\vdots \\
x_{m+\frac{K}{L}-1+p-1}
\end{bmatrix}
\]

\[(A.34)\]

\( L \) different output vectors can be generated based on the same \( L \) input vectors, one for each phase. These output vectors have the same shape as the input vectors that are required for a block based decimating filter algorithm. In principle, the output stream has been ‘decimated’ by \( L \). To obtain a sequentially ordered output stream, the combine and reorder steps from section 2.6.2 have to be applied. Another option is to use the DRF as suggested in section 3.7.2.
A.1.2 Fractional Delay Filters

The purpose of a fractional delay (FD) FIR is to delay a signal by a fraction of the sample period. The new sample value at an arbitrary point in time can be generated by using interpolation. In a DFE, FD FIR filters are used to compensate for timing differences between two signals, for example between the I and the Q stream. Another application is Fractional Sample Rate Conversion (FSRC). A fractional delay FIR filter has the shape of a time shifted sinc in the frequency domain. Several implementation approaches are available, but not all incorporate the possibility to adjust the delay at runtime. A Farrow structure however does have this feature and is widely used to implement time-varying fractional delay filters.

In a Farrow structure, every filter coefficient of the FIR filter is expressed as a $N^{th}$ order polynomial $h$ in the variable delay parameter $\mu$. In this way, the delay of the filter can be adapted at run time (see figure A.3). It is assumed that the delay parameter stays within the range $[0, 1)$. Larger delays can be implemented using fifo buffers.

The filter output can be expressed as follows.

$$y[n] = \sum_{i=0}^{N-1} \sum_{j=0}^{K-1} h_{i,j} \cdot \mu^i x[n - j]$$  \hspace{1cm} (A.35)

The coefficients of the polynomial $h$ can be determined in several ways, but in general 2 classes of polynomials are used: Lagrange polynomials or B-spline functions. Lagrange polynomials have the property that they exactly reconstruct the input sample values when the delay is equal to a whole multiple of the input sample period.

Several directions exist in which equation (A.35) can be vectorized. A first logical step is to extract the $x[n - j]$ term from the inner sum, to reduce the number of multiplications. Since $K$ is not necessary a multiple of the vector length $P$, block based parallelization has to be used.
to fill all the vector slots. The resulting vectorization is shown in equation A.36.

\[
\begin{bmatrix}
  y_n \\
  y_{n-1} \\
  y_{n-2} \\
  \vdots \\
  y_{n-P+1}
\end{bmatrix} = \left( \sum_{i=0}^{N-1} h_{i,0} \cdot \mu^i \right) \begin{bmatrix}
  x_n \\
  x_{n-1} \\
  x_{n-2} \\
  \vdots \\
  x_{n-P+1}
\end{bmatrix} + \left( \sum_{i=0}^{N-1} h_{i,1} \cdot \mu^i \right) \begin{bmatrix}
  x_{n-1} \\
  x_{n-2} \\
  x_{n-3} \\
  \vdots \\
  x_{n-P}
\end{bmatrix} + \cdots \quad \text{(A.36)}
\]

\[+ \left( \sum_{i=0}^{N-1} h_{i,K-1} \cdot \mu^i \right) \begin{bmatrix}
  x_{n-K+1} \\
  x_{n-K+1-1} \\
  x_{n-K+1-2} \\
  \vdots \\
  x_{n-K+1-P+1}
\end{bmatrix}
\]

Note that \( \mu \) is assumed to be constant for the duration of \( P \) samples. This is true for FD filters, in which the delay is always adapted globally for all output samples. For FSRC, where \( \mu \) changes for every output sample, the \( h_{i,j} \cdot \mu^i \) scalar multiplications are transformed to a scalar-vector multiplication. In both cases, an effective realization of these summations can be created using the identity:

\[
h_0 + h_1 \mu + h_2 \mu^2 + h_3 \mu^3 \ldots h_{N-1} \mu^{N-1} = h_0 + \mu(h_1 + \mu(h_2 + \mu(h_3 + \ldots (\mu h_{N-1} + \ldots))) \quad \text{(A.37)}
\]

which transforms the summation in a series of MAC operations and removes the need to calculate the \( \mu^i \) terms explicitly.

### A.1.3 Fractional Sample Rate Conversion

In Fractional Sample Rate Conversion (FSRC), the sample rate of a signal is changed by a rational factor. The structure which was proposed for the FD filter can be reused for FSRC. The difference between FD filters and FSRC filters is the way in which the filter state is updated. For FD filters, each input sample produces exactly one output sample, while for FSRC filters this is not necessarily true. For interpolating filters, some samples are used twice, while for decimating filters, some samples are skipped. This complicates the vectorization of the algorithm, because irregularities are introduced and the \( x_n \) vectors cannot straightforwardly be used.

The value of \( \mu \) for output sample \( n \) is described by:

\[
\mu_n = \frac{M}{L} n - \left\lfloor \frac{M}{L} n \right\rfloor \quad \text{(A.38)}
\]

This is the fractional part of the time instant for which the output sample has to be generated.

Each time \( \left\lfloor \frac{M}{L} n \right\rfloor \) is increased by 1 or more, a new set of input samples has to be selected as input for the filter. The period of the input consumption pattern is \( L \), assuming \( M \) and \( L \) are relatively prime. If we further assume that \( \frac{1}{2} < \frac{M}{L} < 2 \), then the irregularities are limited to skipping or reusing one input sample after each \( L \) samples, depending on if the current mode of operation is interpolation or decimation. This assumption can be satisfied by applying integer decimators or interpolators to perform the largest part of the sample rate conversion and only using the FSRC for the final fraction.

Creating the input vectors that are required for this vectorization can be efficiently using masked shuffle operations. Figure A.4 illustrates this. In this example, two vectors are loaded and combined so that one sample is skipped. For interpolation, where one sample in an input vector has to be duplicated, a regular shuffle operation would be sufficient.
The possible values for \( \mu \) are periodic with \( L \). For each output vector, \( P \) out of these \( L \) values have to be selected. If \( L < P \), this can be implemented as a shuffle operation on a fixed input vector. In figure A.5, this is shown for \( M = 1, L = 5 \).

![Diagram of masked shuffle]

Figure A.4: Example of the creation of a vector in which one sample is skipped.

![Diagram of \( \mu \) vectors]

Figure A.5: Example of the generation of the \( \mu \) vectors, for \( L < P, M = 1, L = 5 \). A fixed shuffle pattern can be used.

For \( L > P \), more possible values of \( \mu \) exist than can fit in a vector. The EVP circular array datatype can be used to efficiently implement the generation of the required \( \mu \) vectors. The shuffle patterns for the input vectors and the shuffle masks can be generated in a similar fashion.

The implementation that was sketched in this paragraph relies heavily on the shuffle unit, both for unaligned loads and for regular vector permutations. This is expected to be the bottleneck of the algorithm, if implemented on the EVP.

### A.2 Digital Predistortion

#### A.2.1 Introduction

At the end of the analog transmitter path an RF power amplifier (PA) is used to drive the transmit antenna. In the ideal case, the input power of the amplifier is multiplied with a gain factor to obtain the desired output power, but typically the gain is not linear over the entire input range. A saturation of the output power can be observed when the output power reaches the maximum level. The phase shift that the PA applies to the input signal can also vary as a function of the output power, distorting the output even further. Popular modulation techniques such as OFDM and CDMA have a high peak-to-average power ratio because they are both non-constant envelope modulation techniques. This means that they are sensitive to PA non-linearities, because information is encoded in the signal amplitude.
The linearity of the PA can be improved by reducing the efficiency or using linearization techniques. The PA can be operated at a lower average power level, which is called backoff. This increases the difference between the average power and the saturation level of the power amplifier, which reduces the energy efficiency of the power amplifier. This is an unwanted effect because it requires a more expensive powerful amplifier with a higher saturation level to achieve the same effective output power. It also increases the power usage of the PA, reducing the battery lifetime of the device.

Digital predistortion uses the principle of feedforward correction to improve the PA linearity. The correction action takes the form of a complex multiplication of the I and Q stream with a gain factor. It has to act on both streams at once because the phase and the amplitude of the transmitted signal have to be corrected.

A large range of different approaches to PA design can be taken. Several of those are described in [33]. Power supply control schemes can deliver efficient operation for inputs with a high peak-to-average power ratio. A popular PA design using such a scheme, the envelope tracking PA, will be described in detail in the next section.

### A.2.2 Envelope tracking power amplifiers

An envelope tracking power amplifier uses a variable supply voltage to conserve power (see figure A.6). The supply voltage of the PA follows the envelope of the input signal to consistently keep the PA in a high efficiency operating region[34]. This can be implemented by means of a DC-DC converter controlled by the envelope signal. The combination of the PA supply voltage and the PA input power, which is also described by the envelope of the input signal, determine the resulting output voltage of the PA. Both parameters have to be taken into account when characterizing a PA:

\[
V_{RF_{out}} = f(V_{sup}, V_{env})
\]  

(A.39)

The envelope signal is calculated from the baseband signal and amplified by an envelope amplifier. The envelope follows from the I/Q signals as:

\[
V_{env} = \sqrt{I^2 + Q^2}
\]

(A.40)

, which is simply the amplitude of the I/Q vector.

![Figure A.6: Envelope tracking power amplifier](image)
A.2.3 Parameter determination

The value of the gain factor for a given I/Q pair depends on the characteristics of the PA. A PA can be modelled as memoryless, which is a simplification of the actual response of a typical PA. It is usually modelled as a function of the instantaneous magnitude of the PA input signal [35]. The PA transfer function is then specified by two curves:

- AM-AM curve: describing the transfer function of the input power to the output power.
- AM-PM curve: describing the transfer function of the input power to the output phase.

The power amplifier response can then be written as:

\[ V_{RF_{out}} = V_{in} \cdot G'(V_{sup}, V_{env})e^{j\theta'(V_{sup}, V_{env})} \]  

where \( V_{in} \) is the input voltage applied to the PA and \( G', \ \theta' \) is a real gain factor and phase shift, respectively.

A training phase is required to determine the amplifier response curves and to find the appropriate predistortion parameters to linearize the transfer. This can be done once, at design time, or multiple times, at run time. Run time characterization has the advantage that it can be adaptive to the current mode of operation of the amplifier [36]. Since the determination of the predistortion parameters is something that would be performed at the baseband level, it will not be further discussed.

The result of the training phase is the inverse transfer function of the PA.

A.2.4 Predistorter architecture

In figure [A.7], the basic configuration of the predistortion system is illustrated. First, the I/Q signal is converted to polar form. This can be done efficiently using a CORDIC. The outputs of the CORDIC are the signal envelope (\( V_{env} \)) and phase (\( \phi \)). Using the signal envelope as input, the predistortion parameters \( G \) and \( \theta \) are determined. These are used to distort the signal, after which it is transformed back to the cartesian domain. The determination of the predistortion parameters can be done by polynomial approximation or a LUT.

**LUT approach** In the LUT approach, a table containing the appropriate multiplication factors for a given set of inputs is used. The lookup table is two dimensional in case of an envelope tracking PA, because it is indexed by two input parameters. Interpolation can be applied to counter the adverse effects that the limited size of a LUT has on the predistortion precision. It reduces the level of the noise floor because the quantization in the table becomes less visible. Depending on the amount of input parameters, linear or bilinear interpolation can be applied. Address generation logic is needed to determine which coefficients have to be read from the LUT.
**Polynomial approach**  In the polynomial approach, the inverse PA transfer function is described as a polynomial in the PA characterization parameters. The order of this polynomial depends on the amount of non-linearity that has to be suppressed. Typically, it ranges from 3rd to 9th order. The predistortion gain can then be determined using:

\[ g_i(V_{sup}) = \sum_{j=0}^{K} a_j V_{sup}^j \]  

(A.42)

\[ G = \sum_{i=0}^{L} g_i(V_{sup}) V_{env}^i \]  

(A.43)

In these equations, \( a_j \) represents a coefficient that is determined during the training phase, and \( K \) and \( L \) are the order of the \( V_{sup} \) and \( V_{env} \) polynomials.

Both in the LUT and polynomial approach a CORDIC is required to enable coordinate system transformations. To vectorize the processing, a vector CORDIC operation would have to be available.
B EVPC code example of decimation using the DRF

```c
evp_drf_init(M, PmodM, PdivM, nv, KmodM, KdivM);

evp_drf_write(*inp++);
evp_drf_write(*inp++);
ev互_drf_write(*inp++);
evp_drf_write(*inp);

for(int i=0; i<nOut-1; i++){
    evp_drf_barrier();
    t1 = evp_vadd_16(evp_drf_read0(), evp_drf_read1());
    acc = evp_vmac_i16(zero, t1, evp_vbcst_16(*coef++));
    acc = evp_vmac_i16(acc, t1, evp_vbcst_16(*coef++));
    acc = evp_vmac_i16(acc, t1, evp_vbcst_16(*coef++));
    acc = evp_vmac_i16(acc, t1, evp_vbcst_16(*coef++));
    acc = evp_vmac_i16(acc, t1, evp_vbcst_16(*coef++));

    // Write next stage
    evp_drf_write(*inp++);
evp_d互_write(*inp++);
evp_drf_write(*inp++);
evp_drf_write(*inp);

    *OutPtr++ = acc;
    coef = coef_orig;
}

evp_drf_barrier();
t1 = evp_vadd_16(evp_drf_read0(), evp_d互_read1());
acc = evp_vmac_i16(zero, t1, evp_vbcst_16(*coef++));
acc = evp_vmac_i16(acc, t1, evp_vbcst_16(*coef++));
acc = evp_vmac_i16(acc, t1, evp_vbcst_16(*coef++));
acc = evp_vmac_i16(acc, t1, evp_vbcst_16(*coef++));
acc = evp_vmac_i16(acc, t1, evp_vbcst_16(*coef++));

    *OutPtr++ = acc;
```

Figure B.1: A code section performing decimation using the DRF. ($K = 10, M = 3$)
C Speedup compared to symmetric Bose

Figure C.1: Speedup compared to symmetric Bose. $P = 16, E = 4$

Figure C.2: Speedup compared to symmetric Bose. $P = 8, E = 4$
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