Direct magneto-optical compression of an effusive atomic beam for high resolution focused ion beam application


Published in: arXiv

Published: 06/12/2016

Please check the document version of this publication:

• A submitted manuscript is the author's version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

Citation for published version (APA):

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal ?

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately and investigate your claim.

Download date: 18. Dec. 2018
Direct magneto-optical compression of an effusive atomic beam for high resolution focused ion beam application
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An atomic rubidium beam formed in a 70 mm long magneto-optical compressor, directly loaded from a collimated Knudsen source, is analyzed using laser-induced fluorescence. The longitudinal velocity distribution, the transverse temperature and the flux of the atomic beam are reported. The equivalent transverse reduced brightness of an ion beam with similar properties as the atomic beam is calculated because the beam is developed to be photoionized and applied in a focused ion beam. In a single magneto-optical compression step an equivalent transverse reduced brightness of \((1.0 \pm 0.3) \times 10^6 \text{ A/(m}^2\text{sr eV)}\) was achieved with a beam flux equivalent to \((0.6 \pm 0.3) \times 10^{-3} \text{nA}\). The temperature of the beam is further reduced by applying sub-Doppler cooling behind the magneto-optical compressor. This increased the equivalent brightness to \((6 \pm 2) \times 10^6 \text{ A/(m}^2\text{sr eV)}\). When fully ionized this will be six times improvement over the liquid metal ion source, which would improve the resolution in focused ion beam nanofabrication.

PACS numbers: 37.20.+j, 07.77.Ka, 89.20.Bb

I. INTRODUCTION

Laser cooling and compression is used to intensify atomic beams for use in a variety of physics experiments such as loading of magneto-optical traps (MOTs), ion beam collision studies and atom interferometry. In most of these experiments the aim is to get a high flux of slowly propagating atoms or atoms with a low longitudinal velocity spread. There are two common routes in realizing this. One can capture atoms from the background vapour in a so called 2D+ MOT or one can start out with an effusive source, use a Zeeman slower to slow down the atoms and then cool and compress the atoms in the transverse direction.

A new field of application is the ionization of such atomic beams to create high brightness ion beams. These beams can be applied in a focused ion beam (FIB), a table top instrument in which nanoscale devices can be inspected, by gathering secondary electrons or ions, and fabricated, by etching and ion beam induced deposition. For these applications the most important figures of merit are the transverse reduced brightness and the energy spread of the ion beam, as these determine the FIBs resolution together with parameters of the electrostatic lens column. The ion source mostly used in commercial FIBs for high resolution nanofabrication purposes is currently the liquid metal ion source (LMIS). This source offers a reduced transverse brightness of \(10^6 \text{ A/(m}^2\text{sr eV)}\) and a full width at half maximum energy spread of 4.5 eV. With this beam quality a LMIS based FIB has a resolution of roughly 5 nm when operated at 30 kV with a beam current of 1 pA.

Several research groups worldwide have been working on ion sources based on the field- or photoionization of cold atoms. The first realizations consist of a magneto-optical trap from which the ions are created and extracted. The ion current, and therefore also the reduced brightness, from these sources is limited by the slow refilling rate of the ionization volume inside the MOT. Several proposals have been made to overcome this problem by creating a cold atomic beam instead of a MOT, which is subsequently ionized. Knuffman et al. realized a cold cesium ion source in which atoms are captured from the background vapour and transversely cooled and compressed in three steps after which they are ionized. Another way to create the atomic beam is to start out with a thermal source and transversely cool and compress the atoms effusing from it, which is the strategy followed in the atomic beam laser-cooled ion source (ABLIS), which is discussed in this paper. Extensive simulations of this source predict that when combined with a conventional electrostatic focusing column, 1 pA of 30 keV rubidium ions can be focused to a 1 nm spot. Recently, other researchers realized an ion microscope which was based on the field ionization of a transversely cooled thermal beam of cesium atoms.

In this paper the experimental verification of the atomic beam creation in the earlier mentioned ABLIS setup is discussed. In this setup, rubidium atoms from a collimated Knudsen source are cooled in the transverse direction and also compressed. As the source is intended to be mounted on a FIB system it should be compact. Therefore the atoms are immediately cooled and compressed after exiting the Knudsen source, without any Zeeman slowing. The quality of the beam after a single magneto-optical compression step is analyzed. The improvement of the beam with an additional op-
tactical molasses step is also explored. The longitudinal velocity distribution, beam flux and transverse temperature are measured using laser-induced fluorescence (LIF). Also, the equivalent transverse reduced brightness is determined, which is defined as the brightness of an ion beam with similar temperature and flux density as the atomic beam. Section II describes the experimental setup in which this is done and the methods used after which all experimental results are presented in section III and section IV presents the conclusions.

II. METHODS

In the experiment, schematically shown in figure, an atomic rubidium beam from a collimated Knudsen source with temperature $T_s$ effuses into a magneto-optical compressor (MOC). After the MOC the atoms can be cooled to sub-Doppler temperature with a second set of counter propagating laser beams. After a 0.2 m drift, a probe laser beam is used to visualize the atomic beam by means of laser-induced fluorescence (LIF) which is imaged onto a camera. From the divergence of the atomic beam the temperature is calculated while the intensity of the LIF signal allows the determination of the flux of the beam. Both of these calculations require knowledge about the longitudinal velocity distribution of the atoms in the beam. By placing the probe under an angle with respect to the atomic beam and scanning its frequency, this distribution is determined.

The remainder of this methods section is divided into three parts. First the details of the experimental setup are described. Then the methods to determine the flux, transverse temperature and equivalent transverse reduced brightness are introduced and finally the method to measure the longitudinal velocity distribution will be explained.

A. Experimental setup

The compact MOC consists of an in-vacuum electro-magnet with a pure iron core, capable of creating a two dimensional quadrupole field with a magnetic field gradient $\nabla B$ of 3.8 T/m. Four identical laser beam expansion modules (not shown in the figure) generate the required laser fields with a $\sigma^+/\sigma^-$ polarization scheme and a $1/e^2$ diameter of 12 mm in the transverse direction ($x$ or $y$) and 120 mm in the longitudinal ($z$) direction. The peak intensity of each of the four MOC beams is 98 W/m$^2$. The yoke of the magnet has 70 mm long slots milled into it to allow the laser beams to reach the center.

Downstream of the MOC laser beams, there is a 10 mm long drift space in which the atoms do not see laser light and in which the magnetic field (gradient) decreases. At the end of the yoke a $\mu$-metal plate is placed to shield the region behind the yoke from magnetic fields to allow for additional sub-Doppler cooling. Directly behind the $\mu$-metal plate an aperture with a 100 $\mu$m diameter is placed for beam selection. An imbalance is made in the currents through the four coils of the quadrupole magnet to steer the atomic beam through the selection aperture. A sub-Doppler after cooling stage is placed directly behind the selection aperture. Here, a pair of counter propagating laser beams is applied in both transverse directions. These laser beams have a $1/e^2$ diameter of 12 mm and a peak intensity of $1.5 \times 10^2$ W/m$^2$. The polarizations of these laser beams are chosen such that in both directions a lin-perp-lin configuration was achieved.

Laser-induced fluorescence is used to determine the important atomic beam properties. At a distance of $\Delta z = 0.20$ m from the beam selection aperture, a probe laser beam propagating over the line $x = y$ is crossed with the atomic beam. This probe beam has a $1/e^2$ diameter of 11.5 mm, is linearly polarized in the $z$-direction and has a peak intensity of $1.9$ W/m$^2$ in the longitudinal velocity distribution measurements and 96 W/m$^2$ in all other measurements shown. The fluorescent light emitted by the atoms is imaged onto two cameras, one looking at the beam in the $x$-direction and one in the $y$-direction. Both images are made with two best-form lenses providing a $2.3 \times$ de-magnification. This allows the determination of the temperature of the atomic beam in both transverse directions. A coloured glass filter is placed in front of the cameras to reduce the influence of background light. Each measurement series is started with a camera image with the probe laser far detuned. This image is subtracted from all other images in the measurement to correct for background scattering.

The cooling (and after-cooling) laser light is generated using a Coherent 899-21 Ti:Saph ring laser. This laser is frequency stabilized at the cross-over resonance between the $5^2S_{1/2}F = 3$ to $5^2P_{3/2}F = 2, 4$ transitions of
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FIG. 1. Overview of the experimental setup (not drawn to scale). An atomic rubidium beam effusing from a collimated Knudsen source is cooled and compressed by means of two sets of $\sigma^+/\sigma^-$ polarized laser beams and a compact in-vacuum quadrupole electromagnet with an iron core. A $\mu$-metal plate shields the region behind the electro-magnet from magnetic fields and an aperture selects the central part of the beam. The atomic beam is allowed to drift for 0.2 m where its profile is imaged onto a camera using laser-induced fluorescence. The probe beam can be rotated to make an angle $\theta$ with the transverse direction of the atomic beam in order to determine the longitudinal velocity distribution.
rubidium-85 in the frequency modulation spectrum [24]. An acousto-optical modulator in double pass configuration is used to shift the laser frequency to the desired detuning $\delta$ from the $5^2 S_{1/2}$ F = 3 to $5^2 P_{3/2}$ F' = 4 cooling transition. A resonant electro-optical modulator is used to generate sidebands at $\pm 2915$ MHz of which the positive sideband is used for repumping. The cooling and repumping light is coupled into a polarization maintaining fiber that splits in four and connects to the optical modules that shape the laser beams for the MOC and the sub-Doppler after cooling. An acousto-optical modulator placed before the fiber-coupler is used to stabilize the power in the cooling and after-cooling beams. The light in the probe laser beam is generated using a Toptica DL100-XXL diode laser. This laser is frequency stabilized by means of a frequency offset servo [23] that keeps the frequency difference within 100 Hz of the desired difference with respect to the Ti:Saph laser frequency. Varying the set point of this system allows setting the probe laser detuning $\delta_p$ within a range of -90 to 100 MHz.

B. Beam flux, temperature and brightness

In this section the equations are presented with which the temperature, flux and equivalent brightness of the atom beam are extracted from the LIF measurements. A simple model is set up to describe the transverse density profile of the beam after the drift from the selection aperture to the probe laser beam. This profile depends on the velocity distribution of the atoms, so it can be used to determine the transverse temperature of beam. Also the equations to determine the atomic flux and density of the beam from the intensity of the LIF signal are given. Finally the relations between flux, temperature and equivalent brightness are presented.

After an atom drifts over a length $\Delta z$, its transverse position $x_2$ is given by $x_2 = x_1 + \Delta z v_x/v_z$, in which $x_1$ is the initial transverse position, $v_x$ is the transverse velocity and $v_z$ is the longitudinal velocity of the atom. Assuming $x_1$, $v_x$ and $v_z$ are uncorrelated and $v_x$ is distributed according a normal distribution with root-mean-square (rms) width $\sigma_{v_x}$, the mean square size of the distribution in $x_2$ is given by,

$$\langle x_2^2 \rangle = \langle x_1^2 \rangle + (\Delta z)^2 \sigma_{v_x}^2/(1/v_z^2),$$

(1)

and the transverse temperature $T_x$ of the beam can be written as

$$T_x = \frac{m \sigma_{v_x}^2}{k_B} = \frac{m}{k_B} \left( \frac{\bar{v}_z}{\Delta z} \right)^2 \left( \langle x_2^2 \rangle - \langle x_1^2 \rangle \right),$$

(2)

in which $m$ is the mass of the atom [26], $k_B$ is Boltzmann’s constant and $\bar{v}_z = 1/\sqrt{1/\sigma_{v_z}^2}$. Finding the transverse temperature now relies on measuring $\langle x_2^2 \rangle$. Under the assumption that all the atoms are resonant with the probe laser, the LIF profile will have the same width as the distribution of $x_2$. This requires that the Doppler shift of the atoms due to their transverse velocity is smaller than the linewidth $\Gamma$ [26] of the transition, i.e. $2\pi \sigma_{v_z}/\lambda < \Gamma$ in which $\lambda$ is the wavelength of the transition. This assumption is valid for transverse beam temperatures lower than 0.2 K which is easily achieved in the experiment. The initial position $x_1$ is assumed to be uniformly distributed over the circular selection aperture. Such a distribution gives $\langle x_1^2 \rangle = R/2$, in which $R$ is the radius of the selection aperture. As will be shown later, this value is significantly smaller than the spread due to the divergence of the beam due to which the distribution in $x_2$ resembles a normal distribution very well. Therefore $\langle x_2^2 \rangle$ is found by fitting such a distribution to the LIF profile.

The scattering rate of LIF photons $R_{ph}$ can be found from the intensity $C$ of the LIF signal. $C$ is acquired by calculating the area under the normal distribution fitted through the LIF profile and is expressed in camera counts. Using its value, $R_{ph}$ can be calculated with

$$R_{ph} = \frac{C}{G t_c T_{geom} T_w T_l}$$

(3)

in which $G$ is the number of counts measured by the camera per incident photon, $t_c$ is the shutter time of the camera, $T_{geom} = \pi r^2/\left(4\pi o^2\right)$ is the part of the isotropic emission sphere that the imaging lens with radius $r_1$ at a distance $o$ from the atomic beam covers and $T_w$ and $T_l$ are the transmission of the vacuum window and the colour filter. The beam flux $\Phi$ is calculated from the scattering rate using

$$\Phi = \frac{R_{ph}}{\langle t_{tr} \rangle \rho_{ee} (0) \Gamma},$$

(4)

in which $\langle t_{tr} \rangle$ is the average transfer time through the imaging volume and $\rho_{ee} (\delta_p)$ is the excited state population as a function of the probe laser detuning $\delta_p$, which is given by [27]

$$\rho_{ee} (\delta_p) = \frac{4}{1 + s_0 + \left(2\delta_p/\Gamma\right)^2},$$

(5)

where $s_0 = I/I_{sat}$ is the saturation parameter, in which $I$ is the laser beam intensity and $I_{sat}$ is the saturation intensity [26]. Note that in the determination of the transverse temperature, the probe detuning is set to zero. The average transfer time through the imaging volume is given by $\langle t_{tr} \rangle = l/\tau_{ee}$, in which $l$ is the longitudinal width of the imaged volume and $\tau_{ee} = 1/(1/v_z)$. If all atoms are ionized, which is possible in a two-step ionization process and using a build-up cavity for the ionization laser light [13], the beam current will be $I = e\Phi$ in which $e$ is the elementary charge. With the intended application of the beam in a FIB system in mind, the measured flux will be reported in the unit Ampere as an equivalent ion current throughout this paper.

Instead of the beam flux, the average beam density $n$ at the selection aperture, can be calculated using

$$n = \frac{R_{ph}}{\pi R^2 I \rho_{ee} (0) \Gamma}.$$
Note that this quantity can be determined without knowing the longitudinal velocity of the atoms.

Assuming there are no correlations between $x$ and $v_x$ and $y$ and $v_y$ at the position of the selection aperture, that the atoms are uniformly distributed over this circular selection aperture and that $v_x$ and $v_y$ are distributed according to a normal distribution, the transverse reduced brightness of an ion beam with equal properties to that of the atomic beam can be calculated with [28]

$$B_r = \frac{e \Phi}{\pi^2 R^2 k_B \sqrt{T_x T_y}} \tag{7}$$

Note that if there are correlations between transverse position and velocity at the selection aperture, the equivalent brightness will be higher than this calculated value. Furthermore, if the atoms are not uniformly distributed over the aperture the brightness will be higher as well. This means the calculated value is a lower limit of the actual peak equivalent brightness. As a last remark, note that for presenting the number from equation (7) in the unit of $A/(m^2 \text{sr \ eV})$ multiplication by a second factor $e$ is required.

An estimate of systematic uncertainties in the experiment was made (see the Appendix). Due to the many factors involved in the scattering, collection and conversion of LIF photons, error margins for the temperature ($\pm 0.2\%$), flux ($\pm 32\%$), density ($\pm 48\%$) and brightness ($\pm 30\%$) are quite substantial.

C. Longitudinal velocity distribution

In the calculation of all important beam parameters the value of either $\overline{v_z}$ or $\overline{v_z}^2$ plays an important role. As can be seen in equations (2) and (4) the measured temperature scales with $\overline{v_z}^2$ and the measured flux with $\overline{v_z}$. As shown by equation (7) this means that the measured brightness scales with $\overline{v_z}^2/\overline{v_z}^4$. One could assume that the longitudinal velocity of the atoms in the beam is distributed according to a Maxwell-Boltzmann distribution with the temperature of the source $T_x$. However, due to the finite length of the MOC it is to be expected that atoms with a higher longitudinal velocity are laser-cooled less effectively and thus have a lower probability of being transmitted through the selection aperture. Therefore the values of $\overline{v_z}$ and $\overline{v_z}^2$ are acquired experimentally to prevent any errors in the determination of the beam quality due to a wrongly estimated longitudinal velocity.

The longitudinal velocity distribution $p(v_z)$ is determined by looking at the intensity $F(\delta_p)$ of the fluorescence signal as a function of the detuning of the probe laser beam that is now oriented so that it makes an angle $\theta = 14.8^\circ$ with the atomic beam, see figure 1. In this way the longitudinal velocity of the atoms will cause a Doppler shift in the frequency of the laser, so that the effective detuning becomes $\delta_p - kv_z \sin \theta$. Therefore, $F(\delta_p)$ becomes dependent on the longitudinal velocity of the atoms. This can be expressed in a proportionality given by

$$F(\delta_p) \propto \int_0^{\infty} \frac{p(v_z)}{v_z} \rho_{ee}(\delta_p - kv_z \sin \theta) \, dv_z, \tag{8}$$

which explicitly includes all dependence on the longitudinal velocity of the atoms. It shows that $F(\delta_p)$ is a convolution of the line shape of the transition with $p(v_z)/v_z$, in which the extra factor of $1/v_z$ compensates for the fact that the transfer time through the imaged volume is smaller for faster traveling atoms which therefore contribute less to the fluorescence than slower traveling atoms.

To find $p(v_z)$, the measured data needs to be deconvoluted from the linewidth of the transition. Since numerical deconvolution is difficult, the data was fitted with a test function, that represented $p(v_z)/v_z$, which was convoluted with $\rho_{ee}(\delta_p)$. For the test function a sixth order polynomial $P_6(v_z)$ was chosen, multiplied by a Gaussian distribution $e^{-\frac{v_z^2}{\sigma^2}}$, in which $a$ is a fitting parameter and $P_6(v_z)$ contains the other seven fitting parameters. This means that after fitting the data, $p(v_z)$ is calculated with

$$p(v_z) = C_n v_z P_6(v_z) e^{-\frac{v_z^2}{\sigma^2}}, \tag{9}$$

in which $C_n$ is a normalization constant. The resulting distribution is finally used to calculate the required moments $\overline{v_z}$ and $\overline{v_z}^2$.

Note that the test function in this fitting routine is not based on any physical argument. Since the goal was not to find an analytical expression for the distribution but to deconvolute the measured data from the linewidth of the transition, a test function with a large number of fitting parameters was chosen that gives a precise fit to the measured data. The chosen test function does make sure that the distribution goes to zero in the limits of $v_z$ to zero and to infinity.

III. RESULTS

In this section the measurements of the atomic beam parameters are discussed. As the values of $\overline{v_z}$ and $\overline{v_z}^2$ are needed in order to calculate the equivalent brightness of the beam the longitudinal velocity distribution measurement is discussed first.

A. Longitudinal velocity distribution

Figure 2 shows an example of a longitudinal velocity distribution measurement. The measured data was fitted as described in subsection 1.4. As can be seen the large number of fitting parameters enables a good fit with the data. The normalized longitudinal velocity distribution that was obtained from this measurement is plotted in figure 3. The distribution yields an average velocity of
83 m/s. This is much smaller than the average velocity of the thermal atoms in the Knudsen source which is 330 m/s.

As figure 2 results from a deconvolution it is important to mention that features within a velocity span of approximately $\Gamma/k \sin \theta = 18$ m/s are washed out and not properly represented in the velocity distribution found. Nevertheless there are some distinct features that are apparent in the distribution. There are no atoms with a velocity below $\approx 20$ m/s. Part of the explanation for this lies in the fact that the atoms travel through a region of 10 mm with no laser cooling and compression before being selected by the selection aperture. The slower the atoms travel longitudinally the larger the divergence of these atoms will be in this region, which lowers the probability of being transmitted through the aperture. Furthermore, after the selection aperture, slower traveling atoms will also have a larger divergence which means that they are more spread out at the position where they were imaged. Therefore their fluorescence is less intense and at low enough velocities becomes smaller than the noise level in the images. After the maximum of the distribution there appears to be a second hump, which is found to be more pronounced at larger magnetic field gradients. The reason for this feature is not known.

Similar measurements have been performed at different magnetic field gradients. Figure 4 shows the average velocity and the two moments required in the calculation of the reduced brightness as a function of the magnetic field gradient. Below 0.5 T/m the fluorescence signal was not high enough to perform reliable measurements. Between 0.5 T/m and 1.5 T/m the averages increase, which can be explained by the fact that by increasing the magnetic field gradient the spring constant of the compression becomes larger. This larger spring constant enables compression of faster traveling atoms that did not have enough time to be pushed to the axis at lower gradients. Above a gradient of 1.5 T/m the averages do not change much. The values of $\overline{v_x}$ and $\overline{v_z}^2$ are used to calculate the flux, temperature and the equivalent reduced brightness in the next section. Instead of interpolating between measured values, the data shown in figure 4 was fitted with a third order polynomial. This fit function has no physical meaning, but serves as a guide to the eye in this figure. The data was measured with $\delta = -1.1 \Gamma$ and $T_s = 433 \text{ K}$. In the derivation of equation 2 the assumption was made that no correlation exists between $v_x$ and $v_z$. In this measurement of the longitudinal velocity distribution it is possible to check to what extent this approximation is valid. This is done by looking at the divergence of different velocity groups in the atomic beam, i.e., by also determining the rms size of the beam at each detuning and using equation 2 to determine the temperature in which now $\delta_p/k \sin \theta$ was used for the longitudinal velocity instead of $\overline{v_z}$. The results are shown in figure 3. As can be seen, slower traveling atoms are cooled to a lower temperature than faster traveling atoms, which was to be
expected due to the longer time they interact with the after cooling laser. Calculating the average of the temperature weighted over the longitudinal velocity distribution yields a value of 40 μK. A measurement performed according the method described in subsection II B also gave this value. This shows that although there does exist a correlation between the transverse and longitudinal velocity, equation 2 yields a reliable value of the temperature of the beam.

### B. Beam profiles

Figure 5 shows several transverse fluorescence profiles of the atomic beam. In the measurements shown in the top panel the after cooling laser beams were turned off while for the bottom figure they were enabled. As is apparent from the figures, increasing the magnetic field gradient increases the intensity of the LIF signal. In the MOC only case it also leads to a broader profile. At high magnetic field gradients the after cooled profiles have a smaller width than the profiles in the MOC only case, indicating that the divergence of the beam is indeed reduced. Careful analysis of the profiles teaches that for the MOC only case the center of the profiles do not overlap for different magnetic field gradients. They are also slightly asymmetric. Both of these observations are attributed to the steering by means of making an imbalance in the currents through the coils of the magnetic quadrupole. By creating an imbalance, the magnetic axis (where \( B = 0 \)) can be overlapped with the selection aperture. However, by doing this, the pointing of the atomic beam is altered as well. With the after cooling laser beams enabled this effect does not occur since after the selection aperture the atoms are cooled again and this configuration does not change when changing the magnetic field gradient. The figures also show the Gaussian fits through the profiles, which are used for further analysis. In the case with the after cooled lasers enabled, the fits overlap nicely with the data. Due to the asymmetries in the profiles the overlap is less satisfactory without after cooling, but still good enough for analysis of the beam properties.

### C. Effect of cooling laser detuning

An important parameter in the laser cooling and compression process is the detuning of the cooling laser. A large negative detuning results in a large capture velocity but a small damping rate of the velocity of the atoms whereas a small negative detuning results in a small capture velocity but a high damping rate [27]. To find the optimum in this trade-off, the detuning was varied and the LIF intensity and profile were monitored. Figure 6 shows the results of this experiment in which the after cooling lasers were disabled. The absolute frequency of the cooling laser was not determined accurately so the detuning axis was shifted in such a way that no counts where achieved at \( \delta = 0 \). The results confirm the trade-off between capture velocity and damping rate. The LIF signal increases from \( \delta = 0 \) to \( \delta = -1.1 \Gamma \), indicating the density at the selection aperture increases. Decreasing the detuning further from \( \delta = -1.1 \Gamma \) reduces the LIF signal again. The rms width also shows the trade-off: lowering the detuning leads to a decrease, a minimum is achieved at \( \delta = -0.8 \Gamma \) and lowering the detuning even further increases the rms width again. In an infinitely long laser cooler (no compression) with near-zero saturation intensity the lowest temperature is reached at \( \delta = \Gamma / 2 \). Due to the finite length of the MOC, the compression and the high saturation parameter, optimum flux and temperature in the experiment were reached at a different detuning. All other measurements shown were therefore carried out at \( \delta = -1.1 \Gamma \).
Different cameras. They differ by approximately 20%. As expected, the flux increases when the magnetic field gradient is raised and decreases again after reaching an optimum. The highest flux, equivalent to $(0.5^{+0.3}_{-0.2})$ nA, was achieved at a magnetic field gradient of 1.2 T/m. Since there is no further selection after the after cooling section there is no significant difference in flux in the cases with and without after cooling.

The middle graph shows the transverse temperature plotted as a function of the magnetic field gradient. In the MOC only case the lowest temperature was measured at $\nabla B=0.6$ T/m and equals $(0.07^{+0.04}_{-0.03})$ mK. Furthermore, the trend indicates even lower temperatures at lower magnetic field gradients. The measured temperature is below the Doppler temperature of rubidium $(0.143$ mK) suggesting that sub-Doppler cooling effects do play a role, even in the presence of a magnetic field. Increasing the magnetic field gradient results in a higher temperature, stabilizing at $(0.2^{+0.1}_{-0.07})$ mK which is near the Doppler temperature. Note that the lowest temperature and highest flux are not achieved at the same magnetic field gradient. With the after cooling laser enabled, the temperature does not change significantly in the measured range and is equal to $(0.04^{+0.02}_{-0.01})$ mK.

The bottom graph shows the equivalent brightness of the atomic beam. It was determined by averaging the fluxes calculated from the x and y cameras and using the temperature as acquired from both cameras. For the MOC only case the highest brightness reads $(1.0^{+0.8}_{-0.4}) \times 10^6$ A/(m$^2$ sr eV) at a magnetic field gradient of 1.2 T/m. Due to the lower temperature the equivalent brightness is higher with the after cooling laser enabled and reads $(5^{+5}_{-2}) \times 10^6$ A/(m$^2$ sr eV). As was calculated previously [18, 19], the atomic beam can be ionized and accelerated without major heating. Therefore the resulting ion source would be an improvement over the current state-of-the-art LMIS in terms of ion beam brightness.

\section*{E. Beam density vs. source temperature}

The last parameter that was varied is the temperature of the Knudsen source. Under the assumption of no collisions or other density limiting effects, increasing the temperature of the source would lead to an increase in flux according to equations 1 and 12 from [18]. However it is known from experiments on magneto-optical traps that at high densities and intense resonant illumination, inelastic collisions between ground and excited state atoms [20] and attenuation and radiation trapping effects [30] will limit the achievable density. Therefore an experiment was performed in which the temperature of the Knudsen source was varied.

Figure 8 shows the beam density as a function of source temperature in two cases: with the magnetic field gradient set to the optimal value of 1.1 T/m and without any magnetic field. The figure also shows a scaling law that scales the first data point of both measurements
with the flux coming from the Knudsen source \[21\]. Although the beam density does increase with increasing source temperature, figure 8 shows that the scaling law only holds for the lowest temperatures and in the case of no magnetic field gradient. At the highest temperature the measurement and the scaling are off by a factor 11 in the case without a magnetic gradient and a factor 21 in the case with a magnetic gradient. This deviation from the scaling can be attributed to three effects. First of all, in the determination of total flux of atoms effusing from the collimated Knudsen source, see ref \[18\], it was observed that at high temperatures the flux was lower than expected from the model. At 433 K the difference is a factor 2, partly explaining the difference in this experiment. In the measurement of the flux from the collimated Knudsen source it was also observed that the transverse velocity distribution of the atoms was broadened due to collisions in the collimation tube. This broadening reduces the centerline intensity and thus reduces the fraction of atoms that can be captured by the MOC. Between 343 and 433 K the width of the velocity distribution increases by a factor 2 suggesting that the capturable fraction decreases by a factor 4. The effects of a lower flux and a broader transverse velocity distribution from the collimated Knudsen source can explain most of the difference between the results from the measurement without a magnetic gradient and the scaling law. The additional limiting of density in the experiment in which the magnetic field is enabled can not be explained by effects caused by the collimated Knudsen source. However as can be seen from the results, at high temperatures the beam density approaches \(10^{16} \text{ m}^{-3}\) which is the density in which in MOTs collisions between excited and ground state atoms and radiation trapping effects start to play a role \[29\]. More advanced laser cooling schemes using a repumper laser beam that has a dark spot in the very center of the atomic beam may allow overcoming this limitation \[31\]. Because of the added complexity this was not pursued in this experiment.

Ultimately, a beam density of \((6^{+3}_{-2}) \times 10^{15} \text{ m}^{-3}\) was reached. This translates in a beam flux equivalent of \((0.6^{+0.3}_{-0.2})\) nA through the selection aperture and an equivalent brightness of \((6^{+3}_{-2}) \times 10^{6} \text{ A/} (\text{m}^2 \text{ sr eV})\). The current Knudsen source does not allow for higher temperatures than \(\approx 443\) K. However, linear extrapolation of the measurement teaches that only a 20% increase in density, and thus brightness, can be achieved when the source temperature is raised by 20 K. Since part of the deviation from the scaling law is caused by collisions inside the collimation tube of the Knudsen source a slightly higher flux can be expected when using a Knudsen source collimated by an aperture instead of a tube or the more complex candlestick oven design \[32\]. However, ultimately the density will be limited by the earlier mentioned effects.

FIG. 8. Atomic beam density after the MOC as a function of the source temperature. Two measurements are shown: one in which only cooling is applied (\(\nabla B = 0\text{T/m}\), the blue open circles) and one in which compression is applied (\(\nabla B = 1.1 \text{T/m}\), red dots). In all measurements the detuning of the cooling laser was set to -1.1 \(\Gamma\) and the detuning of the probe laser was set to 0 MHz. As a reference, the dashed lines show a scaling of the first data point with the theoretical flux coming from the Knudsen source under the assumption of no collisions inside the collimation tube \[21\].

IV. CONCLUSION

The properties of an atomic rubidium beam resulting from direct magneto-optical compression of effusive atoms from a collimated Knudsen source are evaluated. Laser-induced fluorescence is used to image the beam and determine its flux and transverse temperature. As for both of these parameters knowledge of the longitudinal velocity of the atoms was required, the longitudinal velocity distribution was measured as well. The average longitudinal velocity was found to be dependent on the magnetic field gradient in the magneto-optical compressor and had a value of 50-100\ m/s. As the beam is intended to be photoionized and applied as a source for a focused ion beam, its flux is expressed in units of current and also the equivalent reduced brightness is calculated. In a single magneto-optical compression step the maximum equivalent beam current found was \((0.6^{+0.3}_{-0.2})\) nA and the transverse temperature was \((0.2^{+0.1}_{-0.07})\) mK. Together these values combine into an equivalent transverse reduced brightness of \((1^{+0.8}_{-0.4}) \times 10^{6} \text{ A/} (\text{m}^2 \text{ sr eV})\). With an additional sub-Doppler cooling step this value was increased to \((6^{+3}_{-2}) \times 10^{6} \text{ A/} (\text{m}^2 \text{ sr eV})\) by lowering the transverse temperature of the beam. When ionized, this would be a 6x improvement over the brightness of the liquid metal ion source, 300x larger than any MOT based ion source \[13, 33\] and similar to the estimated brightness from the 2D\textsuperscript{+} MOT based source by Knuffman et. al \[10\].

In future research the photoionization of the atomic beam will be investigated. To reach a high ionization degree, in order to conserve the high transverse reduced brightness, an ionization laser intensity of the order of \(10^{11} \text{ W/} \text{m}^2\) is needed \[18\]. In order to reach this intensity a build-up cavity will be used to enhance the laser
power. By immediately accelerating the ions and focusing it, nanometer size waists are expected with a 30 keV beam containing 1 pA [19].
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**Appendix: Uncertainty analysis**

In linear uncertainty analysis the dependence of the end results on its parameters is linearized. This gives wrong results if the relative errors, \( \Delta i/i \) are large. Therefore the upper and lower (systematic) value for the flux, temperature and brightness were calculated differently by filling in the parameters plus or minus their uncertainty margin in such a way that the maximal or minimal value for the flux, temperature or brightness was found. The complete equation used for finding the transverse temperature from the experiment is given by

\[
T_x = \frac{m}{k_B} \cdot \frac{\bar{v}_z^2}{(\Delta z)^2} \left( \frac{\sigma_l^2}{b^2} \cdot \sigma_{px}^2 - (R/2)^2 \right), \quad (A.1)
\]

in which \( \sigma_{px} \) is the root-mean-square width of the fitted normal distribution in units of camera pixels and \( \sigma_l \) is the width of a single pixel. The complete equation for the flux was find by combining equations resulting in

\[
\Phi = \frac{4}{\Gamma} \cdot \frac{b \bar{v}_z \sigma_c}{l_{img} \rho_{ee} (\delta_p)^2 r_l^2 T_w T_f G}, \quad (A.2)
\]

in which \( l \) has been substituted with \( l = l_{img} \bar{v}_z \), in which \( l_{img} \) is the longitudinal size of the image. Using the same substitution and equation [9] for the density results in,

\[
n = \frac{4}{\pi \Gamma} \cdot \frac{b o C}{R^2 l_{img} \rho_{ee} (\delta_p)^2 r_l^2 T_w T_f G}, \quad (A.3)
\]

The complete equation for the equivalent brightness can be found by combining equation [7 (A.1) and (A.2) resulting in

\[
B_r = \frac{4 e}{m \pi^2 \Gamma} \cdot \frac{b^3 \rho (\Delta z)^2}{R^2 l_{img} \rho_{ee} (\delta_p)^2 r_l^2 T_w T_f G} \cdot \frac{C \bar{v}_z}{\rho_{ee} b o C}, \quad (A.4)
\]

Typical values of all parameters used, are given in table [8] together with the uncertainties in them. With these values the relative uncertainties are +62% and -37% for the temperature, +51% and -32% for the flux, +48% and -31% for the density and +80% and -30% for the equivalent brightness.

<table>
<thead>
<tr>
<th>Parameters (unit)</th>
<th>Symbol</th>
<th>Value ± error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probe laser detuning (MHz)</td>
<td>$\delta_p$</td>
<td>0.0 ± 0.1</td>
</tr>
<tr>
<td>Probe laser beam intensity (W/m$^2$)</td>
<td>$I$</td>
<td>96 ± 10</td>
</tr>
<tr>
<td>Saturation parameter for linear polarized light (W/m$^2$)</td>
<td>$I_{sat}$</td>
<td>31.8 ± 7.2 - 0.0</td>
</tr>
<tr>
<td>Drift distance (m)</td>
<td>$\Delta z$</td>
<td>0.20 ± 0.02</td>
</tr>
<tr>
<td>Camera shutter time (s)</td>
<td>$t_c$</td>
<td>1.000 ± 0.001</td>
</tr>
<tr>
<td>Camera gain (counts/photon)</td>
<td>$G$</td>
<td>2.08 ± 0.08</td>
</tr>
<tr>
<td>Camera pixel size ($\mu$m)</td>
<td>$l_{px}$</td>
<td>5.86</td>
</tr>
<tr>
<td>Longitudinal image size (mm)</td>
<td>$l_{img}$</td>
<td>1.172</td>
</tr>
<tr>
<td>Probe window transmission (%)</td>
<td>$T_w$</td>
<td>90 ± 2</td>
</tr>
<tr>
<td>Filter transmission (%)</td>
<td>$T_f$</td>
<td>89 ± 1</td>
</tr>
<tr>
<td>Selection aperture radius ($\mu$m)</td>
<td>$R$</td>
<td>50 ± 1</td>
</tr>
<tr>
<td>Lens object distance (m)</td>
<td>$a$</td>
<td>0.237 ± 0.005</td>
</tr>
<tr>
<td>Lens image distance (m)</td>
<td>$b$</td>
<td>0.105 ± 0.005</td>
</tr>
<tr>
<td>Lens aperture radius (mm)</td>
<td>$r_l$</td>
<td>6 ± 0.5</td>
</tr>
<tr>
<td>Inverse averaged longitudinal velocity (m/s)</td>
<td>$\bar{v}_z$</td>
<td>85 ± 5</td>
</tr>
<tr>
<td>Inverse squared averaged longitudinal velocity (m/s)</td>
<td>$\bar{v}_z^2$</td>
<td>75 ± 5</td>
</tr>
</tbody>
</table>


[23] Point Grey GS3-U3-23S6M.


[25] Toptica mF ALC.


