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\textbf{A B S T R A C T}

In this paper, we study the dissection of arterial layers by means of a stiff, planar, penetrating external body (a 'wedge'), and formulate a novel model of the process using cohesive zone formalism. The work is motivated by a need for better understanding of, and numerical tools for simulating catheter-induced dissection, which is a potentially catastrophic complication whose mechanisms remain little understood. As well as the large deformations and rupture of the tissue, models of such a process must accurately capture the interaction between the tissue and the external body driving the dissection. The latter feature, in particular, distinguishes catheter-induced dissection from, for example, straightforward peeling, which is relatively well-studied. As a step towards such models, we study a scenario involving a geometrically simpler penetrating object (the wedge), which affords more reliable comparison with experimental observations, but which retains the key feature of dissection driven by an external body, as described. Particular emphasis is placed on assessing the reliability of cohesive zone approaches in this context. A series of wedge-driven dissection experiments on porcine aorta were undertaken, from which tissue elastic and fracture parameters were estimated. Finite element models of the experimental configuration, with tissue considered to be a hyperelastic medium, and evolution of tissue rupture modelled with a consistent large-displacement cohesive formulation, were then constructed. Model-predicted and experimentally measured reaction forces on the wedge throughout the dissection process were compared and found to agree well. The performance of the cohesive formulation in modelling externally driven dissection is finally assessed, and the prospects for numerical models of catheter-induced dissection using such approaches is considered.

1. Introduction

Catheterisation is a common procedure in treatments for a variety of cardiovascular diseases. As it is a minimally invasive procedure, it puts less strain on the patient and is far less costly than other treatment methods (i.e. if viable, stenting a diseased coronary artery is preferable to a coronary artery bypass graft and opening of the chest). However, in such procedures the catheter can damage the vessel wall, ranging from rubbing away at the glyocalyx and endothelial layer, to vessel trauma such as catheter-induced dissections (CIDs) - see Fig. 1. Coronary artery dissection that extends to the aortic root occurred in 9 out of 43143 cardiac catheterisations (approximately 0.02%) (Dunning et al., 2000). However, this increased to 0.2% if patients were undergoing treatment for myocardial infarction. Another study (GÓMez-Moreno et al., 2006) found the same type of dissection in 15 of 12031 percutaneous coronary intervention (PCI) procedures (approximately 0.12%). Data for this type of dissection are most prevalent because of its high mortality rate, however for coronary artery dissection alone, or CID of other arteries, data are sparser. In addition, it is difficult to provide context for these figures in terms of total complications, as CID are often included as part of other categories such as vascular trauma (Dellimore et al., 2014). However, in Stathopoulos et al. (2009) the overall complication rate for PCI was estimated at 2.7% for the period 2003–2006, from which it may be loosely inferred that coronary CID extending to the aortic root occurs in 5% of PCI procedures. Furthermore, the mortality rate is relatively high: 67% of deaths from coronary catheterisation procedures reported in Jain et al. (2002) were from CID of the coronary arteries, while (Fiddler et al., 2015) reported...
that 25% of aortic CIDs that require surgical intervention lead to death of the patient. In this study, as a step toward development of numerical tools for simulating the complex catheter-tissue interactions involved, we investigate a potential approach to modelling such dissection processes. Such tools may in turn be valuable in virtual design processes for new devices, aimed at mitigating catheter-induced trauma.

Unfortunately it is difficult to ascertain how CIDs are initiated or propagated. This is because, commonly, catheterisation procedures are observed via three dimensional rotational angiography, and the dissection can only be detected by its effect on the blood flow. Thus, visualising the blood vessel wall and the damage to it is very difficult. Furthermore, the spatial resolution of such imaging modalities is relatively low, meaning it is difficult to identify the dissection until its effect on the blood flow is pronounced. As a result there is little information in the literature on mechanisms by which CIDs in arteries are initiated or propagated. Therefore, means by which a CID is propagated can only be speculated (Fig. 1). The cross-sectional view of the arterial wall and hollow, cylindrical catheter can be seen as a dissection is propagated. The catheter forces itself between the flap and vessel wall and acts to force the two apart. Reliable and well validated models are a possible approach to investigate these processes.

Arterial dissection by other mechanisms has been well investigated by both ex vivo testing in a laboratory, and simulations with the finite element (FE) method. The first ex vivo arterial wall dissection was performed via liquid infusion into the artery media (Carson and Roach, 1990; Roach and Song, 1994; Tiessen and Roach, 1993). This was aimed at replicating blood flow-driven propagation of the dissection. Later, controlled peeling of the media was employed to gain further understanding of the force displacement behaviour, and in particular its anisotropy (Sommier et al., 2008; Tong et al., 2011). This methodology was then utilised on diseased arteries and aneurysms to assess disease-associated changes (Tong et al., 2014; Pasta et al., 2012). Most recently the role of collagen and elastin fibres in resisting dissection was investigated by partially digesting the proteins and analysing the dissection behaviour using controlled peel testing (Noble et al., 2016).

FE-based computational models of these controlled peeling experiments have been proposed. In each case, a so-called cohesive zone (CZ) formulation has been used to model evolution of the tissue rupture, which enabled the effect of collagen fibre bridging during dissection to be emulated. Gasser et al. used a cohesive law within the extended FE method to simulate the controlled peeling (dissection) experiments of Sommer et al. (Gasser and Holzapfel, 2006), Sommer et al. (2008). Later, an anisotropic cohesive law was applied by Ferrara and Pandolfi that accounted for the anisotropic behaviour seen in Sommer et al.’s peel tests (Ferrara and Pandolfi, 2010). However, no work has been performed to investigate arterial perforation or dissection by an external body either experimentally or computationally.

In the present work, dissection of arterial layers driven by an external body, i.e. a catheter, is of interest. This process is fundamentally different from a peeling scenario as detailed in Fig. 2. Comparable configurations exist during, for example, needle insertion and cutting, and the CZ approach has been used by various authors to model these processes. Needle insertion into muscle tissue has been investigated with parameters extracted from experimental data (Misra et al., 2008), however, no validation against experimental results was presented in turn. This was partially addressed by Forsell and Gasser when modelling cardiac tissue penetration and failure as a result of perforation by a pacemaker wire (Forsell and Gasser, 2011). However, it was not clear how the governing critical energy release rate ($G_c$) was calculated from the experimental data, making it difficult to assess the fidelity of their FE model with respect to the latter. Finally, Oldfield et al. utilised an experimental-computational approach to estimate $G_c$ during needle insertion into a gelatine soft tissue phantom (Oldfield et al., 2013). This approach yielded good agreement between experimental and computational force-displacement profiles at four different insertion rates and was more comprehensive than the previous studies mentioned. However, gelatine is a homogeneous isotropic material that does not exhibit the stochastic breaking of fibres/fibrils seen in perforation and damage of most soft tissues (Tomlinson and Taylor, 2015), and so it is still unclear how well the CZ formalism carries over to real soft tissues in this context. These observations motivate the present study.

As mentioned, we are motivated by the need for reliable numerical tools for simulating CID of arterial tissues. This is a complex problem involving, most importantly, interaction between tissues and catheters, and tissue rupture. The usual complexities associated with soft tissue models, large deformations and nonlinear constitutive responses, obviously are also involved. Compared with the peel test experimental configurations, and corresponding models, that have so far been studied, the salient feature is the tissue-catheter interaction that drives the dissection. The complex geometry of catheter tips further complicates such models, and in particular renders experimental validation difficult. Specifically, the apparent unphysical penetration of ‘intact’ (i.e. not actually ruptured) CZ elements by the rigid contact body that renders the predicted contact and fracture conditions ambiguous. In Oldfield et al. (2013) they noted that reducing the critical opening of the CZ elements can mitigate this but at the expense of model stability. Thus, it would be beneficial to understand the effect of the critical opening displacement on overall the model behaviour when utilising CZ elements to model problems such as soft tissue perforation and CID. We therefore study a mechanically simpler problem, as a first step, that nonetheless retains the key feature of interaction between rupturing tissues and a relatively stiff external body: dissection of aortic tissues by means of a flat, rigid wedge with a rounded edge. The simpler geometry of the contacting bodies in this configuration means the fidelity of the model with respect to experimental conditions may be ensured with more confidence. The scenario may also be approximated by a plane strain formulation, further simplifying analysis. We studied the performance of the CZ approach to rupture modelling in this context.

A series of wedge-induced dissection experiments was first conducted (Section 2) to obtain data with which to validate subsequent models. A FE model of the experimental configuration, employing a CZ description of the rupture process was then developed (Section 3). Next, a novel parameter estimation procedure was formulated, based
on simplified FE models of the various experiment phases (Section 4). Finally, the CZ model predictions were compared with experimental observations (Section 5). The remainder of the paper is organised under these headings, and concludes with a discussion of the viability and limitations of CZ formulations in such scenarios.

2. Wedge dissection tests

2.1. Experimental configuration

Ex vivo dissection of samples of porcine aorta by means of a rigid wedge was conducted using the apparatus illustrated in Fig. 3. Partially dissected tissue samples were clamped between the two towers, as shown, and an aluminium wedge was driven between them, forcing their dissection. Wedge dimensions were: length: 95 mm length, width: 40 mm, thickness: 2.5 mm. The thickness was chosen to approximate the diameter of an endovascular catheter. The front edge of the wedge that propagates the dissection was rounded.

2.2. Specimen preparation

Tissue samples were tested no more than 24 h after the slaughter of the animal and were stored in a refrigerator, in saline solution, in the interim. The tissue was prepared by removing excess connective tissue and cutting axially such that the vessel wall opened into a rectangular section. This was cut into 40 mm by 20 mm specimens and washed three times in saline solution. Each sample was partially dissected by creating a small incision with a scalpel and then manually pulling apart the newly created tongues, allowing enough free tissue on either side of the tear to be held by the testing apparatus (Fig. 3). The un-dissected sample length (distance between tear opening and end of the sample) was approximately 10 mm. This was chosen to provide sufficient tissue to dissect, allowing a plateau region in the force-displacement curve to develop, while ensuring wedge displacement, before full separation of the tissue halves, was not so large that the wedge reached the base of the holding apparatus. All samples were partially dissected immediately prior to the test and were again placed in saline solution to moisten before being placed in the holding apparatus. Samples were kept out of saline solution for as short as possible and if necessary rehydrated by pipetting saline solution onto the sample before testing. To ensure the tear stayed as close to the centre of the media as possible, the initial dissection was carefully performed such that the tissue tongues were of equal thickness. Additionally, the tissue was continually inspected during the test to ensure the two tongues remained of similar thickness. Finally, by allowing only 10 mm of tissue to be dissected the likelihood of the tear straying from the media was reduced. The tissue was initially dissected and mounted such that the wedge would progress in the vessel axial direction. Reaction forces on the wedge were measured using a 20 N load cell as the wedge was displaced at 1 mm/s, and until the tissue was completely dissected. If there was an error the run was stopped and the data were discarded. Examples of errors include the tissue slipping from the clamp or the tissue tearing irregularly. Results for 11 specimens were recorded in this way.

2.3. Results

The resulting force displacement plot is presented in Fig. 4. The shape and magnitudes of the curves are highly erratic due to the stochastic dissection behaviour which has been noted previously (Sommer et al., 2008; Noble et al., 2016).

However, whilst there are differences in magnitude and profile there are shared features. All curves initially (up to displacement $U_T$) show the classic increasing stiffness characteristic of fibrous tissues (Fung, 1981), which results from unfolding and subsequent stretching of collagen and elastin fibres. This is followed by a levelling off, as fracture begins (displacement $U_I$ to $U_F$), and then a sporadic plateau region as fracture continues (displacement $U_F$ to $U_D$). Finally there is a drop, either sudden or gradual, depending on the extent of fibre bridging, as the wedge fully separates the tissue halves at $U_F$. These features are identified in Fig. 4.

The profiles of the plateau regions were significantly noisier than those obtained from controlled peel testing (Noble et al., 2016), and showed greater variation in magnitude between samples. Additionally, in the peel tests, there was a sudden drop at full separation of the tissue tongues allowing easy identification of the end of the plateau region. In the wedge tests this drop is more gradual, likely because of individual fibres breaking less easily in this loading regime, and of the complex interaction between tissue and wedge.

Raw experimental curves were averaged, as shown in Fig. 4, and the latter values were used in subsequent analyses.

3. Computational modelling of wedge-induced dissection

The wedge-induced dissection process was simulated using a CZ-based FE model, created within MSC MARC 2015. One half of the sample was modelled, reflecting symmetry about the X-axis. A schematic of the model, associated dimensions, and boundary conditions is shown in Fig. 5. Wall thickness was chosen based on a representative literature value of 2 mm (Gundiah et al., 2013; Li et al., 2004). It has been previously shown for the peel test data that there is no correlation between wall thickness and dissection force (Sommer et al., 2008), and it can therefore be assumed that wall thickness plays an insignificant role in the dissection response.
itself. However, to confirm this assumption, we separately investigated the sensitivity to tissue thickness of $G_c$ values estimated using our procedure, and found that it was insignificant. Plane strain conditions were enforced, with out-of-plane thickness of 20 mm, corresponding to real specimen dimensions. The model consisted of 12030 4-node quadrilateral elements and 1920 4-node CZ elements. Fine and coarse regions of the mesh were connected by nodal ties as shown in Fig. 5. Mesh convergence analyses were conducted for all simulations. The model was assumed frictionless because no behaviours associated with high friction (e.g. stick slip and sudden jolts due to release of tissue held by frictional forces) were observed during the dissection experiments (Section 2.1), when viewed under a low magnification stereo microscope. Additionally, all models assumed symmetry along the dissection path. However, while the dissection propagated in the centre of the tissue, arterial dissection is a stochastic process that will result in asymmetric tearing. This was partially rectified by using average data such that it is hypothesised that the mean dissection path will be in the centre of the tissue. Finally, despite the methods used to prevent it, minor slippage may have occurred at the grips in the experimental procedure. Any tissue that has slipped will be stretched and thus a small slippage can result in a notable increase in $U_P$. In this work fixed boundary conditions were applied to mimic the clamped tissue, however, there may be slight discre-

Fig. 3. Top. Apparatus for holding tissue in place. Clamps hold the tissue tongues, and the tissue to be dissected lies in the gap between the two towers. Sand paper was used to prevent slippage. Middle. Schematic detailing the tissue dimensions before and after the initial partial dissection and before mounting on the apparatus. Bottom. 2D schematic of wedge dissection test before loading is applied (left) and during the test (right). The set-up extends out from the page. $L$ is the initial tissue length (10 mm). The loading conditions in Noble et al. (2016) can be replicated from the bottom left schematic by removing the wedge and pulling the clamps horizontally.
3.1. Elastic tissue modelling

Tissue elastic response was modelled using an Ogden strain energy potential \( \Psi \) (Msc Software Corporation, 2014; Ogden, 1972). Trial fits suggested that a two-term formulation was adequate to achieve good agreement with experimental results:

\[
\Psi = \sum_{p=1}^{2} \mu_p \left( \lambda_1^{\alpha_p} + \lambda_2^{\alpha_p} + \lambda_3^{\alpha_p} - 3 \right) + \frac{9}{2} K (J^{1/3} - 1)^2,
\]

where \( \mu_p \) are shear moduli and \( \alpha_p \) are dimensionless constants such that the initial shear modulus \( \mu = \frac{1}{3} \sum_{p=1}^{2} \mu_p \). \( \lambda_1, \lambda_2, \lambda_3 \) are the isochoric (volume preserving) principal stretches, \( J \) is the Jacobian, and \( K \) is the bulk modulus. \( K \) was assigned a value of \( 10^9 \) kPa, representing near incompressibility.

More complex strain energy functions, capable of describing a wider range of material responses (including, for example, anisotropic effects) are available: two such models, with differing phenomenological backgrounds, are described in Gasser and Holzapfel (2006), Bischoff et al. (2002), for example. However, these provide no advantage in the present scenario, in which the deformation and corresponding material response are relatively simple. It should be noted, though, that the CZ and bulk material behaviours are separate from one another, and the CZ formulation described below can be combined with more complex bulk material models where the application requires them.

3.2. Cohesive zone formulation

CZ models are based on the idea of a process zone within the material, ahead of the physical crack tip. Material fracture is regarded as a gradual process in which formation of new crack surfaces takes place along an extended virtual crack, and the separation of these surfaces is resisted by cohesive tractions (De Borst et al., 2012). The traction across the CZ increases with increasing separation until a maximum, after which it irreversibly decreases until it reaches zero, and is governed by a traction-separation law. The aortic media consists of highly organised repeating lamellae held together by bridging collagen fibres that show a gradual decrease of cohesive force after exceeding a load limit (Gasser and Holzapfel, 2006). This behaviour aligns well with the CZ concept and consequently dissection has often been simulated using this method (Gasser and Holzapfel, 2006; Ferrara and Pandolfi, 2010, 2008; Gasser and Holzapfel, 2007). Large interface separations, accompanied by gradual failure of bridging fibres, are encountered during the dissection process. Therefore, the large deformation CZ formulation presented by Van den Bosch et al. was employed (Van Den Bosch et al., 2007). In this formulation, unlike small strain formulations, the opening and traction vectors are resolved globally rather than with respect to a local basis, thus no distinction is
made between normal and tangential directions. The traction vector \( t = \tau e \) and separation vector \( \delta = \delta e \), where \( e \) is a unit vector along the line between associated opposing points of the interface, are related by

\[
\begin{bmatrix}
\tau \\
\delta
\end{bmatrix} \begin{bmatrix} G_c \\ \delta \end{bmatrix} = 1,
\]

where \( \delta_c \) is a critical opening displacement, and \( G_c \) is the critical energy release rate. Evaluating (2) at the critical opening point \( \delta_c \) yields a corresponding critical traction \( t_{max} \) for the material:

\[
t_{max} = \frac{G_c}{\delta_c \exp(1)}.
\]

\( G_c \) can be acquired from the plateau region of the experimental force displacement curve (\( U_T \) to \( U_P \)). \( \delta_c \) (or \( t_{max} \)) can be found from either the initiation region (0 to \( U_I \)) or from local deformations (Van Der Sluis et al., 2011). The ramifications of the parameter selection in this study are discussed in Section 5.

4. Model parameter estimation

4.1. Elastic tissue parameters

The elastic parameters (\( \mu, \nu \)) of the tissue are identified from the experimental data by an inverse procedure. Fig. 4 illustrates the main stages identified during wedge-driven dissection. The MATLAB optimisation toolbox was utilised to fit the constitutive response to data in
Fig. 7. Reaction forces and estimated energies for $L_1^P$ and $L_2^P$, identified by the respective numbering. The solid black curve shows the average measured wedge reaction force/width versus displacement; the grey dashed curve shows the model-predicted response during the initial stretching phase, using optimised Ogden constitutive parameters; the hashed area corresponds to the elastic energy $W_{\text{elastic}}$ stored in the stretched tissue just prior to separation; finally, the grey shaded area corresponds to $W_{\text{exp}}$, $U_T$, $U_P$ and $U_K$ are again identified for clarity.

Table 1

<table>
<thead>
<tr>
<th>Wedge driven dissection</th>
<th>Noble et al. (2016)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_c$ (Md/mm$^2$)</td>
<td>0.738 0.803</td>
</tr>
<tr>
<td>$\delta_c$ (mm)</td>
<td>0.417 0.417</td>
</tr>
<tr>
<td>$\mu_1$ (kPa)</td>
<td>0.12 6.19</td>
</tr>
<tr>
<td>$\sigma_1$ (kPa)</td>
<td>8.60 2.60</td>
</tr>
<tr>
<td>$\mu_2$ (kPa)</td>
<td>13.69 21.27</td>
</tr>
<tr>
<td>$\alpha_2$ (mm)</td>
<td>5.41 4.04</td>
</tr>
</tbody>
</table>

relevant regions of the overall force-displacement profile; specifically, throughout the initial elastic deformation stage (up to displacement $U_I$), and at the estimated point of separation ($U_P$). Two simplified FE models, corresponding to the initial and separation portions of the tests were constructed to enable estimation of corresponding reaction forces (Fig. 6). Including the latter point ($U_P$) in the fit data helped to improve agreement of subsequent model and experimental results across the entire profile. However, it must be noted that both $U_I$ and $U_P$ are identified from the (average) experimental curve by manual inspection, and that there is naturally therefore some level of uncertainty in their values. This is particularly so in the case of $U_P$, since the averaged experimental curve displays a more gradual decay to zero force, rather than a sharp drop (probably, a consequence in turn of irregular breaking of the last fibrous components near the end of the dissection). This ambiguity in the selection of $U_P$, and correspondingly in the true length of the dissected tissue at this point, is accounted for in the analysis below.

4.1.1. Models for initial and separation stretch phases

In the initial stretching phase, the two clamped tissue tongues are stretched as a result of the downward displacement of the wedge. The corresponding FE model, at the beginning and end of the process, is depicted in schematics A and B, respectively, in Fig. 6. The model consisted of 1230 4-node quadrilateral elements. The contact body is displaced in the -X direction to a value of $U_I$. The wedge-tissue interface is assumed frictionless.

Just prior to separation of the two tissue tongues, the wedge load is completely supported by the stretching of those strips of tissue. Therefore, their summed reaction forces should equal the corresponding reaction force on the wedge measured in the experiments. Their unstretched length is $L_P$ (initial tongue length), where $L_P$ is the (undeformed) length of tissue dissected by the wedge at $U_P$. However, as described, $L_P$ is uncertain, because of ambiguity in the location of $U_P$ in the experimental force-displacement curve. Here, therefore, we assume it lies within some bounding values, $L_2^P$ and $L_1^P$, as follows. The upper bound $L_2^P$ assumes that at the selected $U_P$ the tissue has indeed completely separated and thus $L_2^P = L$. For the lower bound $L_1^P$, we assume firstly that complete separation does not in reality occur till the end of the curve ($U_K$), and secondly that the tissue rupture progresses linearly with displacement between $U_T$ and $U_K$. At displacement $U_P$, then, we would have:

$$L_P = \frac{L(U_P - U_I)}{U_K - U_T}. \quad (4)$$

For the average data in Fig. 4, (4) yields $L_P = 6.61$ mm. The second FE model, simulating the experimental configuration at this point, is shown in Fig. 6 for $L_P = L_2^P = L$. The models comprised 1389 and 1515 4-node quadrilateral elements, respectively, for the cases of $L_P = L_2^P = 6.61$ mm and $L_P = L_1^P = L$ mm. The contact body is displaced in the -X direction to a value of $U_P$. Again, the contact was assumed frictionless.

4.1.2. Curve fitting

The constitutive parameters ($\mu_1$, $\alpha_1$, $\mu_2$, $\alpha_2$) were then fit to the average experimental (F-U) curve. This process was formulated as the optimisation problem

$$x = \arg\min_w \| F_\text{exp} - F_\text{mod} \|_2 + w_2(F_\text{exp} - F_\text{mod}),$$

where $x$ is the vector of tissue model parameters and $\| \bullet \|_2$ denotes 2-norm. $F_\text{exp}$ is a vector of experimental reaction forces on the wedge in the initial stretching region (up to $U_I$) and $F_\text{mod}$ is a corresponding
vector of model-computed reaction forces (Fig. 6). \( F_{\text{sep}}^{\text{exp}} \) is the mean experimental force just prior to separation (displacement \( U_p \)) and \( F_{\text{sep}}^{\text{comp}} \) is the corresponding force within the “separation” FE model (Fig. 6). Finally, \( w_1 \) and \( w_2 \) are weighting parameters, manually tuned to achieve best fit to the initial elastic region whilst ensuring the force at separation closely matches the experimental value (\( w_1 = 3 \) and \( w_2 = 5 \)). The fitting was performed over multiple, randomly assigned, initial guesses and the best fit was selected. This increases the likelihood that the estimated parameter values indeed represent a globally optimal set (Ogden et al., 2004). The fittings were performed for \( L_P^+ \) and \( L_P^- \) separately, yielding two sets of constitutive parameters.

The fitted curves, overlaid on the experimental data, are shown in Fig. 7 and the optimised constitutive parameters are presented in Table 1.

### 4.2. Critical energy release rate

To compute the critical energy release rate \( G_c \) associated with dissection of the tissue, we adapted the expression from Sommer et al. (2008), Tong et al. (2011), Noble et al. (2016), developed for analysis of peel test data, to give

\[
G_c = \frac{\Delta \Gamma}{\Delta a} = \frac{W_{\text{ext}} - W_{\text{elastic}}}{L_p}.
\]  

where \( \Delta \Gamma \) is the energy expended per unit width and \( \Delta a \) the crack
length, at an arbitrary point during the fracture process. Evaluating at $U_P$ in the experimental procedure gives $\Delta \Lambda = W_{\text{ext}} - W_{\text{elastic}}$ and $\Delta \lambda = L_P$. $W_{\text{ext}}$ is the external work per unit width done on the system,

$$W_{\text{elastic}} = \frac{\int_{\Omega} \mathbf{P} \cdot \mathbf{F} \, d\Omega}{2w}$$

(7)

is the work expended by stretching the tissue up to the point of complete separation of the tissue layers, per unit width ($\Omega$ is the model domain, $\mathbf{P}$ the first Piola-Kirchhoff stress tensor, $\mathbf{F}$ the deformation gradient tensor and $w$ the sample width). $W_{\text{ext}}$ is equated with the area beneath the force displacement curve up to the displacement $U_P$. $W_{\text{elastic}}$ is more complicated to compute, given the nonlinearity of the tissue mechanical response and the non-homogeneity of the deformation. In this study, it was estimated using FE analysis.

$W_{\text{elastic}}$ is assumed as the total strain energy (per unit width) in the “separation” FE models (described in Section 4.1.1). Two values, $W_{\text{elastic}}^+$ and $W_{\text{elastic}}^-$, corresponding to the bounding values for $L_P$, were computed. The corresponding values for $G_c$ are then:

$$G_c^i = \frac{(W_{\text{calc}} - W_{\text{elastic}}^i)}{L_p^i} \quad i = [+, -]$$

(8)

as represented in Fig. 7. The resulting $G_c$ values are given in Table 1 alongside those presented in Noble et al. (2016), which were derived from peel testing of the same tissue type, and with similar specimen geometries.

It can be seen that $G_c^-$ is slightly larger than $G_c^+$ (which reflects the slightly larger difference between $L_p^-$ and $L_p^+$ than between $W_{\text{elastic}}^+$ and $W_{\text{elastic}}^-$).

Both $G_c^+$ and $G_c^-$ are approximately four times larger than the dissection energy values reported in Noble et al. (2016). One reason for this difference is that frictional energy dissipation was assumed negligible in the wedge tests, whereas its contribution to $W_{\text{ext}}$ cannot be zero in practice. However, a previous study (Takashima et al., 2007) has identified a friction coefficient of 0.046 between steel and artery wall, thus we believe this contribution alone cannot fully account for the greater $G_c$ in the wedge configuration. Moreover, as mentioned, the tissue was well hydrated throughout the experiments and no obvious friction-associated behaviours were observed. Additionally in Noble et al. (2016), $W_{\text{elastic}}$ was calculated by assuming a linear constitutive response (based on the presentation in Sommer et al. (2008)), while here the material behaviour was captured using a more realistic hyperelastic constitutive model. Thus, the $W_{\text{elastic}}$ contribution is unlikely to be the same for each method. We suggest, however, that the dominant reason for the discrepancy is the difference in the loading patterns experienced by the rupturing tissues in each configuration. This follows from the consideration that the (highly heterogeneous) tissue’s overall fracture behaviour will be governed by the microstructural arrangement and tissue’s overall fracture behaviour will be governed by the microstructural arrangement and behaviour of its constituents (collagen/elastin fibres, ground substance, etc.). The latter may include both inherent constituent fracture energies and dissipative processes active within the so-called process zone of the fracture. If these phenomena were modelled explicitly (Vossen et al., 2016, in the context of metal-elastomer separation), different specimen loading regimes (as between peel tests and the current wedge configuration) would naturally lead to different overall fracture behaviour, since the corresponding constituent-level loads would similarly differ. In the adopted CZ approach, we effectively ignore these microscale processes, considering the tissue macroscopically and with fracture behaviour governed by a single fracture energy parameter $G_c$. $G_c$, in other words, lumps the effects of the microscale processes. Correspondingly, different loading configurations can be expected to manifest as different values for $G_c$ in such a formulation, as observed here.

5. Dissection model results and discussion

The deformed CZ-based model configuration partway through the analysis is shown in Fig. 8. The behaviour reflects the experimental observations wherein the tissue is stretched away from the wedge once it has separated from its opposing half. Additionally, Fig. 9 shows a
close-up of the crack tip illustrating the non-uniform complex fracture behaviour described in Section 4.2.

Comparison of numerical and experimental results. The experimental results are compared with numerical predictions for our calculated value of $G^c$ and $G_c$ (Table 1) in Fig. 10. Good agreement can be observed. This lends confidence to the proposed approach for finding $G_c$ and in the possibility of extending the approach to other types of damage by an external body, such as needle penetration or cutting with a sharper object such as a scalpel. Additionally, the result was verified by calculating $G^c$, according to (8), from the associated CZ model result. Good agreement between predicted and experimental $W_{\text{ext}}$, $W_{\text{strain}}$, and $G^c$ values is again observed, lending further confidence to the proposed approach.

Effect of $t_{\text{ef}}$ value. Care must be taken when selecting $t_{\text{ef}}$ for problems in which a contact body acts on the CZ elements. For this study a value of $t_{\text{ef}} = 2.5/6 \text{ mm}$ was chosen (i.e. 1/6 of the 2.5 mm wedge thickness); thus, opening the elements to the wedge thickness itself would produce $\delta = 6t_{\text{ef}}$, which is sufficient to damage them to the extent that $t$ is effectively zero. Further reducing $t_{\text{ef}}$ (while maintaining $G_c$) has little effect on the force-displacement response, as demonstrated by the result of using $t_{\text{ef}} = 2.5/8 \text{ mm}$, shown in Fig. 11. However, if $\delta_c$ is enlarged such that the contact body thickness is $<6t_{\text{ef}}$, the predicted plateau force noticeably decreases, despite use of the same $G_c$ value (Fig. 11). The reason is that in this scenario, the wedge contact body is able to penetrate CZ elements without opening them to their full damage level (i.e. without completely separating the two tissue halves). The resulting model configuration is also shown in Fig. 11. It can be seen that the continuum elements hug around the contact body as a result of the relatively high remaining traction within the CZ elements. The energy associated with this penetration is correspondingly less than would be expected for a given value of $G_c$, and the estimated reaction force during fracture is lower. Clearly, this penetration of "unruptured" elements is non-physical. A possible solution is to adopt the approach of Pagani and Perego (2015). Therein, directional CZ elements are deployed with an additional string element between the corresponding crack surfaces, representing bridging fibres. A node midway along this string element, at the contact point with the contact body, ensures the contact body cannot penetrate the CZ element unopposed.

Time dependent behaviour. Arterial tissue visco-elasticity has been well documented (Patel et al., 1973) and it is likely that different loading speeds will effect the gradient of elastic regions of curves (between 0 and $U_P$ in Fig. 4). In addition, rate dependent damage behaviour has been identified by peel tests in Tong et al. (2014) and this will likely influence the magnitude of the plateau region in the experimental data. The numerical results should therefore be understood to represent the behaviour at 1 mm/s - chosen as an estimate of speeds encountered during catheterisation, though specific data on the latter are understandably difficult to find. However, we have no reason to expect that such rate-sensitivity would qualitatively change the results, only the involved magnitudes. Finally, we note that loading speeds and environmental conditions (tissue hydration, for example) were very similar in the current experiments and in our earlier peel tests (Noble et al., 2016), and are therefore confident at least in excluding viscous effects as the reason for the differences in $G_c$ values.

6. Conclusions

The aim of this study was to assess the validity of CZ elements for modelling rupture of soft tissues driven by stiff external bodies. This was motivated by the need to model processes of CTD of the aortic wall, a previously little studied complication of catheter cardiovascular intervention.

We developed an experimental set-up in which an aluminium wedge of 2.5 mm thickness was displaced between an initially dissected aortic wall to dissect the remaining tissue, while the force displacement response was recorded. The results of this experiment showed qualitative similarities to results from controlled peel testing, though with greater variability between samples and a less distinct plateau region during dissection propagation.

Upper and lower values for the critical energy release rate ($G_c^s$ and $G_c^a$) were then calculated using a novel experimental-computational approach utilising the FE method with the optimisation toolbox within MATLAB. $G_c$ values so derived were found to be at least 3-4 times greater than those obtained from peel test experiments on similar test specimens (Noble et al., 2016). We hypothesise that this is mostly a consequence of differences in material resistance to fracture (as quantified by $G_c$, in this case) in the different fracture modes present in each test configuration.

Finally, $G_c^s$ and $G_c^a$ were used in a CZ FE model of the experimental procedure. It was found that the experimental data lay within the model-computed force displacement responses, giving confidence in the use of CZ elements for modelling cutting and perforation of soft tissues. However, care must be taken when selecting the critical opening/traction ($\delta_c/t_{\text{max}}$) to ensure the energy of the CZ elements is expended in a physically consistent way, or alternatively methods such as those described by Pagani et al. must be used (Pagani and Perego, 2015).
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