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Gaussian mixture based probabilistic load flow for LV-network planning

Michiel Nijhuis, Member, IEEE, Madeleine Gibescu, Member, IEEE, and Sjef Cobben

Abstract—Due the many uncertainties present in the evolution of loads and distributed generation, the use of probabilistic load flow in low voltage (LV) networks is essential for the evaluation of the robustness of these networks from a planning perspective. The main challenge with the assessment of LV-networks is the sheer number of networks which need to be analysed. Moreover, most loads in the LV-network have a volatile nature and are hard to approximate using conventional probability distributions. This can be overcome by the use of a Gaussian mixture distribution in load modelling. Taking advantage of its radial nature and high R/X ratios, the LV-network can be analysed more efficiently from a computation viewpoint. By the application of simplifications defined in this paper, the backwards-forwards load flow can be solved analytically. This allows for the direct computation of the load flow equations with a Gaussian mixture distribution as load. When using this new approach, the required calculation time for small networks can be decreased to 3% of the time it takes to generate a similar accuracy with a Monte Carlo approach. The practical application of this load flow calculation method is illustrated with a case study on PV penetration.

Index Terms—Probabilistic load flow, Power system analysis, Load flow analysis, Distribution network, Gaussian mixture distribution

I. INTRODUCTION

The upcoming introduction of new technologies on the demand side, like electric vehicles and heat pumps, and the proliferation of distributed generation requires the distribution network operator to evaluate whether its network is still sufficiently strong. The low voltage (LV) network especially will play an important role in the transition towards a more sustainable energy system, where electricity plays a prominent role. To assess whether these LV-networks are robust enough to handle the energy transition, load flow calculations have to be performed. The loads on the LV-network are mainly residential, and detailed information about the load profile is rarely available. Assumptions have to be made regarding the magnitude of the individual residential loads. For LV-networks planning horizons are typically 30-40 years and longer, therefore introducing a large load uncertainty [1]. To include these uncertainties about future residential loads a probabilistic load flow model should be employed. The sheer number of LV-networks and possible future scenarios in combination with an accurate assessment of the probability density function (PDF) for the residential loading would lead to infeasible computational times. Advanced probabilistic load flow methods are therefore necessary to determine the effects of the new load and generation technologies on the LV-network.

There have been many different probabilistic optimal power/load flow formulations [2]–[5] that are able to accurately and relatively quickly assess the distribution network. These methods generally reduce the required amount of samples in a Monte Carlo simulation or are based on two-point [6] or multiple point estimates [7]. Gaussian mixture models have already been used to improve the probabilistic load flow computations as well. Application to medium voltage networks with the amount of variable loads limited to mostly the distributed renewable energy resources has been performed [8] [9]. For the DC load flow, a probabilistic load flow based on cumulants and Gram-Charlier expansion has already been applied [10]. For the LV network, the DC simplifications will not hold. The LV-network has in most cases a radial topology combined with a high R/X ratio, hence other simplifications to the load flow can be made to further improve the computational speed. However, for a rough initial network assessment, the trade-off between speed and accuracy is different. With a quick initial assessment, the networks which truly require attention can be identified and more in-depth analysis can be performed on a limited subset of LV-networks.

In this paper, simplifications for the backwards-forwards load flow calculation are presented. By applying these simplifications the load flow calculation is solved analytically employing a Gaussian mixture distribution directly into the load flow formulation. In this way, the probabilistic load flow for LV-networks can be solved in more quickly. First, a Gaussian mixture distribution is applied to model the residential load. Subsequently, based on this probability distribution, the load flow calculation for a radial LV-network is altered to allow for a quick assessment of the adequacy of the network. A conventional load flow would be too computationally intensive, therefore some simplifications are made as discussed in section III. The resulting Gaussian mixture based load flow calculation is shown in the next section. This is followed by a case study on the possible PV penetration levels in a sample network to show the advantages of the altered Gaussian mixture based probabilistic load flow.

II. GAUSSIAN MIXTURE BASED LOAD MODELLING

The first step in assessing the adequacy of an LV-network is to model the residential load. For an efficient estimation of the admissible loading situations in a network, the load should
be modelled as a PDF. The loading of an individual household is, however, a stochastic process highly dependent on the switching of high-powered appliances. To accurately model this type of load, a unimodal PDF is not optimal as it cannot always capture the exact distribution of the load which is often multi-modal because of the switching behaviour of household appliances. To illustrate this, the minimum voltage in a simple feeder with 24 households has been calculated based on all possible combinations of smart meter measurements over the households. This results in a voltage distribution as shown in Fig. 1.

In the figure also a Gaussian distribution and a five component Gaussian mixture distribution are plotted for reasons of comparison. Based on the central limit theorem, the distribution of the voltage drops should approximate a Gaussian distribution, for large enough sample size. However, from the figure, it becomes apparent that for this 24-household feeder the voltage drop in the feeder is still significantly different from the Gaussian distribution, as multiple modes are clearly present. The modelling through a combination of Gaussian distributions would generate a more realistic voltage drop profile.

A Gaussian mixture distribution is given by the following formula:

\[
f(x) = \sum_{k=1}^{K} \omega_k \frac{1}{\sqrt{2\pi\sigma_k^2}} e^{-\frac{(x-\mu_k)^2}{2\sigma_k^2}}
\]

where \(K\) is the number of components, \(\omega_k\) is the weight, \(\sigma_k\) the standard deviation and \(\mu_k\) the mean of the \(k\)-th component. A Gaussian mixture consisting of five components can estimate the empirical distribution of the voltage deviation with greater accuracy than the normal distribution, as shown by Fig. 1. Therefore it is useful to develop a LV load flow algorithm based on Gaussian mixture distributions, as explained in the next section.

A. Load estimation through Gaussian mixture distribution

A Gaussian mixture distribution has already been applied for the modelling of the load. In [11] and [12] methods are shown to model the load through the use of the Expectation-Maximization (EM), either with the use of Akaike’s Information Criterion (AIC) to determine the necessary number of components or with a predefined number. In this paper, the use of the approximation of the parameters of the components through the EM-algorithm is also chosen, however for the determination of the number of the components, the Bayesian information criterion (BIC) is applied [13]. This is done to give more emphasis on a lower number of components than prescribed by AIC. From a computational point of view this is favourable for the subsequent load flow calculation and to gain a better estimate of the required number of components with respect to non-machine choice.

The EM algorithm is applied, using a two-step iterative approach to find the maximum likelihood for the parameters of the Gaussian mixture model. Assuming a Gaussian mixture model with \(K\) components with the weights \(\omega_k\) and component distributions \(p_k(x_i|\theta_k)\), the likelihood is given by:

\[
\mathcal{L}(\Theta|X) = \prod_{i=1}^{N} \sum_{k=1}^{K} \omega_k p_k(x_i|\theta_k)
\]

with \(N\) being the number of observations of the empirical data \(X\) and \(\theta_k\) consist of the parameters for the normal distribution \(\theta_k = \{\mu_k, \sigma_k\}\). The maximum likelihood estimate \(\arg \max_{\theta} \mathcal{L}(\Theta|X)\) cannot be determined analytically. The EM algorithm interprets the data \(X\) as incomplete and adds a binary vector \(Y\). This vector indicates which observation of \(X\) belongs to which component in the Gaussian mixture. This vector \(Y\) is determined by using a K-means clustering approach. Resulting in the following likelihood:

\[
\mathcal{L}(\Theta|X, Y) = \prod_{i=1}^{N} \sum_{k=1}^{K} y_{ik} \omega_k p_k(x_i|\theta_k)
\]

The EM algorithm first step is to find the expected value of the complete likelihood given the parametrisation in the previous time step \(\Theta^{p-1}\) through the Q-function:

\[
Q(\Theta, \Theta^{p-1}) = E[\log p(\Theta|X, Y)||Y, \Theta^{p-1}]\]

The next step is the maximisation of the expectation of the previous step \(\Theta^p = \arg \max_{\Theta} Q(\Theta, \Theta^{p-1})\). This procedure is iterated until the difference between two iterations is less than \(10^{-6}\). The EM algorithm needs to be started with an initial value for the first iteration. This initialisation is done with the use of a K-means clustering of the data. For the value of \(K\) (the number of clusters) the BIC is calculated through:

\[
BIC = K \ln(N) - 2 \ln \arg \max_{\Theta} \mathcal{L}(\Theta|X)
\]

The BIC is calculated for increasing values of \(K\) till the value of \(BIC(K) - BIC(K+1)\) becomes smaller than a predefined stopping criterion. This procedure is applied to smart meter measurements of 197 households for the peak hours (from 18:00-20:00) to generate the probability distribution of load values during the peak hours. The loss of accuracy for using of the BIC instead of the AIC criterion can be determined by the integral squared difference [14], which is \(3 \cdot 10^{-6}\). The resulting three component Gaussian mixture distribution and the original data are plotted in Fig. 2.
From the figure, it can be seen that for most parts the Gaussian mixture distribution and the empirical probability distribution are close together. One of the main differences is the existence of negative values in the Gaussian mixture distribution, as the Gaussian distribution ranges from $-\infty$ to $\infty$. Truncating the mixture distribution or individual components would result in a closer matched distribution. From the point of view of the final load flow outcome these negative values have limited effect due to their low probability and truncation is therefore not performed at this stage.

To determine how the household load can be modelled for network planning, the correlation between households within the same snapshot time is computed. This gives an indication of the level of dependence between the electricity consumption of two households. Smart meter data with a time resolution of 15-min from 120 households within the same neighbourhood are used for the analysis. As for network planning, the most important time periods are the hours of maximum and minimum load, and with the introduction of PV the household load at the middle of the day as well. In Table I the correlation coefficients and p-values are given for these 3 times of the day.

From the table, it can be seen that the correlation is low for all the evaluated time frames except when the correlation is calculated over the whole day. This indicates that the households follow a similar profile throughout the day, however, when looking at a shorter time frame this relation is no longer present. For the modelling of the household load through a Gaussian mixture distribution, this implies that the distributions of the different household loads can be considered independent for short time frames.

### III. LOAD FLOW APPROXIMATIONS

For probabilistic load flow calculations in the LV-network, all the loads can be represented by PDF. As the load flow calculation needs to be solved in an iterative manner, the probabilistic approach is usually performed through MC simulations. Fortunately, LV-networks have characteristics which allow for some simplifications to generate a probabilistic load flow approach which no longer requires MC sampling. These assumptions are discussed in this section, preceded by a short overview of the characteristics of the feeders used to test the resulting load flow computation.

For the testing of the Gaussian mixture based load flow approach two of the Cigré US LV test feeders [15] (with the voltage level of the US feeder reduced to the more common 120V) and the IEEE European test feeder [16] are used. The main characteristics of these feeders are given in Table II. In the US test feeders the loads are combined at the buses to create a smaller network, therefore the US residential feeder consists of only 14 buses. For the European case the network modelling is much more detailed generating a 906 bus network. The US networks consist of a combination of overhead lines and underground cables, while the European network has only underground cable. For the EU test network the structure is also given in Fig. 3.

These LV-feeders will be used throughout to evaluate the assumptions made and to demonstrate the results of the proposed method. With the differences in the US and EU radial feeder characteristics, the suitability of the proposed method can be determined for different feeder types. The scalability can be assessed through the difference in the number of buses.

The first assumption is to assume balanced operation of the network, although the imbalance in LV-networks is generally higher than the one on higher voltage levels due to the large presence of single phase loads. Through the implementation of new technologies as PV or electric vehicles, the expectancy is that the imbalance will further rise. In most cases at LV levels, there is either a single- or a three-phase network available and the mitigation of imbalance problems in a three-phase

### TABLE II

**OVERVIEW OF THE THREE FEEDER CHARACTERISTICS**

<table>
<thead>
<tr>
<th>Bus [#]</th>
<th>Load [kVA]</th>
<th>Voltage [V]</th>
<th>Phases</th>
<th>R/X [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>US Residential 14 10 37 120 1</td>
<td>US Commercial 12 8 160 120 3</td>
<td>EU Residential 906 55 55 240 3</td>
<td>2.17</td>
<td>9.71</td>
</tr>
</tbody>
</table>

**Fig. 3.** The European low voltage test feeder
network can often be done by switching a customer from one phase to another. As this will not affect the long-term network planning results, the issue of imbalance in the LV-networks will be neglected.

The second assumption is to assume that the voltage angle is constant. As most LV-networks have high \( R/X \) ratios the change in angle throughout the network is usually limited. For the older underground cable networks in Europe, the \( R/X \) ratio is usually between 8 and 10. For newer networks the ratio is around 3, equal to the value for networks of overhead lines used in other parts of the world. To assess the difference in load flow outcome when assuming the voltage angle is constant the difference in minimum voltage has been calculated for different loading scenarios. The maximum absolute difference is voltage is calculated and displayed in Table III.

In the table, the maximum absolute error in the minimum voltage is depicted for different loading levels. The first row in the table indicates the minimum voltage which is present in the network. For all the feeders the error increases as the voltage level starts to drop, which is logical as the voltage angle differences in the network increase with an increasing current. The US commercial network has the lowest impedance and the level starts to drop, which is logical as the voltage angle is constant. As most LV-networks have high \( R/X \) ratios the ratio is around 3, equal to the value for networks of overhead lines used in other parts of the world. To assess the applicability of this load flow computation simplification, this relation is described as follows:

\[
F_L(i) = \frac{U_1(i) - U_{final}(i)}{dU_1(i) + \sum_{n=1}^{N_b} \left(Z(n) \sum_{m=n}^{N_b} \left(\frac{L(m)}{U_0(m)}\right)\right)}
\]

where \( dU_1(i) \) is the change in voltage between iterations 0 and 1 at node \( i \). For the three different feeders this relation is plotted in Fig. 4. As can be seen from the figure this relation is almost linear. The relationship defined in (8) shows a linear relation it can be used to generate a linear estimate of the load flow problem for LV-networks. The load flow computation can be adjusted to include this relation, leading to the following function:

\[
U_{final}(i) = U_1(i) - F_L(i) \cdot (U_1(i) - U_0(i))^2
\]

with \( U_1 \) calculated by using flat start voltages and no losses. This generates a non-iterative procedure for the computation of the load flow. The main difficulty with this load flow computation is the lack of knowledge about the value of \( F_L(i) \) and the error introduced by this approximation. To evaluate the applicability of this load flow computation simplification, this method is applied to the three test feeders. For the load flow computation, the loading of the network is assumed to consist half of a constant load and half of a uniformly distributed variable load. This in order to generate significant differences between the instances of the calculation of the load flow. The linear relation \( F_L(i) \) is approximated based on a low loading and a high loading point estimate. Subsequently, with

<table>
<thead>
<tr>
<th>Minimum Voltage [p.u.]</th>
<th>0.99</th>
<th>0.95</th>
<th>0.9</th>
<th>0.85</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>US Residential [p.u.]</td>
<td>10^{-4}</td>
<td>0.13</td>
<td>0.65</td>
<td>1.33</td>
<td>1.86</td>
</tr>
<tr>
<td>US Commercial [p.u.]</td>
<td>10^{-3}</td>
<td>0.04</td>
<td>0.25</td>
<td>0.53</td>
<td>0.84</td>
</tr>
<tr>
<td>EU Residential [p.u.]</td>
<td>10^{-3}</td>
<td>0.10</td>
<td>0.53</td>
<td>1.08</td>
<td>1.66</td>
</tr>
</tbody>
</table>

Fig. 4. The difference between the initial voltage drop and final voltage drop versus the voltage drop caused by the adjustment in losses and load current.
Looking at the assumptions individually. The total introduced is actually lower than the maximum error encountered when two individual errors. Also for some cases the error value performed to estimate the induced error.

**A. Convolution of Gaussian mixture distributions**

Let \( f(x) \) be a Gaussian distribution with mean \( \mu_f \) and variance \( \sigma_f^2 \) and \( g(y) \) a Gaussian distribution with mean \( \mu_g \) and variance \( \sigma_g^2 \) and the correlation between the two distributions is given by \( \rho \). The resulting PDF of the addition of two random variables from these distributions \( N_x + N_y \) can be computed through the use of the characteristic function of the Gaussian distribution [18].

The convolution of two independent Gaussian distributions \( (F_x \) and \( F_y \) can be computed through their combined characteristic function \( \varphi_{x+y}(t) = \varphi_x(t) \varphi_y(t) \)

\[
\varphi_{x+y}(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{it(\mu_x + \mu_y) - \frac{(z^2 + \omega_y^2 + 2\omega_{xy})^2}{2(\sigma_x^2 + \sigma_y^2)}} dz dy
\]

\[
= \int_{-\infty}^{\infty} e^{it\mu_x - \frac{\sigma_x^2 z^2}{2}} dz
\]

\[
(10)
\]

This will increase the number of components in the mixture to \( n_x \times n_y \) components. The number of components increases rapidly if all of the loads are represented as Gaussian mixture distributions. For a simple network with only 15 loads which all are represented by Gaussian mixture distributions with three components, the number of resulting components from summing these loads leads to over 14 million \( (3^{15}) \) components. To ensure this method remains computationally feasible, a component reduction needs to be applied. The most common way to reduce the components in the new Gaussian mixture distribution is to apply the EM algorithm with a reduced number of components. When assessing a LV-network many of the loads will have a similar probability distribution, this leads to equal or near equal terms in the Gaussian mixture. These equal terms can be compounded into one, reducing the number of components based on the following rules:

\[
\begin{align*}
\omega_{1,2} &= \omega_1 + \omega_2 \\
\mu_{1,2} &= \frac{\mu_1 \omega_1 + \mu_2 \omega_2}{\omega_1 + \omega_2} \\
\sigma_{1,2}^2 &= \frac{\sigma_1^2 \omega_1 + \sigma_2^2 \omega_2 + (\mu_1 - \mu_2)^2 \omega_1 \omega_2}{\omega_1 + \omega_2}
\end{align*}
\]

(12)

In the computation of the load flow, the multiplication of two dependent Gaussian mixture distributions is required. The computation of this multiplication can be done with the assumption that the standard deviation of the components is much lower than the mean. For the random variables \( x \) and \( y \) their multiplication can be defined as:

\[
f_{xy} = (\mu_x + N(0, \sigma_x))(\mu_y + N(0, \sigma_y))
\]

\[
= \mu_y \mu_x + \mu_y N[0, \sigma_x] + \mu_x N[0, \sigma_y] + N[0, \sigma_x]N[0, \sigma_y]
\]

(13)

Since in our case, the mean is much higher than the standard deviation the term \( N'[0, \sigma_x]N[0, \sigma_y] \) can be neglected, yielding the following Gaussian distribution:

\[
N[\mu_y \mu_x + \sqrt{(\mu_y \sigma_x)^2 + (\mu_x \sigma_y)^2 + \mu_y \mu_x \sigma_x \sigma_y}]
\]

(14)

**B. Gaussian mixture based load flow algorithm**

As an illustration, consider a radial network with loads at each node except for the slack bus at node 1. The voltage can also be calculated by matrix multiplication through the use of the adjacency matrix extended with the shortest path between the node and the slack bus. For the network the extended adjacency matrix is given by:

\[
A_j = \begin{bmatrix} 1 & 1 & \ldots & 1 \\ 0 & 1 & \ldots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 1 \end{bmatrix}
\]

(15)
Based on the extended adjacency matrix, the extended ZBus matrix $C_j$ can be defined:

$$C_j = (A_j^T (1^T Z) \circ 1) A_j$$  \hspace{1cm} (16)

The initial iteration of the load flow computation becomes:

$$U_1 = \frac{SC_j}{U_0^2}$$  \hspace{1cm} (17)

where $S$ is the vector of loads, which are represented by the $\sigma$, $\mu$ and $\omega$ of their respective Gaussian mixture distribution. The resulting voltage deviation $U_1$ can be squared to obtain the approximate voltage deviation through the change in load current as the in the first iteration the voltage is equal to 1 [p.u.] so the additional load current can be estimated by the voltage deviation for a constant power load. The additional change in voltage caused by the losses can be calculated by using the following formula:

$$dV_L = \frac{Z(\frac{A_j S}{V_0})^2 C_j}{U_0^2}$$  \hspace{1cm} (18)

The losses and the estimate voltage deviation from the change in load current need to be multiplied by the factor $F_L$, as defined in equation (8). $F_L$ can be estimated by performing two ordinary load flow computations, one with a relatively low load and one with a high load. The voltage deviations calculated over each branch need to be added to obtain the total voltage deviation. The branch currents can sequentially be calculated from the voltage deviations. For most networks the use of a component reduction step, as described in equation (12), is needed after each of the steps to keep the memory usage in check.

IV. RESULTS

The accuracy of the Gaussian mixture based load flow is evaluated with respect to the conventional approach of using a Latin hypercube sampling based MC simulation [19] in combination with load flow calculations using a full backwards-forwards sweep. The load flows are calculated by using scaled versions of the distribution as shown in Fig. 2 for each load. In the Fig. 5 the resulting PDF of the minimum voltage for the US residential feeder is plotted for the Gaussian mixture approach as well as for the MC approach with increasing sample sizes.

From the figure, it becomes clear that the PDF for the US residential case presents many modes. This can be explained by the low number of buses in the system, too low for the central limit theorem to apply. The MC sampling results with only $10^4$ and to a lesser extent with $10^5$ samples, show erratic behaviour. The MC method with $10^6$ samples and the Gaussian mixture approach all are close together. A more detailed analysis is required to judge the applicability of the Gaussian mixture-based load flow in comparison with the established MC sampling.

The result of a probabilistic load flow is a histogram of the possible outcomes. To assess to what degree two histograms are derived from the same underlying distribution, a number of statistical tools can be used. The three tests used will generate an outcome of one if the histograms are exactly the same, while if there are discrepancies the result will be lower. To give a combined overview of the fit of histograms $H$ and $G$ the following compounded measure $D_{tot}(G, H)$ is defined for this paper, which is the product of three individual distance measures:

$$D_{tot}(G, H) = D_W(G, H) \cdot D_B(G, H) \cdot D_{KL}(G, H)$$  \hspace{1cm} (19)

where $D_W(G, H)$ is the Wasserstein metric or earth movers distance [20], defined as follows:

$$D_W(G, H) = \frac{\min_{f_{ij}} \sum_{i,j} |f_{ij}| \cdot d_{ij}}{\sum_{i,j} f_{ij}}$$  \hspace{1cm} (20)

where $f_{ij}$ is a function for which the following holds: $G_i + f_{ij} = H_i$ and $G_j - f_{ij} = H_j$ the and $d_{ij}$ the distance between $i$ and $j$. $D_B(G, H)$ is the Bhattacharyya distance [21], defined as follows:

$$D_B(G, H) = - \ln \sum_i \sqrt{G_i \cdot H_i}$$  \hspace{1cm} (21)

where $G_i$ is the bin count of bin $i$ in histogram $G$ and $H_i$ is the bin count of bin $i$ in histogram $H$. $D_{KL}(G, H)$ is the Kullback-Leiber divergence [20] as defined by:

$$D_{KL}(G, H) = \sum_i G_i \ln \frac{G_i}{H_i}$$  \hspace{1cm} (22)

By combining these three metrics both the absolute and relative error in bin count as well as the total variation distance will be assessed. The results for the fit of the histogram with respect to a distribution generated with a MC simulation with $10^7$ samples and the required computational times (using an Intel i7-3770 3.4 GHz processor, 8GB ram computer running Matlab 2015a) are given in Table VI.

From the table, it can be seen that the Gaussian mixture based method performs comparable to an MC simulation with $10^7$ samples. The computational time is however significantly
lower with only 2.1% of the computational time needed for the US test feeders, while the Gaussian mixture approach required 16.8% of the time for the EU case. The difference in calculation time between US and EU test feeders indicates the scalability of the Gaussian mixture based is slightly lower, due to the need for additional component reduction steps. The computational time to obtain a similar level of accuracy is however still much lower compared to a conventional MC approach.

V. Case Study

One of the applications of the probabilistic load flow is to assess the effects of PV generation on the distribution network [22]. The use of a Gaussian mixture based load flow has additional benefits compared to a normal probabilistic load flow. As the loads are modelled through the use of components within a Gaussian mixture distribution the increase or decrease in the probability of certain components can relate to an increase or decrease in penetration level of a certain technology. This is illustrated with a case study wherein the European LV test feeder is used with an increasing amount of PV generation. The PV generation is modelled based on a model for the creation of PV time series [23]. The generated PV time series for the times between 12:00 and 14:00 is added to the distribution of the household load between these two times to create the Gaussian mixture distribution of the load as illustrated in Fig. 6.

The European LV test feeder which is used in the analysis is a reasonably strong feeder, under normal load conditions the absolute voltage deviation is only 0.02. For the sake of the analysis, the loads on the feeder have been doubled to ensure some voltage violations will arise during the analysis. The maximum current of the cables within the network is based on their resistance with the main cable type 4c_70 having a maximum current rating of 160A per phase. The analysis is performed for the installation of rooftop PV at 0-100% of the households. By using the proposed approach the whole calculation for each percentile value took 272s. The resulting voltage at the end of the feeder is used as the main characteristic during the analysis as the expected voltage deviations are highest at that point and no data is available on the maximum loading of the different cable parts. In Fig. 7 the resulting voltage PDFs are plotted.

In the figure, a higher saturation indicates a higher probability of a certain voltage value occurring at the end of the feeder. From the figure, it can be seen that at a penetration level of 0% or 100% the PDF is narrow while around the 50% penetration rate the uncertainty about the actual voltage deviation is much larger.

For the planning of the reinforcements of the LV-network, it is important to know what the risk of overloading or the occurrence of voltage violations in the LV-network is. In order to gain insight into this statistic the chance overloading and of violating the voltage limits of the cables is plotted as a function of the PV penetration level for two different limits in Fig. 8.

In the figure the probability of exceeding the chosen maximum allowable current (0.7 or 1 [p.u.]) or the maximum allowable voltage deviation (±0.02 or ±0.05 [p.u.]) is shown. From the figure, it can be seen that all of these functions follow an S-curve. In the network the overloading of the cables will occur before the voltage limits are violated, only a very strict voltage limit of ±0.02 would lead to an overvoltage before overloading problems start. The S-curves of these limits vary, with the ±0.02 rising the fastest and ±0.05 having the smallest slope for the voltage. The S-curve shows that the change of an overloading or overvoltage can rise quickly with a relatively
small increase in PV penetration level. Within these ranges of PV penetration levels, additional care must be taken when planning network reinforcements as a small additional amount of PV can introduce a violation of the loading or voltage limits.

VI. CONCLUSIONS

By the application of simplifications to the backwards-forwards load flow applicable to most (radial) LV-networks it becomes possible to analytically solve the load flow equations with a Gaussian mixture distribution for the load as input. By utilising this approach the required calculation time for small networks can be decreased to 2.1% with respect to the time it takes to generate a similar accuracy with a Latin hypercube sampling MC approach.

The backwards forwards sweep for LV-networks has been simplified. The voltage angle can be neglected as the R/X ratios in LV-networks tends to be between 2 and 10. In addition, the acquired voltage difference from the initial iteration is shown to be almost linearly related to the difference between the initial and final iteration voltage deviation. The application of these two simplifications still allows for a load flow computation accuracy of 99.0%. These simplifications allow for to use the PDF of a Gaussian mixture distribution directly as an input for the load flow computation. Based on these computations the distribution of the voltage at each bus and power at each branch can be analytically determined. This allows for much faster computations of probabilistic load flow.

The use of a Gaussian mixture distribution as input allows for a large variation in load distributions. To illustrate how this method could be applied, the case of assessing which level of PV-penetration a test feeder can handle has been performed. Within 5 minutes for each percentage point of PV penetration the associated risk has been determined, showing that the method can analyse the risks due to load changes in LV-networks accurately and efficiently.
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