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Online scheduling of operations is essential to optimize productivity of flexible manufacturing systems (FMSs) where manufacturing requests arrive on the fly. An FMS processes products according to a particular flow through processing stations. This work focuses on online scheduling of re-entrant FMSs with flows using processing stations where products pass twice and with limited buffering between processing stations. This kind of FMS is modelled as a re-entrant flow shop with due dates and sequence-dependent set-up times. Such flow shops can benefit from minimization of the time penalties incurred from set-up times. On top of an existing greedy scheduling heuristic we apply a meta-heuristic that simultaneously explores several alternatives considering trade-offs between the used metrics by the scheduling heuristic. We identify invariants to efficiently remove many infeasible scheduling options so that the running time of online implementations is improved. The resulting algorithm is much faster than the state of the art and produces schedules with on average 4.6% shorter makespan.
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1 INTRODUCTION

Many flexible manufacturing systems (FMSs) require online scheduling as manufacturing requests arrive on the fly [5, 7, 20]: the timing requirements of a particular operation are only known seconds before the scheduling decision needs to be executed. The scheduling algorithm needs to compute such decisions in an online fashion. An online scheduler must instruct the FMS in time, such that it does not become a bottleneck for productivity. It is therefore essential to find the best possible schedule in time.
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In this paper we focus on online scheduling for FMSs with operational/machine flexibility \cite{3, 17}, i.e., the flexibility to create different products with the same machine. Additionally the FMS needs to process products multiple times on the same processing station, where the time between two passes of the same product is considerably higher than the processing time. The flow of the products is fixed, the products need to be produced at the output in a given order, and reordering is not possible. A particular instance of such an FMS is a large-scale printer (LSP) \cite{20}. An LSP prints different types of duplex sheets that need to be processed twice by the same print head at a speed of 100 or more pages per minute. The instructions for how the sheet should flow through the printer therefore need to be provided well within a second. Another example is a chemical process (such as lacquer production \cite{1}) where a certain minimum and maximum time is needed between two subsequent processing steps on the same material. The FMSs under consideration have significant, but limited buffers for re-entrant products. In the LSP the re-entrancy buffer is the return loop within a printer that prepares sheets for printing the opposite side of the sheet. Each sheet has a minimum and maximum travel time determined by physical constraints on heating, cooling, length, acceleration and velocity. Reconfiguration times are significant and have a strong impact on system productivity.

The scheduling freedom in the considered FMSs consists of deciding the order in which new and returning products are processed on the same machine. A schedule needs to meet timing requirements that consist of the travel times between processing stations, and reconfiguration times of the station between processing different products. The most efficient timing can be efficiently derived from the timing requirements \cite{20} using the Bellman-Ford-Moore algorithm \cite{2, 8} once a processing order has been chosen.

The goal of the scheduling algorithm is to find a feasible and maximally productive schedule; the last operation should be executed as soon as possible. Moreover, this schedule should be found within the time budget available for scheduling. However, assessing the impact of sequencing options is not trivial. Interaction between different kinds of products flowing through the FMS makes this a complex problem to tackle.

To address the scheduling problem, we model the FMS as a re-entrant flow shop (see Section 3.1). This paper improves upon the greedy scheduling mechanism of the Heuristic Constraint-based Scheduler (HCS) \cite{20} for online performance by leveraging scheduling properties of the re-entrancy buffer and by applying a generic multi-dimensional meta-heuristic. We introduce the Bounded HCS (BHCS) which improves the greedy scheduling mechanism of HCS by deriving a scheduling horizon from limitations imposed by the re-entrancy buffer to (a) efficiently remove many infeasible sequencing options, (b) calculate timing information only within the scheduling horizon. This leads to much faster evaluation of sequencing options. This speed up allows us to apply the Compositional Pareto-algebraic Heuristic (CPH) \cite{18, 19}, a meta-heuristic, to create the Multi-dimensional BHCS (MD-BHCS). MD-BHCS simultaneously explores multiple sequencing options, without resorting to backtracking. This leads to higher quality schedules.

MD-BHCS achieves a better worst-case time complexity, a better average running time and schedules with shorter makespans, on average, compared to the original HCS algorithm. The algorithms, use cases, and benchmark presented in this paper focus on 2-re-entrant flow shops with bounded travel times and reconfiguration times that are significantly larger than the processing times. The solutions can be generalized to flow shops with multiple re-entrances. This needs tuning of some of the algorithmic aspects like the ranking of sequencing options used in the greedy heuristic. This remains future work.
The next section discusses related work. Section 3 precisely defines the problem we address. Section 4 presents the BHCS heuristic. Section 5 combines it with the CPH meta-heuristic. Section 6 contains the experimental evaluation. Section 7 concludes.

2 RELATED WORK

Manufacturing-line scheduling has received a lot of attention in the operations research field. Traditionally, FMSs are modelled as job shops or flow shops. Many specialized exact algorithms and heuristics have been developed to deal with offline and online optimization of job shop and flow shop variants. A plethora of optimization objectives have been defined [10], among which are minimizing makespan [1, 6, 13, 15], total tardiness [11], maximum lateness [7] mean flow time [14], and total completion time [5, 12]. Some approaches can deal only with processing times, others include set-up times, or due dates. Other approaches deal with claiming (multiple) shared resources and simultaneously solve a mapping problem and a sequencing problem [1]. Use cases such as production lines for mirrors, lacquer [1] and textile [13] have been researched. For this paper we assume that the mapping of operations to machines, the flow of operations, and the sequence of jobs is fixed, and that a product is processed twice by one of the machines. The scheduling freedom in our FMS consists of choosing the sequence of operations on the re-entrant machine and calculating efficient schedules.

In our use case, the due dates are relative to the begin times of the operations, and are not allowed to be missed as this will lead to malfunctioning. Relative due dates are more generic than absolute due dates. In most of the related work, due dates are absolute and do not change when the sequence of operations changes. When due dates are involved, most algorithms try to minimize the maximum lateness [7, 9]; i.e the maximum time that a job is completed later than its due date.

Most scheduling problems also allow for arbitrary ordering of the jobs, but in our case it is required to complete them in a specific order. The HCS [20] heuristic addresses the same problem as in this work but it explores a single option, and is therefore more sensitive to the tuning of its internal ranking mechanism. We improve on the current state of the art, HCS. The effectivity of the MD-BHCS algorithm arises from the combination of leveraging necessary properties of feasible schedules for the flow-shop problem with exploring multiple options simultaneously.

Heuristics for job and flow shops such as the Rolling Horizon Procedure (RHP) [5] and decomposition methods [7] have been used to improve the efficiency of exact algorithms by applying them to smaller sub-problems and then implementing a portion of the solution to the sub-problem. This yields close-to-optimal solutions for problems with only sequence-dependent set-up times. Solving a sub-problem with relative due dates with CPLEX may yield optimal solutions for RHP, but does not typically terminate within less than 10 seconds, making it ineffective for online scheduling.

Many common online algorithms such as priority scheduling and rate-monotonic scheduling cannot be applied as we cannot assign a priority to the operations beforehand, and there is no guaranteed cyclic behaviour in the input sequences. They moreover do not take into account the relative deadlines of the operations. Online algorithms such as Earliest-Deadline-First (EDF) and Least-Slack-Time (LST) will schedule the operations in a job-first operation-first order, effectively leading to a single product flowing through the re-entrant buffer. This is ineffective, as in the time between a product’s first and second pass the FMS could have used the re-entrant machine to finish other operations. It is also not effective to greedily fill the buffer such that as many products as possible are in the loop, as the sequence-dependent set-up times of a future product possibly cannot be accommodated. This leads to emptying the re-entrant buffer too often. The Nearest Edge Heuristic [11] modified to include relative due dates [20] has also been shown to yield much lower-quality schedules than the current state of the art, HCS.
3 PROBLEM DEFINITION

We first define re-entrant flow shops and introduce terminology and notation. Then we relate (optimal) scheduling of the FMS to the re-entrant flow-shop optimization problem.

3.1 Re-entrant flow shops

An FMS is modelled as a re-entrant flow shop with sequence-dependent set-up times and relative due dates.

Definition 3.1 (re-entrant flow shop). A re-entrant flow shop with sequence-dependent set-up times and relative due dates, adapted from [20], is a tuple \((M, J, r, O, \phi, P, S, SS, D)\).

- (jobs) \(M\) is the set of machines that execute the operations.
- (operations) \(J\) is a sequence of jobs. Every job \(j\) in \(J\) is a sequence of \(r\) operations \(\{o_{j,1}, \ldots, o_{j,r}\}\) that need to be executed.
- (operations) The operations \(O\) of the flow shop are the union of the operations of its jobs: \(O = \{o_{j,k} | j \in J, k \in \{1, \ldots, r\}\}\). We write \(o_{j,k}\) to denote the \(k\)-th operation of the \(j\)-th job.
- (re-entrance vector) The re-entrance vector \(\phi\) is a sequence \(\langle \mu_1, \ldots, \mu_r \rangle\) with \(\mu_i \in M\) of \(r\) machines. \(\phi(i)\) denotes on which machine the \(i\)-th operation of each job is scheduled. The first and second time an operation for a job is executed on machine \(\mu\) are respectively called the first and second pass of that job \(j\) on machine \(\mu\), and so forth. This is denoted respectively by \(o_{j,\mu,1}\), \(o_{j,\mu,2}\), and \(o_{j,\mu,i}\). We say that \(o_{j,\mu, x}\) is a higher-pass or lower-pass operation than \(o_{k,\mu, y}\) when \(x > y\) or \(x < y\) respectively.
- (processing times) The processing times of operations are denoted by the function \(P : O \rightarrow \mathbb{R}_{\geq 0}\).
- (set-up times) The set-up times that occur regardless of the sequence of operations on a machine are denoted by a partial function \(S : O \times O \mapsto \mathbb{R}_{\geq 0}\), where \(S(o_x, o_y)\) is the minimal time needed between the completion of \(o_x\) and the beginning of \(o_y\). If \(S(o_x, o_y)\) is undefined, no such restriction between the completion of \(o_x\) and the beginning of \(o_y\) exists.
- (sequence-dependent set-up times) The sequence-dependent set-up times occur only when two operations are executed one immediately after the other on the same machine and are denoted by the function \(SS : O \times O \mapsto \mathbb{R}_{\geq 0}\), where \(SS(o_x, o_y)\) is the minimal time needed from completion of \(o_x\) to beginning of \(o_y\).
- (relative due dates) The due dates impose a maximum time delay between the begin times of two operations, and are denoted by a partial function \(D : O \times O \mapsto \mathbb{R}_{\geq 0}\). If \(D(o_x, o_y)\) is undefined, then there is no restriction on the maximum time from the beginning of \(o_x\) to the beginning of \(o_y\). The algorithms in this paper assume due dates only occur within jobs, i.e., from \(o_{x,i}\) to \(o_{x,j}\) with \(i < j\).

Definition 3.2. A schedule \(B : O \mapsto \mathbb{R}_{\geq 0}\) for a flow shop describes begin times for all operations; \(C(o) = B(o) + P(o)\) denotes the time that operations complete. The following constraints need to be satisfied:

- Every machine \(\mu \in M\) can execute at most one operation at a time. That is, \(\forall o_x, o_y \in O : (o_x = o_y) \lor (\phi(o_x) = \phi(o_y) \Rightarrow (C(o_x) \leq B(o_y) \lor C(o_y) \leq B(o_x)))\).
- The sequence-independent set-up times of \(S\) between each pair of operations \(o_x\) and \(o_y\) in the domain of \(S\) must be met: \(B(o_y) \geq C(o_x) + S(o_x, o_y)\).
- If no other operation begins between the begin time of \(o_x\) and \(o_y\) on the same machine, then the sequence-dependent set-up time between them must hold: \(B(o_y) \geq C(o_x) + SS(o_x, o_y)\).
- If a due date \(D(o_x, o_y)\) from \(o_x\) to \(o_y\) is defined, then it imposes a due date on \(o_y\) such that \(B(o_y) \leq B(o_x) + D(o_x, o_y)\).
A schedule is feasible when all of these constraints are satisfied, and infeasible otherwise.

**Definition 3.3 (makespan).** The makespan of a schedule $B$ is the latest completion time of any operation:

$$\text{makespan}(B) = \max_{o \in O} B(o) + P(o)$$

**Definition 3.4 (re-entrant flow-shop optimization problem).** An optimal solution to a given flow-shop problem is a feasible schedule $B$ with the smallest possible makespan.

In the algorithms presented in this paper, we consider a single re-entrant machine $\mu$, and job order and operation order are respected. This means that the operation following in the flow vector $\phi$ cannot begin before all its previous job’s operations up to that operation have been executed. For example, it is not allowed that $o_{2,2}$ is executed before $o_{2,1}$ or $o_{1,2}$ (Figure 1). Different passes of different jobs such as $o_{2,2}$ and $o_{1,3}$ do not have a particular order enforced.

### 3.2 FMS as re-entrant flow shops

The re-entrant flow shops we study are derived from FMSs. The resulting flow shops may have multiple machines, and one machine that processes a product multiple times. Each processing station of the FMS is transformed into a machine, and operations on the products in the processing stations are encoded as operations of the flow shop. The minimum time between two processing steps, due to, e.g., travelling time, reconfiguration or cleaning, is captured by a (sequence-dependent) set-up time between operations. The type of FMSs we focus on in this paper have bounded-time buffering capabilities for a re-entrant machine, which manifest as relative due dates on operations of the same job.

For example, an LSP can be modelled as a 3-machine flow shop with four operations per job, re-entrance vector $\langle \mu_1, \mu_2, \mu_2, \mu_3 \rangle$, and one job for each sheet that needs to be printed [20]. An example with five jobs is shown in Figure 1. Machine $\mu_1$ (first row, yellow) loads a sheet, $\mu_2$ (second
row, cyan) prints one side of a sheet, after which it is turned and conditioned in the re-entrant buffer, before entering $\mu_2$ again (third row, cyan) to print the other side. It is unloaded by machine $\mu_3$ (fourth row, magenta). The load and unload operations must be executed in order of the print sequence. The operations on machine $\mu_2$ need to be ordered such that the system is maximally productive.

In Figure 1 operations are represented by circles, with processing time inside. Between operations of the same job, set-up times enforce the operation order (shown with black, vertical lines). Between the same operation of subsequent jobs, set-up times enforce the job order (shown with black, horizontal lines). The sequence-dependent set-up times (shown with blue dashed lines) enforce a sequence of operations on machine $\mu_2$.

Scheduling a re-entrant flow shop boils down to ordering the operations per machine followed by determining the operation begin times. Figure 1 shows orders per machine in thick lines. The ordering sequences for machines $\mu_1$ and $\mu_3$ are simply the order in which the jobs need to be processed. For machine $\mu_2$ a scheduler needs to obey additional dependencies between re-entrant operations of the machine to ensure that only one operation can be using the machine at any given point in time. The selected order in Figure 1 is $o_1,2, o_2,2, o_1,3, o_2,3, \ldots o_5,3$ and is denoted by thick black and dashed blue lines. The chosen sequence carries additional sequence-dependent set-up times, indicated by the annotations of the blue dashed lines. When the ordering has been determined we can efficiently compute the earliest begin times of the operations by computing a longest path between the first operation and the other operations (see Section 4.2 and 4.4).

4 SCHEDULING APPROACH

We present the outline and describe components of the scheduling approach before investigating them in detail.

4.1 Scheduling outline

The scheduling outline of HCS [20] is the basis for the BHCS algorithm. BHCS is defined by Algorithms 1 to 6 below. BHCS follows the structure of HCS but deviates most notably in the implementation of Algorithms 4 and 5. (B)HCS is a list scheduling approach that adds one operation into a sequence per iteration until a complete feasible schedule is obtained. It has two stages per iteration; (1) finding (potentially) productive sequencing options for operations on the re-entrant machine, followed by (2) finding the earliest begin times that satisfy all requirements for each of the operations. It then selects one of the feasible options. Finding a maximally productive sequence is a difficult combinatorial optimization problem, but finding the earliest possible begin times once the sequence has been determined is rather efficient (see Section 4.2).

A sequence of operations as constructed by (B)HCS is translated into additional sequence-dependent set-up times imposed on the operations. (B)HCS starts with creating the initial sequence (Algorithm 2) of the first-pass operations and the higher-pass operations of the last job for each re-entrant machine. For example, Figure 2 shows a flow shop $f$ for which create_initial_sequence($f$, $\mu$) generates the sequence $o_{1,1}, o_{2,1}, o_{3,1}, o_{4,1}, o_{5,1}, o_{3,2}$ for the only machine in the example, $\mu$. These operations must follow a pre-defined order defined by the scheduling constraints. In Algorithms 1, 2, and 3 each sequence $s$ has a schedule $t$ associated with it. The schedule $t$ contains the earliest possible begin times of the operations that respect the sequence $s$. (B)HCS then iteratively inserts higher-pass operations, such as $o_{2,2}$ in Figure 2, into the sequence $s$, replacing the necessary sequence-dependent set-up times (e.g., add the edges from $o_{3,1}$ to $o_{1,2}$ and $o_{1,2}$ to $o_{4,1}$) before checking feasibility of the timing requirements on $t$. next_eligible_operation returns the first re-entrant operation that does not yet occur in the ordering sequence in a job-first operation-first order.
Fig. 2. A sequencing option (dashed arrows), the sequenced operations (dashed outlined vertices) and the corresponding sequence-dependent set-up times (thick edges).

The scheduler extends the sequence of operations by inserting a higher-pass operation of jobs downstream in the input into the current sequence. At each iteration, the partial sequences have updated associated schedules. The schedules contain a lower bound on the begin times of operations. 

Algorithm 1 Scheduling outline of BHCS

1: function Schedule(flow shop \( f \), re-entrant machine \( \mu \), ranking \( \text{RANK} \))
2: \((s, t) = \text{CREATE INITIAL SEQUENCE}(f, \mu)\)
3: repeat
4: \(o_e = \text{NEXT ELIGIBLE OPERATION}(f, s)\)
5: \(l = \text{GENERATE OPTIONS}(f, o_e, (s, t))\)
6: \( (s, t) = \text{SELECT BEST}(\text{RANK}, f, l, o_e) \)
7: until all re-entrant operations of \( \mu \) included in \( s \)
8: return \( t \)

Algorithm 2 Create initial sequence and initialize begin times

1: function CREATE INITIAL SEQUENCE(flow shop \( f \), re-entrant machine \( \mu \))
2: \(s = \emptyset\)
3: // Add first passes of all jobs
4: for each \( i = 1 \) to \(|J|\) do append \( o_{i,\mu,1} \) to \( s \)
5: // Followed by re-entrant operations of last job
6: for each \( i = 2 \) to \(|r|\) do append \( o_{j,r,\mu,i} \) to \( s \)
7: // Initialize all begin times associated with \( s \)
8: for each \( o \in O(f) \) do \( t[o] = 0 \)
9: return \((s, t)\)
Algorithm 3 Find and apply all sequencing alternatives, and update begin times accordingly

1: function GENERATE_OPTIONS(flow shop \( f \), operation \( o_e \), ordering sequence with associated begin times \((s, t)\))
2: \( l = \emptyset \)
3: for each \( o_p \) in FIND_INSERTION_POINTS\((f, s, o_e)\) do
4: \( s' = \) copy of \( s \)
5: insert \( o_e \) into \( s' \), before \( o_p \)
6: \((t', v) = \) UPDATE_BEGIN_TIMES\((f, s', t)\)
7: if \( v \) then
8: \( l = l \cup \{(s', t')\} \)
9: return \( l \)

The `rank` function computes an absolute assessment for each partial solution based on a number of metrics from which (B)HCS greedily selects the option with the best assessment. The metrics used in our scheduler are introduced and explained in Section 5.2.

For each eligible operation, the sequencing options are created and evaluated in Algorithm 3. It creates a list \( l \) of feasible sequences and associated schedules by inserting the eligible operation before any of the operations returned by Algorithm 4, evaluating them, and adding them to the list only when they are feasible.

Algorithm 4 Find the set of sequencing options

1: function FIND_INSERTION_POINTS(flow shop \( f \), sequence \( s \), operation \( o_{i,k} \))
2: \( r = \emptyset \)
3: \( o_p = o_{i,k-1} \)
4: slack = smallest transitive due date in \( D \) on \( o_p \)
5: while slack > 0 \( \land (s \text{ has operation after } o_p) \) do
6: \( o_n = \) NEXT\((o_p, s)\)
7: \( r = r \cup \{o_n\} \)
8: \( d = \) smallest transitive due date in \( D \) on \( o_n \)
9: slack = \( \min(\text{slack} - P(o_p) - SS(o_p, o_n) , d) \)
10: \( o_p = o_n \)
11: return \( r \)

The begin times are calculated using the Bellman-Ford-Moore (BFM) [2, 8] longest-path algorithm on a directed graph (Section 4.2) created from the combination of the processing times, set-up times, and the relative due dates. When BFM detects positive cycles in this graph, then the sequence has no feasible schedule.

In the following sections, we introduce these ingredients in more detail. In particular, we contribute two invariants that allow us to bound the execution time of the online algorithm. These two invariants allow us to define BHCS, which significantly improves the worst-case time complexity of HCS. We also introduce new metrics that improve the quality of the schedules. The first invariant purges many infeasible sequencing options (Section 4.3). The second invariant allows us to calculate begin times for only a bounded horizon and to still guarantee detection of infeasible sequencing options.
options (Section 4.4). This results in an online adaptation of the Bellman-Ford-Moore longest-path algorithm.

4.2 Computing operation begin times from a sequence

The decisions made by the scheduling algorithm (Algorithm 1) ensure that all re-entrant operations are eventually scheduled into a single sequence per machine. Such a sequence imposes the required additional sequence-dependent set-up times, shown as dashed blue lines in the example in Figure 2. A schedule of begin times can be computed from the sequence of operations by a longest-path algorithm. The earliest possible begin times for the given sequence are the longest-path time distances of all operations starting from the initial operation [16].

The graph for longest-path computation consists of vertices representing the begin times of operations, and edges that impose constraints. An edge from \( o_x \) to \( o_y \) with weight \( \delta \) in the converted graph means that \( B(o_y) \geq B(o_x) + \delta \). The constraints of Definition 3.2 are translated from the processing, (sequence-dependent) set-up times, and relative due dates as follows:

\[
B(o_y) \geq B(o_x) + P(o_x) + S(o_x, o_y) \\
B(o_g) \geq B(o_x) + P(o_x) + SS(o_x, o_y) \\
B(o_y) \leq B(o_x) + D(o_x, o_y) \iff B(o_x) \geq B(o_y) - D(o_x, o_y)
\]

The resulting graph looks similar to Figure 1, except that the red dashed edges corresponding to due dates are reversed, and their values are negated, and that the processing times are propagated into all of the vertex’s corresponding set-up times [20].

4.3 Purging infeasible sequencing options

We can determine the sequencing options for each re-entrant operation (Algorithm 4) by removing infeasible sequencing options. We use the property that an eligible operation \( o_{j,x} \) must obey the operation sequence for job \( j \) and also obey the job sequence for the operation \( x \). So \( o_{j,x} \) cannot begin before any of its predecessors \( o_{i,y} \) such that \( i \leq j \land y \leq x \), nor after any of its successors \( i \geq j \land y \geq x \). Consider an FMS with one re-entrant machine where three passes of a job need to be scheduled on a single machine. In the example of Figure 3 all hatched operations cannot be sequenced immediately before operation \( o_{3,2} \) due to job and operation sequence constraints.
Additionally, we use the invariant that the scheduling algorithm does not reorder operations in the scheduling sequence; it will only insert more operations into this sequence. This invariant allows us to determine which scheduling option is the last possible insertion point in the given sequence using static information about set-up times and due dates. This allows us to conclude infeasibility without calculating exact earliest begin times. The minimum time approximation in Algorithm 4 is used to determine which due date is the first to be certainly violated. The algorithm traverses the sequence starting from the source of the due date \( o_{j,k-1} \) by iteratively investigating the next operation in the sequence. Next returns the immediate successor of \( o_p \) in the sequence \( s \). Summing the processing and set-up times for the given sequence provides a lower bound on the time difference between the given operation and its source in any valid schedule.

For example, operation \( o_{3,2} \) cannot begin after operation \( o_{5,1}, o_{5,2} \) or \( o_{5,3} \), as this would violate the due date from \( o_{3,2} \) to \( o_{3,1} \); the lower-bound time differences following the given sequence between \( o_{3,1} \) and these operations are respectively 170, 290, and 415, which are all more than the due date constraint of 150. When this lower bound on the minimum time between two operations exceeds the tightest due date encountered, then any schedule containing this ordering will be infeasible. Scheduling after the last possible operation is definitely infeasible as we found that the minimum set-up time to do so is already larger than the due date imposed on the scheduled operation. As all the processing and set-up times are non-negative, we cannot insert more lower-pass operations in the re-entrant buffer when the due date would already be violated. The due date with the least slack typically corresponds to the smallest re-entrant buffer time in the FMS. In other words, the number of sequencing options to be considered is bounded by the ratio \( L \) which is the largest buffer time of the FMS divided by the smallest processing time.

If we would not take into account this property, we would end up with \( O(|J|) \) options per iteration. The bound described in this subsection allows us to stop generating options as they would end up as infeasible schedules. They would be detected by checking for positive cycles in a graph, which incurs the worst-case runtime of the BFM algorithm. It is, therefore, much more efficient to avoid evaluating them. The difference in worst-case complexity with and without purging is studied in more detail in Section 4.5.

### 4.4 Bounded horizon

For online scheduling, it is only necessary to find feasible (and hopefully productive) begin times for the operations that are to be executed next. BHCS can defer computing the begin times of operations that do not influence the current decision. Such operations can still be indefinitely postponed and do not influence the feasibility of the current sequencing option.

To detect infeasibility of a sequencing option, BHCS needs to include at least those edges that are potentially involved in a positive cycle. Only the first of the two edges introduced by a sequencing option (such as \( o_{3,1} \) to \( o_{1,2} \) in Figure 2) creates additional cycles. To check for positive cycles, BFM needs to check the sub-graph induced by all operations in jobs between the job of the sequenced operation and the job of its predecessor in the sequence. All operations of these jobs are included, as they may have intra-job due dates associated with them.

The sources \( V_s \) are the operations which have been fully scheduled before. They indicate when the machines become available to process the next operations. They are all operations that have set-up times into that smallest sub-graph, but are not included in that smallest sub-graph. For example, the smallest sub-graph for scheduling and checking feasibility of inserting \( o_{2,2} \) between \( o_{4,1} \) and \( o_{5,1} \) in Figure 2 consists of the operations of jobs 2 to 4. Its sources are the operations of job 1. The begin times for the sources is not allowed to be changed, as these operations may have been executed already.
Although the longest-path computation is computationally efficient, it is still the most time-consuming element of the scheduling algorithm when the job set becomes larger. Typical speed-up approaches such as GPU-acceleration \cite{4} can improve the worst-case execution time by a factor 50 to 100. However, this gain is not enough as the number of jobs can increase arbitrarily. Such accelerations can be implemented orthogonally, but without bounding the sub-graph to be analysed, the longest-path computation will always become a limiting factor to the online applicability of the algorithm. We use the bounded subset of operations described in the previous paragraph as input for the modified BFM algorithm, defined in Algorithm 5, to reduce the computational effort to evaluate a scheduling option.

Algorithm 5 Bellman-Ford-Moore with multiple sources

1: function BFM(Graph $G(V, E, w)$, subset of active operations $V_a \subseteq V$, set of sources $V_s \subseteq V$, begin times for sources $d'$)
2: \hspace{1em} for each $a \in V_s$ do
3: \hspace{2em} $d[a] = d'[a]$
4: \hspace{1em} for each $(a, v) \in E$ do
5: \hspace{2em} RELAX($d, a, v, w$)
6: \hspace{1em} $f = true$ // assume feasible
7: \hspace{1em} $E_a = \{ (x, y) \in E : x \in V_a \}$
8: \hspace{1em} for each $i \in \{1, \ldots, |V_a| - 1\}$ do
9: \hspace{2em} for all $(u, v) \in E_a$ do
10: \hspace{3em} $r = RELAX(d, u, v, w)$
11: \hspace{2em} if $v \in V_s$ \& $r$ then $f = false$
12: \hspace{1em} for each edge $u, v \in E_a$ do
13: \hspace{2em} if (RELAX($d, u, v, w$) then $f = false$
14: \hspace{1em} return $f, d$

Algorithm 6 Relax one edge

1: function RELAX($d, u, v, w$)
2: \hspace{1em} if $d(u) + w(u, v) > d(v)$ then
3: \hspace{2em} $d(v) = d(u) + w(u, v)$
4: \hspace{1em} return true
5: \hspace{1em} return false

We assume that the initial graph without sequence-dependent set-up times is feasible, and that we schedule one operation at a time. Inserting an operation in the sequence of scheduled operations introduces additional set-up times. An additional positive cycle must include at least one of the two edges introduced by the scheduling option, the processing and set-up times, and at least one due date. As we consider only intra-job due dates, operations of jobs later than the insertion point cannot create additional positive cycles. The begin times of operations in jobs before the eligible operation’s job are not allowed to be changed (line 10 in Algorithm 5), as changing them could lead to an infeasible schedule through a positive cycle that is outside the sub-graph.

When we consider the invariant that at the beginning of Algorithm 5 all times for the scheduled operations were feasible, then it can detect infeasibility within the horizon when the set of sources consists of the operations of the last-scheduled job plus operations containing sequence-dependent
set-up times into the active vertices, and the set of active vertices consists of the operations of all jobs that cannot be delayed indefinitely any more. The jobs that can be delayed indefinitely are the ones starting from the insertion point, e.g., operation \( a_{4,1} \) in Figure 2. At the end of Algorithm 5 we either find that the sequence is infeasible, or we find feasible begin times, which can be used in the next iteration as initial estimates to speed up convergence of the longest-path computations.

If a sequence is considered feasible, then for an FMS with one 2-re-entrant machine this is enough to guarantee feasibility in the overall problem. The sequence-dependent set-up times that are necessary to empty the loop from higher-pass operations returning from the buffer are already included as constraints, and have already been verified to not violate due dates. The set-up time after emptying the buffer starts an operation which could still be delayed indefinitely and, therefore, such a decision will not violate any due date. When feasible begin times are returned for this subset, it is guaranteed that this partial schedule is feasible for the overall problem with this sequence. For higher-re-entrancy FMSs or multiple re-entrant machines however, the heuristic might select a feasible sequence that does not have any feasible follow-up option.

Algorithm 5 runs in \( O(|V_a| \cdot |E_a|) \) where \( V_a \) is the set of active vertices, and \( E_a \) its corresponding set of edges. This helps us to greatly decrease the complexity of the scheduling algorithm.

### 4.5 Worst-case time complexity of HCS and BHCS

We assess the impact of the improvements by comparing the worst-case time complexity of HCS to BHCS for flow shop instances that are derived from the structure of an FMS. Recall that \( |J| \) denotes the number of jobs and \( r \) the number of operations per job. The number of vertices in the converted graph (Section 4.2) is \( O(|J| \cdot r) \) and the number of edges is also \( O(|J| \cdot r) \) as the number of edges per vertex is bounded. We assume there are no inter-job due dates, and set-up times occur only between operations of the same job, between same-pass operations of subsequent jobs and in sequencing options.

The worst-case time complexity of HCS occurs when the last evaluated option is the only feasible option, as it then encounters the worst-case execution time for BFM, which is \( O(|V| \cdot |E|) = O(|J|^2 \cdot r^2) \), for each scheduling option. The number of options to be evaluated may grow in the worst case with the size of the partial sequence for each re-entrant operation, \( O(\sum_{i=1}^{|J|} r^i) = O(|J|^2 \cdot r^2) \), the worst-case complexity for HCS is \( O(|J|^4 \cdot r^4) \).

BHCS creates at most \( L \) sequencing options for each of the \( O(|J| \cdot r) \) re-entrant operations (see Section 4.3). The largest subset of edges and vertices that needs to be used to detect infeasibility is then of size \( O(L \cdot r) \), and we only need to use a limited set of operations as sources, the worst-case complexity of Algorithm 5 is \( O(|V_a| \cdot |E_a|) = O(L^2 \cdot r^2) \).

Therefore, the worst-case complexity of BHCS is the number of re-entrant operations to be scheduled \( (|J| \cdot r) \) multiplied by the number of sequencing options to be evaluated \( (L!) \) multiplied by the evaluation cost of one option \( (L^2 \cdot r^2) \); totalling \( O(|J| \cdot L \cdot r^3) \), where \( r \ll |J| \) and \( L \ll |J| \) in typical cases. The reduction in evaluation of options and the bounded horizon lead to a worst-case complexity of BHCS which is linear in the number of jobs and is therefore preferred over the super-linear complexity of HCS.

### 5 EXPLORING TRADE-OFFS IN SCHEDULING DECISIONS

We apply the CPH multi-dimensional meta-heuristic \([18, 19]\) to BHCS to increase the quality of generated schedules by increasing the search space. We introduce the MD-BHCS (Section 5.1) and define new metrics to rank schedules (Section 5.2). In the scheduling outline (Algorithm 1, line 8) we implicitly used the idea of good schedules. These metrics are used in a linear combination in
(B)HCS to select a single option greedily. They are used as separate metrics in MD-BHCS to explore multiple Pareto-optimal options simultaneously.

5.1 Scheduling outline with CPH

CPH allows the scheduler to explore multiple sequencing options simultaneously, while still limiting the computation time. The goal of the CPH meta-heuristic is to consider (all or a representative subset of) the Pareto-optimal sequencing options, in other words, to eliminate those options for which there is some other option that is at least as good in any of the metrics and strictly better in at least one metric. Note that two sequencing options may have the same values for all metrics. If they are Pareto-optimal then both options are kept. Where the combination of metrics in (B)HCS is used to select a greedily single (Pareto-)optimal trade-off, MD-BHCS explores multiple Pareto-optimal trade-offs.

Algorithm 7 MD-BHCS

1: function SCHEDULE(flow shop \( f \), re-entrant machine \( \mu \), size of partial solutions set \( k \))
2: \( g = \{ \text{CREATE_INITIALSEQUENCE}(f, \mu) \} \)
3: repeat
4: \( o_e = \text{NEXT_ELIGIBLE_OPERATION}(f, \text{arbitrary } s \in g) \)
5: \( g' = \emptyset \)
6: for each \( (s, t) \in g \) do
7: // Generate feasible options, update operation times
8: \( l = \text{GENERATE_OPTIONS}(f, (s, t), o_e) \)
9: \( g' = g' \cup l \)
10: \( g = \text{minimize}(g') \)
11: reduce size of \( g \) to \( k \)
12: until all re-entrant operations of \( \mu \) included in \( g \)
13: return \( s \in g \) with the smallest makespan

MD-BHCS (Algorithm 7) generates partial solutions as follows. Similar to BHCS, the initial sequence is initialized before any operation is scheduled and it is the starting point for all partial solutions that will be explored. A set of partial sequences is explored, starting with only the initial sequence. The outer loop ensures that each sequence eventually contains all re-entrant operations. The inner for-loop creates a new generation of sequences by scheduling one eligible operation, starting from each of the previous generation’s sequences in \( g \). Algorithm 5 is again used to evaluate feasibility of sequencing options and to compute the begin times of operations.

Instead of selecting a single ‘best’ option, we make a multi-dimensional assessment of the partial solutions. The set of partial solutions is minimized through the Pareto-cull process which removes all dominated (non Pareto-optimal) solutions from the set. This enables us to restrict the search space to only those partial solutions having valuable trade-offs.

When many of the partial solutions are Pareto-optimal then the set of partial solutions may grow very large. This can be prohibitive for online performance. However, as partial solutions with similar metric values are likely to produce similar results, we approximate the full set with a subset of bounded size which is as diverse as possible in the considered metrics. The number of partial solutions to consider is a parameter of the MD-BHCS algorithm. Keeping more partial solutions typically leads to a higher runtime but also to a higher schedule quality.
5.2 Assessing partial solutions

We divide a schedule into three parts for the assessment: (1) the part containing jobs for which all operations are sequenced and should be executed as fast as possible, (2) the part that reflects the impact of the sequencing options on the state of the re-entrancy buffer, and (3) the part which can still be indefinitely postponed.

MD-BHCS assesses these three parts with metrics that can be readily obtained from the begin times provided from Algorithm 5 and that together characterize partial solutions. For the last inserted operation $o$ and a sequence $s$ with an associated partial schedule $B$:

- **past work** is assessed by measuring the earliest possible begin time $B$ for $o$: $P(B, o) = B(o)$ (lower is better),
- **committed work** is assessed by the earliest possible begin time for the operation immediately following $o$ in the scheduled sequence: $W(B, o) = B(\text{NEXT}(o, s))$ (lower is better),
- **future work** is assessed by the productivity of the remaining part (higher is better). We approximate it by the number of operations $nr_{ops}(s, o)$ that can be delayed indefinitely (lower is better).

The metrics influence the makespan of the final schedule as follows. Past work compares the influence of a scheduling option on the begin time of the eligible operation, taking into account how much buffer time is used by processing lower-pass operations. The metric favours sequences for which the last inserted operation begins earlier. Delaying the last inserted operation is only interesting when we would benefit in the future from avoiding work or penalties for unsequenced operations. The committed work indicates the amount of work added to the re-entrant buffer, trying to minimize the work that needs to be done directly after this option. Future work measures how many units of work remain after all the committed work has been done, favouring less work. These metrics are heuristics to determine the different qualities of a sequencing option for the final makespan. We evaluate the metrics through the schedule quality in Section 6.3 by comparing the different variants of HCS to lower bounds.

5.3 Reducing the set of candidate solutions

We reduce the set of partial solutions such that it contains at most a pre-defined maximum number of partial solutions $k$. We have used the archive truncation method from the Strength-Pareto Evolutionary Algorithm (SPEA2) [21], which iteratively removes the solution which has the smallest distance to other solutions, until there are only $k$ partial solutions left. To reduce the impact of different magnitudes of the metrics on the distance, we normalize each metric between 0 and 1 by scaling them linearly to fit between their minimum and maximum observed value. The normalized metrics are used in the ranking function of BHCS which defines the respective relevance of the metrics. In the Pareto-cull process of MD-BHCS the metrics are used without normalizing them, as the relative weight has no effect on Pareto optimality.

5.4 Worst-case time complexity of MD-BHCS

The main difference between BHCS and MD-BHCS is in the number of the partial solutions and how they select their next generation of sequences. Whereas BHCS starts each iteration with one solution and generates at most $L$ solutions to evaluate, MD-BHCS starts with $k$ solutions and generates at most $k \cdot L$ solutions for each of the $O(|J| \cdot r)$ re-entrant operations. The Pareto minimization uses the Pareto-cull operation and takes at most $O(k^2 \cdot L^2)$. The reduction process of SPEA2’s archive truncation method for a solution set of size $M$ has a worst-case time complexity of $O(M^3)$ [21], where $M \leq k \cdot L$. The minimization, reduction, and evaluation of begin times are all in the inner loop and are executed for each iteration. The complexity of evaluating the begin times
of all \( k \cdot L \) options takes \( O(k \cdot L \cdot L^2 \cdot r^2) \). The worst-case time complexity of MD-BHCS is therefore \( O(|J| \cdot r \cdot k \cdot L^3(k^2 + r^2)) \).

As \( k \), \( r \) and \( L \) are constants, the algorithm runs in time linear to the number of operations \(|J|\) in the flow-shop problem. The worst-case time complexity of BHCS as explained in Section 4.5 is \( O(|J| \cdot L^3 \cdot r^2) \). The additional complexity of MD-BHCS over BHCS for evaluating more options is at most cubic in \( k \).

6 EXPERIMENTAL EVALUATION

In this section we describe the experimental set-up, compare the makespan of the generated schedules, and evaluate the runtime of the schedulers.

6.1 Experimental set-up

We have implemented the two scheduling-algorithm variants BHCS and MD-BHCS. As in the original HCS implementation, the processing times, set-up times and due dates are encoded as fixed precision values to avoid rounding errors that are typical for floating point implementations. All experiments have been executed on the same 8-core Intel i7 running at 3.0 GHz. All algorithms are implemented as single-thread programs.

The 3-machine, 2-re-entrant benchmarks representing print requests for the LSP as introduced in [20] are used to assess the quality of the schedules and the runtime of the algorithms. The benchmark consists of 85552 sheets in 701 print requests. Each print request is taken from one of the following categories:

- **H** Homogeneous: repetition of one sheet type
- **RA** Repeating A: repetition of one sheet type followed by another sheet type
- **RB** Repeating B: repetition of one to three sheets of a type followed by another sheet type
- **BA** Block A: 5 blocks of 5 different sheet types, each block contains 10 or 20 sheets of the same type
- **BB** Block B: 5 blocks with two alternating sheet types, each block contains 5 to 25 sheets of the same type

We compare the makespans with the makespans of schedules generated by HCS and the results of a mixed integer programming (MIP) formulation of the scheduling problem. While searching for the optimal solution for the MIP, CPLEX also computes the optimal objective value for linear relaxations of the MIP. Such relaxations give a lower bound for the makespan of the MIP. A schedule computed for a linear relaxation typically violates integer feasibility constraints, and as such does not necessarily represent a solution to the original problem. When our heuristic or CPLEX finds a schedule that has a makespan equal to the lower bound, then the bound is exact and that schedule is proven to be optimal. Otherwise, it is unknown how close the lower bound is to the actual optimum. The lower bounds for the benchmarks have been calculated with CPLEX 12.6.0 with a time limit of 1000 seconds (pre-solve and solve).

We used a weighted combination of the normalized metrics for the ranking mechanism of BHCS. The weights were chosen empirically by selecting initial weights and tuned by iteratively applying small variations and re-scheduling the full benchmark. Tuning was repeated until no further improvements in makespan were found. The best results by BHCS, for our benchmark, were found using the following weighted combination for a given schedule \( B \), associated sequence \( s \) and last inserted operation \( o \):

\[
\text{rank}(B, o, s) = 0.3 \cdot \text{NORM}(P(B, o)) + 0.6 \cdot \text{NORM}(W(B, o)) + 0.1 \cdot \text{NORM}(nr\_ops(s, o))
\]  

(2)

\text{NORM} ensures that a dimension is normalized between 0 (best observed) and 1 (worst observed).
6.2 Sensitivity to number of partial solutions

The performance of the MD-BHCS algorithm, both in quality (Figure 4) and runtime (Figure 5), depends on the number of partial solutions $k$. The makespan of a schedule typically becomes shorter when parameter $k$ becomes higher, while the average time per iteration increases. MD/BHCS with $k = 2$ is faster than BHCS and also produces worse schedules. With $k = 2$, the scheduler can only account for two extremes in a three-dimensional assessment and, therefore, cannot cover the trade-offs accurately. Additionally, BHCS’ weighted sum does not focus on the extremes of the trade-offs. They are likely to be too aggressive in one aspect, for example, aggressively filling the buffer. The generated Pareto points for $k = 2$ are less likely to have many follow-up options, and typically lead to fewer evaluations of infeasible sequences.

The quality benefits of CPH start to diminish when $k = 10$ or more partial solutions; the schedules improve only slightly, but at the cost of additional runtime. Figure 4 shows that when $k = 20$ partial solutions are taken into account, MD-BHCS produces the best makespans. The effect of exploring multiple options simultaneously with the meta-heuristic does not increase the observed runtime significantly, as the number of Pareto-optimal partial solutions is often less than $k$.

6.3 Makespan comparison

The box plot in Figure 6 shows the improvement over the makespans from HCS. The median improvement lies between 0% and 4%, with several outliers over 20%. The difference in the H and BB category is very small as the set-up times in all of these job sets are very small. Both schedulers manage to keep the buffer occupied for these cases which produces close-to-optimal results. For the other categories, MD-BHCS typically out-performs HCS.

Table 1 shows how close the results of different variants of HCS are to the CPLEX lower bounds. The first two columns show the average percentage above the lower bound; column $CPLEX_{all}$ includes all benchmark instances, and column $CPLEX_{opt}$ includes only those instances for which CPLEX found an optimal solution. In the $OPT$ column, the number of solutions which have
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Fig. 5. Average time per iteration for MD-BHCS for varying $k$. The horizontal orange line is the average time per iteration for BHCS.

Fig. 6. Makespan improvement of BHCS and MD-BHCS ($k = 20$ solutions) relative to HCS (higher is better).

makespan equal to their lower bound are shown. These results show that the makespans are over 15% higher than the CPLEX lower bounds ($\text{CPLEX}_{\text{all}}$). However, when we compare only the cases where CPLEX found optimal schedules, ($\text{CPLEX}_{\text{opt}}$), we see that the results are within 1% of the optimal result. CPLEX found 108 optimal schedules, and the different schedulers found several optimal schedules. The HCS variants sometimes manage to find optimal schedules when CPLEX
Table 1. Makespans compared to CPLEX lower bounds; $CPLEX_{all}$ is average percentage above the lower bound (all 701 cases), $CPLEX_{opt}$ is average percentage above lower bound for 108 CPLEX optimal cases, $OPT$ is number of cases where the makespan is known to be optimal.

<table>
<thead>
<tr>
<th></th>
<th>$CPLEX_{all}$</th>
<th>$CPLEX_{opt}$</th>
<th>$OPT$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCS</td>
<td>21.90%</td>
<td>4.40%</td>
<td>39</td>
</tr>
<tr>
<td>BHCS</td>
<td>18.26%</td>
<td>1.48%</td>
<td>48</td>
</tr>
<tr>
<td>MD-BHCS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k=2$</td>
<td>18.96%</td>
<td>2.33%</td>
<td>40</td>
</tr>
<tr>
<td>$k=6$</td>
<td>16.87%</td>
<td>0.64%</td>
<td>74</td>
</tr>
<tr>
<td>$k=10$</td>
<td>16.60%</td>
<td>0.62%</td>
<td>80</td>
</tr>
<tr>
<td>$k=20$</td>
<td>16.54%</td>
<td>0.62%</td>
<td>80</td>
</tr>
</tbody>
</table>

Fig. 7. Runtime per scheduling decision for BHCS and MD-BHCS (outliers included in whiskers).

only determined a lower bound but could not determine whether it is indeed possible to achieve such a schedule.

6.4 Runtime evaluation

The runtime per category in Figure 7 for this benchmark with $k = 20$ is below 600 ms, with an average runtime of 28 ms. This shows that the proposed algorithm is indeed fast enough for online computation of schedules for the LSP, indicating that it can be applied to re-entrant flow shops originating from FMSs. Figure 7 also shows that the observed worst-case running time is a factor 10 higher than the median, due to the infeasibility checks still incurring worst-case behaviour. Due to the large data set the many outliers have been included in the whiskers.

We have also compared the runtime of our implementations to the implementation of HCS [20] and noticed that the difference in runtime can become arbitrarily large. In the benchmark, the
runtime is up to 100 times slower than BHCS. The observed runtime of HCS scales super-linearly with the number of jobs in the input. The average processing time per scheduling decision in the complete benchmark is 240ms for HCS and 8.6ms for BHCS, on average 28 times faster. For only 14% of the cases, HCS is up to twice faster than BHCS. MD-BHCS with \( k = 20 \) is 3 times slower than BHCS and, therefore, only 9 times faster than HCS on the whole benchmark.

7 CONCLUSION AND FUTURE WORK

We have shown that we can drastically reduce the worst-case time complexity and average running time of scheduling re-entrant flow shops that originate from FMSs by investigating a smaller part of the timing of operations, and avoiding the evaluation of infeasible sequencing options. We have used properties of the scheduling problem to quickly remove these infeasible options by inspecting local information. We have also shown that the worst-case time complexity depends on the maximum number of products that fit simultaneously in the buffer of an FMS.

The performance of the multi-dimensional meta-heuristic CPH on this flow shop scheduling problem confirms it is a promising meta-heuristic for online scheduling. MD-BHCS produces on average 4.6% shorter makespans than the previous state of the art, and is 9 times faster. Trading off solution quality for runtime is useful to avoid the scheduler becoming a bottleneck for productivity.

For future improvements, it would be interesting to incorporate solution diversity in the reduction operator. The current implementation selects representatives based on the assessment of partial solutions, but does not consider diversity or distance in the solution domain. It would also be interesting to make this algorithm an any-time algorithm, such that it provides scheduling solutions before completing the calculation of the new generation. One step in this direction would be to remove parameter \( k \) and evaluate options according to the time budget given. This could be achieved by reordering the evaluation of sequencing options, such that the most promising trade-offs are evaluated before the time budget runs out.
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