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Abstract—As the Internet-of-Things (IoT) emerges, connecting immense numbers of sensors and devices, the continual growth in wireless communications increasingly manifests itself in terms of a larger and denser population of nodes with intermittent traffic patterns. A crucial issue that arises in these conditions is how to set the activation rates as a function of the network density and traffic intensity. Depending on the scaling of the activation rates, dense node populations may either result in excessive activations and potential collisions, or long delays that may increase with the number of nodes, even at low load.

Motivated by the above issues, we examine optimal activation rate scalings in ultra-dense networks with intermittent traffic sources. We establish stability conditions, and provide closed-form expressions which indicate that the mean delay is roughly inversely proportional to the nominal activation rate. We also discuss a multi-scale mean-field limit, and use the associated fixed point to determine the buffer content and delay distributions. The results provide insight in the scalings that minimize the delay while preventing excessive activation attempts. Extensive simulation experiments demonstrate that the mean-field asymptotics yield highly accurate approximations, even when the number of nodes is moderate.

I. INTRODUCTION

A. Background and motivation

In the present paper we examine optimal activation rate scalings in large-scale wireless networks with intermittent traffic flows. The sustained growth in wireless communications will increasingly manifest itself in terms of a larger number and denser population of nodes, driven by a proliferation of low-cost sensors and machine-type devices in the emerging Internet-of-Things (IoT). Forecasts indicate that the number of IoT nodes will reach into the tens of billions over the next few years, and outgrowth the number of human-operated devices by an order-of-magnitude [1], [2].

With such a massive number of nodes, each of which individually may only be sporadically active, any form of dedicated spectrum allocation or scheduled medium access is impractical. Instead these large-scale networks will typically rely on the individual nodes to dynamically share the medium in a distributed fashion. A popular mechanism for distributed medium access control is provided by the Carrier-Sense Multiple-Access (CSMA) protocol. In the CSMA protocol each node attempts to access the medium after a certain back-off time, but nodes that sense activity of interfering nodes freeze their back-off timer until the medium is sensed idle.

While the CSMA protocol is fairly easy to understand at a local level, the interaction among interfering nodes gives rise to quite intricate behavior on a macroscopic scale. As it turns out though, in saturated-buffer scenarios (so nodes always have packets to transmit), the joint activity process of the various nodes has a product-form stationary distribution [22], providing useful throughput estimates for persistent traffic flows [4], [24], [31]. However, these results do not capture the relevant performance metrics in unsaturated-buffer scenarios, which in particular arise in an IoT context with highly intermittent traffic sources. In such situations, buffers will frequently be empty, and nodes will refrain from competition for the medium during these periods. The resulting two-way interaction between the activity states and the buffer contents produces extremely complex behavior, and even basic throughput characteristics and stability conditions have remained largely elusive so far [9], [23].

A particularly crucial issue that arises in the above scenarios, with vast numbers of intermittently active sources, is how to set the back-off rates as a function of the network density and traffic intensity. In order to avoid collisions, the value of the back-off rate should first of all account for the maximum signal propagation delay between interferers, which is mostly governed by the physical attributes of the network. However, as networks grow increasingly dense, the sheer number of interferers can grow extremely large as well. Thus the aggregate back-off rate of the nodes within interference range can be correspondingly large, which may also give rise to spurious collisions.

The above issue can be countered by lowering the value of the back-off rate in dense networks and for example setting it inversely proportional to the number of nodes. Such a rule of thumb would be somewhat reminiscent of the well-known fact that in a slotted Aloha system with $N$ nodes a transmission probability $1/N$ maximizes the throughput [28]. However these considerations implicitly rely on the assumption that nodes have saturated buffers and always packets to transmit. Dense networks with a huge number of nodes can only sustain the collective load if they each individually have low traffic rates and are only sporadically active. In these cases setting the back-off rate inversely proportional to the number of nodes could result in unnecessarily long delays that may increase with the number of nodes, even when the collective load is not particularly high.
B. Key contributions and implications

We will examine optimal activation rate scalings in ultra-dense wireless networks with intermittent traffic sources. Specifically, we assume that the mean nominal back-off rate at each node is scaled by a factor $f(N)$ as a function of the total number of nodes. We then investigate the impact of $f(N)$ on key performance metrics such as the buffer content and delay. We further investigate how the stationary aggregate back-off rate behaves as a function of $f(N)$. The key contributions and findings may be summarized as follows:

1) We establish that, for any fixed subcritical aggregate traffic intensity, the system is stable as long as the mean nominal back-off period scales sublinearly with the number of nodes, i.e., $f(N)$ falls off slower than $1/N$.

2) We provide closed-form expressions for the mean stationary buffer content and delay, which illuminate the impact of the function $f(N)$. In particular, for a fixed traffic intensity, the mean stationary delay and system-wide backlog scale roughly inversely proportional with $f(N)$, i.e., they grow approximately linearly with the mean nominal back-off period.

3) We discuss a multi-scale mean-field limit for the overall buffer occupancy process. In contrast to the standard mean-field set-up, we do not simply normalize the entire process by the number of nodes $N$ as a common factor, but scale the number of nodes with $k$ or more packets in their buffer by $N(Nf(N))^{-k}$. We identify the fixed point of the mean-field limit, and use that to determine the buffer content and delay distributions in the many-sources regime. In particular, the probability that the buffer of an individual node contains $k$ or more packets scales as $(Nf(N))^{-k}$ as $N \to \infty$.

4) The mean-field limit further reveals that the aggregate back-off rate settles around a constant value as the number of nodes grows large, which is independent of the exact back-off scaling, in contrast to saturated-buffer scenarios. This reflects a self-regulating property, where the number of backlogged nodes that is actively competing for the medium is roughly inversely proportional to the nominal back-off rate. For example, a more aggressive back-off scaling indirectly results in a proportional reduction of the number of backlogged nodes.

5) In order to further sharpen the above-mentioned ‘concentration’ property, we establish the central limit behavior of the system-wide backlog, and leverage that to show that the aggregate back-off rate is bounded in the many-sources regime with high probability. We use the mean-field asymptotics and central limit result to provide insight in the scalings that minimize the delay while preventing excessive activation attempts.

6) The various analytical results will be corroborated by extensive simulation experiments, which confirm that the mean-field asymptotics yield highly accurate approximations for the relevant performance metrics, even when the number of nodes is moderate.

C. Related work

As noted earlier, the issue of how to set activation probabilities was extensively studied in slotted Aloha systems, see for instance [18], [28], [30], [32]. However, these studies either consider static optimization as a function of the number of nodes in saturated buffer scenarios, or dynamic optimization for infinite-source models, and the collision dynamics render the problem fundamentally different from that for collision avoidance schemes.

The line of work that has pursued optimization of activation rates for CSMA schemes, has mainly been concerned with optimizing some fairness criterion or global throughput utility metric in scenarios with saturated buffers [21], [25]. Scenarios with packet arrivals have been considered in the context of queue-based CSMA strategies [17], [20], [27], [29], but these involve given queue-dependent activation probabilities, whereas we focus on optimization of the nominal back-off rates as a function of the total number of nodes.

Mean-field analysis has emerged as a powerful approach to obtain tractable performance estimates in random-access networks. Mean-field concepts were already leveraged to derive throughput estimates in saturated-buffer scenarios in the seminal paper [3], with further results in [12], [15], [26]. Mean-field techniques have also proved useful in examining stability issues [5] and obtaining expressions for queue length distributions and delay metrics in unsaturated-buffer scenarios [10], [11]. However, none of these papers have pursued multi-scale mean-field limits, or specifically addressed the performance impact of the activation rates and how to set these as a function of the network density and traffic intensity.

D. Paper organization

The remainder of the paper is organized as follows. In Section II we present a detailed model description. In Section III we establish stability conditions and provide closed-form expressions for the mean stationary buffer content and delay as a function of the activation rate. We discuss a multi-scale mean-field limit for the overall buffer occupancy process in Section IV, and use the fixed point to determine the buffer content and delay distributions and demonstrate the concentration property of the aggregate back-off rate in the many-sources regime. Section V establishes the central limit behavior of the total buffer content and bounds for the aggregate back-off rate. In Section VI we discuss the simulation experiments that we have conducted to corroborate the analytical results. In Section VII we make some concluding remarks and describe possible topics for further research.

II. Model description

Consider a random-access network of $N$ mutually interfering nodes sharing a wireless medium. Packets are generated at the various nodes as independent Poisson processes of rate $\lambda/N$. When a node gains access to the medium, it transmits a single packet, which takes an exponentially distributed time with parameter $\mu$. Before initiating a transmission, a node obeys a back-off period. This period is frozen whenever
another node is transmitting and immediately resumed when the medium is sensed free again. When a node with packets to transmit completes a back-off period, it gains access to the medium and starts a transmission. The back-off period at every node is exponentially distributed with parameter \( \nu f(N) \). Denote the aggregate traffic intensity of the network by \( \rho = \lambda / \mu \).

The network evolution is described by the queue length process \( Q(t) \) and the activity process \( Y(t) \). The queue length \( Q(t) \) represents the number of packets in the buffer of node \( n \) at time \( t \) (excluding the one possibly in transmission). The activity state at time \( t \) is \( Y(t) = 1 \) if any of the nodes is active (transmitting) and \( Y(t) = 0 \) otherwise. Because all the nodes are exchangeable, the queue length process may be equivalently represented by the population process \( X(t) \), where \( X_k(t) \) denotes the number of nodes having \( k \) packets in their buffer at time \( t \), i.e.,

\[
X_k(t) = \sum_{n=1}^{\infty} 1 \{ Q_n(t) = k \}.
\]

The process \( (X(t), Y(t)) \) is Markovian with the following transitions:

- A packet arrives at a node having \( k \) packets in its buffer with rate \( \nu f(N) X_k(N) / N \), generating the transition
  \[
  (X(t), Y(t)) \to (X(t) + 1, Y(t))
  \]
- A transmission is completed with rate \( \mu \) and only if a node is transmitting, i.e., \( Y(N) = 1 \), generating the transition
  \[
  (X(t), Y(t)) \to (X(t), Y(t) - 1).
  \]
- A back-off is completed by a node having \( k > 0 \) packets in its buffer with rate \( \nu f(N) X_k(N) \) and only if no node is transmitting, i.e., \( Y(N) = 0 \), generating the transition
  \[
  (X(t), Y(t)) \to (X(t) + 1, Y(t) + 1).
  \]

Similarly, we define the ‘cumulative’ population process \( Z(t) \), where \( Z_k(t) \) denotes the number of nodes having at least \( k \) packets in their buffer at time \( t \), i.e.,

\[
Z_k(t) = \sum_{m=k}^{\infty} X_m(t),
\]

and let \( L(t) \) be the total number of packets in the system at time \( t \), i.e.,

\[
L(t) = \sum_{k=1}^{\infty} k X_k(t) = \sum_{k=1}^{\infty} Z_k(t).
\]

We now introduce some convenient notation that will be used later to characterize the behavior of various quantities as functions of the back-off scaling \( f(N) \) in the regime where \( N \) grows large. Given two functions \( f_1, f_2 : \mathbb{N} \to \mathbb{R}_+ \) we say that \( f_1 \) is asymptotically bounded from below by \( f_2 \), denoted by \( f_1(N) \geq_N f_2(N) \), if \( f_1(N) = \Omega(f_2(N)) \), i.e.,

\[
f_1(N) \geq_N f_2(N) \iff \lim_{N \to \infty} \frac{f_1(N)}{f_2(N)} > 0.
\]

Similarly, we say that \( f_1 \) asymptotically dominates \( f_2 \), denoted by \( f_1(N) >_N f_2(N) \), if \( f_1(N) = \omega(f_2(N)) \), i.e.,

\[
f_1(N) >_N f_2(N) \iff \lim_{N \to \infty} \frac{f_1(N)}{f_2(N)} = \infty.
\]

### III. Stability and mean stationary performance

In this section we establish stability conditions and provide closed-form expressions for the mean stationary queue length and waiting time which reveal the impact of the back-off scaling factor \( f(N) \). We will leverage results from the polling literature, harnessing a connection between a CSMA network with complete interference and a polling system with a 1-limited service discipline and a uniform random routing policy [13]. In order to explain the connection, suppose that not each individual node has an exponential back-off clock with rate \( \nu f(N) \), but that there is a fictitious global exponential back-off clock with rate \( \nu N f(N) \). When the global back-off clock ticks, one of the \( N \) nodes is selected uniformly at random, and granted the opportunity to transmit one packet, if it has any. The latter operation is statistically identical to that in the CSMA network, and at the same time equivalent to the evolution of a system with \( N \) queues and a single server, which selects queues uniformly at random, takes an exponential time with parameter \( \nu N f(N) \) to move to the selected queue, and then serves exactly one packet there (if present). This in turn corresponds exactly to a polling system with a 1-limited service discipline, a uniform random routing policy, and exponential switch-over times with parameter \( \nu N f(N) \).

The next proposition follows from a direct application of the stability conditions derived in [14], [16] for the latter polling system to the CSMA network.

**Proposition 1.** The queue length process \( Q(N)(t) \) is positive-recurrent if and only if \( S(N) > 0 \), where

\[
S(N) := 1 - \rho - \frac{\lambda}{\nu N f(N)}.
\]

In particular, observe that if \( f(N) < \frac{1}{N} \), then the queue length process \( Q(N)(t) \) is transient for all \( N \) sufficiently large. Conversely, the queue length process is positive-recurrent for all \( N \) sufficiently large if

\[
\rho < 1 \quad \text{and} \quad \xi = \limsup_{N \to \infty} \frac{\xi(N)}{f(N)} < 1,
\]

where \( \xi := \frac{\lambda}{\nu (1 - \rho)} \). Condition (2) entails \( f(N) \geq \frac{1}{N} \), and we will focus on the case where \( f(N) > \frac{1}{N} \), so that \( \xi = 0 \). The case with \( \xi > 0 \) was analyzed in [10], [11].

We henceforth assume that condition (2) is satisfied, so that the queue length process is positive-recurrent for all sufficiently large values of \( N \). Denote by \( Q_N \) the random vector with the stationary distribution of the queue length process \( Q(N)(t) \), tracking the buffer contents of the various nodes. Note that each component \( Q_n(t) \) has the same distribution since all the nodes are exchangeable, and let \( Q_N \) be a random variable with that common distribution. Similarly we define the stationary versions of the processes \( X(N) \), \( Z(N) \), and
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The next proposition states that, for suitable initial conditions,
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**Proposition 3. Multi-Scale Mean-Field Limit** Assume that
\( \frac{1}{N} f(N) \to \infty \) and that \( \zeta(N)(0) \to \zeta(0) \) as \( N \to \infty \).
Then
\[
\zeta(N) \left( \frac{t}{f(N)} \right) \Rightarrow \zeta(t) \quad \text{as} \quad N \to \infty, \tag{7}
\]
where \( \zeta(t) \) satisfies the system of differential equations
\[
\frac{\partial \zeta(t)}{\partial t} = H(\zeta(t)), \tag{8}
\]
with
\[
H_k(\zeta(t)) = \lambda_k - \nu \pi_k^0 \zeta_k(t), \tag{8.a}
\]
\[
H_k(\zeta(t)) = \lambda \zeta_k(t) - \nu \pi_k^0 \zeta_k(t), \tag{8.b}
\]
for \( k = 2, \ldots, \tilde{k} \) and \( \pi_k^0(\zeta(t)) = \mu_k / (\mu + \nu \zeta(t)) \).

B. Discussion of mean-field limit behavior

The differential equations that arise in the above multi-scale
mean-field limit may be interpreted as follows. The function
\( H_k(\zeta(t)) \) represents the change in the rescaled number
of nodes with a queue length of \( k \) or larger in the state \( \zeta(t) \),
which is increasing at rate \( \lambda \zeta_k(t) \) due to packet arrivals
at nodes with queue length exactly \( k-1 \) and decreasing
at rate \( \nu \pi_k^0 \zeta_k(t) \) due to successful back-off completions
at nodes with queue length exactly \( k \). The term \( \pi_k^0(\zeta(t)) \) captures the
fraction of time that successful back-off completions can occur
in state \( \zeta(t) \), which corresponds to the fraction of time that no
node is active. The function \( H_1(\zeta(t)) \) similarly represents the
change in the rescaled number of nodes with a non-zero queue
length in the state \( \zeta(t) \), but the term corresponding to arrivals
at nodes with zero queue length takes a slightly simpler form
since by definition \( \bar{Z}_0 = 1 \).

The proof of Proposition 3 is lengthy and technically
involved. For the details we refer to [8, Sect. 5.3]. The key
argument involves a stochastic averaging principle similar to
[11], [19], capturing a separation of time scales between the
‘fast’ activity process $Y^{(N)}(t)$ and the ‘slow’ rescaled cumulative population process $\tilde{Z}^{(N)}(t)$. To illustrate the separation of time scales, it is useful to consider the drifts of these two processes. When the state is $(\tilde{z}, y) = (\tilde{Z}^{(N)}(t), Y^{(N)}(t))$, the $k$-th component of $\tilde{Z}^{(N)}(t)$ experiences a drift

$$F_k(\tilde{z}, y) = f(N)\lambda \left(\frac{z_{k-1}}{Nf(N)} - \frac{\tilde{z}_k}{Nf(N)}\right) - f(N)\nu \mathbb{1}\{y = 0\} \left(z_k - \frac{\tilde{z}_{k+1}}{Nf(N)}\right),$$

(9)

while the activity process is subject to a drift

$$G(\tilde{z}, y) = \nu \mathbb{1}\{y = 0\} \tilde{z}_1 - \mu \mathbb{1}\{y = 1\}.$$  

(10)

Equations (9) and (10) reflect that the rescaled population process $\tilde{Z}^{(N)}(t)$ changes at a ‘slow’ rate $f(N)$ as $N \to \infty$, while the activity process $Y^{(N)}(t)$ evolves at a ‘fast’ $O(1)$ rate. (Equation (9) further reflects that although all the components $Z_k^{(N)}(t)$ are of different orders-of-magnitude, the rescaled versions $\tilde{Z}_k^{(N)}(t), k = 1, \ldots, \tilde{k}$, all evolve on the common time scale $1/f(N)$). Hence, by rescaling time by $1/f(N)$ and letting $N$ grow large, the activity process instantaneously converges to its stationary distribution, which only depends on the current state of the rescaled population process. The latter stationary distribution is given by $\pi_{\tilde{z}} = (\pi_{\tilde{z}_1}, \pi_{\tilde{z}_2})$ such that

$$\nu \pi_{\tilde{z}_1}^0 - \mu \pi_{\tilde{z}_2}^0 = 0, \quad \pi_{\tilde{z}_1}^0 + \pi_{\tilde{z}_2}^0 = 1,$$

yielding $\pi_{\tilde{z}_1}^0 = \mu / (\mu + \nu \tilde{z}_1)$.

This then implies that the sum of the first and third term in Equation (9) converges to the function $H_k(t)$ as $N \to \infty$. It can further be shown that the other two terms scaled by $N f(N)$ vanish as $N \to \infty$, yielding Proposition 3.

C. Fixed point

We now turn attention to the fixed point of the mean-field limit as stated in Proposition 3. The fixed point will be used to determine the buffer content and delay distributions at individual nodes and demonstrate the concentration property of the aggregate back-off rate.

The next proposition identifies the fixed point of the system of differential equations (7), and establishes that it is globally stable. The proof is provided in Appendix A.

**Proposition 4. Fixed Point of Mean-Field Limit** For any initial state $\zeta(0)$, there exists a unique solution $\zeta(t)$ of the system of differential equations (7), with

$$\lim_{t \to \infty} \zeta(t) = \zeta^*, \quad \zeta_k^* = \xi^k, \quad \forall k = 1, \ldots, \tilde{k},$$

with $\xi = \frac{\lambda}{\nu(1 - \rho)}$ as defined earlier.

- **Stationary performance at individual nodes.** The fixed point can be leveraged to obtain stationary performance measures at individual nodes. Specifically, if we assume the large-scale ($N \to \infty$) and stationary ($t \to \infty$) limits to commute, then we obtain an asymptotic approximation for the buffer content distribution at an individual node

$$\mathbb{P}\{Q^{(N)} \geq k\} = \frac{\mathbb{E}[\tilde{Z}_k^{(N)}]}{N} \sim \frac{\zeta_k^*}{(N f(N))^k} = \left(\frac{\xi}{N f(N)}\right)^k,$$

(11)

for all $k = 1, \ldots, \tilde{k}$. Applying a similar observation as used in the the distributional form of Little’s law, this also yields an asymptotic approximation for the waiting-time distribution

$$\mathbb{P}\{W^{(N)} \geq t\} \sim e^{-(\nu(1 - \rho) f(N) - \frac{\xi}{f(N)})t},$$

(12)

and thus $\mathbb{P}\{f(N) W^{(N)} \geq t\} \to e^{-\nu(1 - \rho) t}$ as $N \to \infty$. This reflects that asymptotically the queue length and waiting time at each individual node behave as the total number of jobs and the sojourn time in an $M/M/1$ system with arrival rate $\lambda/N$ and service rate $\nu(1 - \rho) f(N)$, and thus evolve as in an $M/M/1$ system with arrival rate $\lambda/(N f(N))$ and service rate $\nu(1 - \rho)$ when viewed on a time scale $1/f(N)$.

- **Implications for aggregate back-off rate.** The mean-field limit in Proposition 3 implies that the rescaled number $f(N) \tilde{Z}_1^{(N)}(t)$ of backlogged nodes at time $t$ converges to $\zeta_1(t)$ as $N \to \infty$. In particular, the rescaled stationary number of backlogged nodes $f(N) \tilde{Z}_1^{(N)}$ settles around its mean value $\zeta_1 = \xi = \frac{\lambda}{\nu(1 - \rho)}$ as $N \to \infty$. It follows that the stationary aggregate back-off rate $V^{(N)} = f(N) \tilde{Z}_1^{(N)}$ concentrates around its mean value $\nu \zeta_1 = \frac{\lambda}{\nu - \rho}$. Thus, the mean stationary aggregate back-off rate multiplied with the stationary fraction of time $1 - \rho$ that no node is active, i.e., $Y^{(N)} = 0$, equals $\lambda$, which makes sense as summing the balance equations for the population process $X^{(N)}(t)$ in fact yields the identity relation

$$\mathbb{E}[\mathbb{1}\{Y^{(N)} = 0\}] = \lambda.$$

It is interesting to observe that the mean stationary aggregate back-off rate does not depend on the scaling factor $f(N)$. This reflects a self-regulating property, where the number of backlogged nodes that is actively competing for the medium is roughly inversely proportional to the nominal back-off rate. For example, a more aggressive back-off scaling indirectly results in a proportional reduction of the number of backlogged nodes. Thus, the improvement of the packet delay performance observed in Section III does not come at the expense of an increase in the aggregate back-off rate and excessive activations or collisions.

The mean-field limit also suggests that each individual node is backlogged with probability $\frac{\xi}{N f(N)}$ as $N \to \infty$. Assuming independence among nodes, this would imply that $Z_1^{(N)}$ is roughly distributed as a binomial random variable $\text{Bin}(m, p)$ where $m = N$ is the number of trials and $p = \frac{\xi}{N f(N)}$ is the probability of success. This would imply that $Z_1^{(N)}$, when properly centered and normalized, is approximately distributed as a standard normal random variable

$$\sqrt{\frac{f(N)}{\xi}} \left(Z_1^{(N)} - \frac{\xi}{f(N)}\right) \sim \mathcal{N}(0, 1).$$
However, independence only holds among finite subsets of nodes in the mean-field limit, and not among all nodes. In the next section we will establish nevertheless a central limit result for $L^{(N)}$ which allows us to show that the above normal approximation provides a conservative estimate for $Z_1^{(N)}$ and that the stationary aggregate back-off rate is bounded with high probability.

V. AGGREGATE BACK-OFF RATE

The mean-field limit established in the previous section provides detailed insight in the dynamics of the buffer occupancy process and revealed a remarkable self-regulating property. Specifically, the rescaled stationary number of backlogged nodes $f(N)Z_1^{(N)}$ that actively compete for the medium, settles around its mean value $\xi$, and hence the aggregate back-off rate $V^{(N)} = \nu f(N)Z_1^{(N)}$ concentrates around $\nu \xi = \lambda/(1 - \rho)$. In this section, we seek to obtain further insights in the fluctuation of $V^{(N)}$ around $\lambda/(1 - \rho)$. Specifically, we show that the variation in the rescaled total system backlog around $\xi$ is governed by a central limit behavior which yields concentration bounds for the aggregate back-off rate.

A. Central-limit behavior of the total system backlog

The next theorem shows that the total system backlog satisfies a central limit law.

**Theorem 1.** Assume $\rho < 1$ and $N^{-2/3} < f(N) < N - 1$. Then

$$
\frac{f(N)L^{(N)} - \xi}{\sqrt{f(N)}\sigma} \Rightarrow N(0, 1), \quad \sigma := \left(1 + \frac{\rho^2}{1 - \rho}\right)\xi. \tag{13}
$$

To prove Theorem 1, we first introduce a variation of the CSMA network, and establish a central limit theorem for this auxiliary model. The core of the proof consists in showing that the CSMA network and its variation are strongly related and that the CSMA network therefore obeys the same central limit law when $N^{-2/3} < f(N) \Rightarrow N - 1$. Specifically, it can be shown that the total system backlog in the CSMA network is stochastically bounded from above by that in the auxiliary model. This, together with proving that the stationary total system backlogs of the two models are relatively close in expectation, concludes the proof.

- **A variation of the CSMA network.** In the CSMA network under investigation each backlogged node attempts back-offs at rate $\nu f(N)$, independent of its exact buffer content. Now imagine a variation where a node with buffer content $k$ attempts back-offs at rate $k\nu f(N)$. Intuitively, in the variation of the CSMA network an exponential back-off clock is associated with every packet, while in the original CSMA network only with those packets at the head of their queue. This corresponds to a $1$-limited vacation queueing model analyzed in [6], where vacations are interrupted at the instants of a time-inhomogeneous Poisson process with a rate that is $\nu f(N)$ times the number of packets in the queue.

Let $L^{A,(N)}$ be the stationary number of waiting packets and $\tilde{L}^{A,(N)}$ the stationary total number of packets (including the one in service) in the auxiliary model. In [6, Cor. 3.5] the probability generating function of $\tilde{L}^{A,(N)}$ is shown to be

$$
G_{\tilde{L}^{A,(N)}}(r) = \left(\frac{1 - \rho}{1 - \rho r}\right)^{1 + \sqrt{N}1\sigma} \left(e^{(r-1)\sqrt{N}1\sigma}\right). \tag{14}
$$

The next theorem shows the central limit theorem for $L^{A,(N)}$. The proof is presented in Appendix B.

**Theorem 2.** Assume $\rho < 1$ and $f(N) < N - 1$. Then

$$
\frac{f(N)L^{A,(N)} - \xi}{\sqrt{f(N)}\sigma} \Rightarrow N(0, 1), \tag{15}
$$

where $\sigma$ is as defined in (13).

- **Proof of Theorem 1.** In order to deduce (13) from (15), it remains to be shown that the original CSMA network and its variation are strongly similar in a certain sense, and that the central limit law for the auxiliary model hence carries over to the original CSMA network.

First of all, we observe that $L^{A,(N)}$ is stochastically bounded from above by $L^{(N)}$. This result is plausible since given the same total buffer content in the two models, the aggregate back-off rate in the auxiliary model is larger than that in the original network. The proof of this fact involves stochastic coupling arguments, and is omitted because of page constraints. At the same time, $L^{A,(N)}$ and $L^{(N)}$ are relatively close in expectation. Indeed, noting that

$$
E[\tilde{L}^{A,(N)}] = G_{\tilde{L}^{A,(N)}}(1), \quad E[L^{A,(N)}] = E[\tilde{L}^{A,(N)}] - \rho, \tag{16}
$$

we obtain from (4) and (14), that

$$
E[L^{A,(N)}] - E[L^{A,(N)}] = \frac{\xi}{N f(N)} - \xi \left(\frac{\rho^2}{1 - \rho} + \frac{\xi}{f(N)}\right),
$$

which scales as $\frac{1}{N f(N)}$ when $N \to \infty$ and $f(N) \leq N - 1$.

We are now ready to present the following proposition, which allows us to prove the central limit law for the original CSMA network, exploiting Theorem 2 and the closeness with the auxiliary model. The proof of the proposition is omitted here due to page limitations and the details are presented in [8, Prop. 5.3].

**Proposition 5.** Consider two sequences of random variables $\{X_n\}_{n \geq 1}$, $\{X_n^L\}_{n \geq 1}$, a sequence $\{(c_n, d_n)\}_{n \geq 1} \subseteq \mathbb{R}_+ \times \mathbb{R}$, and a random variable $X > 0$ such that $X_n^L \leq X_n$ for every $n \geq 0$, and

$$
c_n X_n + d_n \Rightarrow X, \quad \lim_{n \to \infty} c_n \left(E[X_n^L] - E[X_n]\right) = 0.
$$

Then, it holds that $c_n X_n^U + d_n \Rightarrow X$.

To prove Theorem 1, we apply Proposition 5 to the sequences given by $X_n^U = L^{(N)}$, $X_n^L = L^{A,(N)}$, and

$$
(c_n, d_n) = \left(\frac{f(N)}{\sigma}, -\frac{\xi}{\sqrt{f(N)}\sigma}\right).
$$

Observe that Theorem 2, for $f(N) < N - 1$, yields

$$
c_n L^{A,(N)} + d_N \Rightarrow N(0, 1).
In order to apply Proposition 5, we only need to show that
\[
\lim_{N \to \infty} \sqrt{\frac{f(N)}{\sigma}} P\{ L^{(N)} - L^{A,(N)} \} = 0,
\]
which is the case due to (16) if and only if \( f(N) > N^{-\frac{3}{2}} \).

\bullet \text{Discussion of Theorem 1.} As discussed above, the proof of Theorem 1 is based on the connection between the CSMA network and the auxiliary model. However, while the central limit law for the auxiliary model also holds for \( f(N) \leq N^{-\frac{3}{2}} \), the same does not for the CSMA network. The difference between the two scenarios is due to the number of nodes \( Z_2^{(N)} \) with two or more packets in the buffer. In Section IV, we proved that, since \( k > 2 \) for \( f(N) < N^{-\frac{3}{2}} \), we have \( Z_2^{(N)} \Rightarrow \xi^2/(Nf(N)^2) \), which does not vanish when the central limit scaling is applied.

\section{B. Concentration bounds for the aggregate back-off rate}
We now aim to understand the implications of Theorem 1 for the stationary aggregate back-off rate. We proved that, assuming \( f < 1 \) and \( N^{-\frac{3}{2}} < f(N) < N \),
\[
\lim_{N \to \infty} P\{ f(N)L^{(N)} > \tau(N) \} = P\{ N_1 > \bar{\tau} \},
\]
where
\[
N_1 \sim \mathcal{N}(0,1), \quad \bar{\tau} = \lim_{N \to \infty} \frac{\tau(N) - \xi}{\sqrt{f(N)N}}.
\]
Since \( Z_2^{(N)} \leq L^{(N)} \) by definition, we obtain by taking \( \tau(N) = \xi + \frac{\sqrt{f(N)}}{\nu} \) that
\[
\lim_{N \to \infty} P\{ V^{(N)} > \frac{\lambda}{1 - \rho} + \frac{\kappa}{\sqrt{f(N)}} \} \leq 1 - \Phi\left( \frac{\kappa}{\sqrt{\sigma}} \right),
\]
where \( \Phi(\cdot) \) is the CDF of the standard normal distribution and \( \sigma \) is defined as in (13). In particular, the aggregate back-off rate \( V^{(N)} \) is asymptotically bounded from above by \( \nu \xi + \kappa \sqrt{f(N)} = \frac{\lambda}{1 - \rho} + \kappa \sqrt{f(N)} \) with high probability for sufficiently large \( \kappa \) values.

\section{C. Optimal back-off rates}
Consider \( f(N) = -\log(N) \), i.e., \( N^{-\epsilon} < f(N) < N^{-1} \) for every \( \epsilon > 0 \). Let us examine the performance in terms of the stationary waiting time and aggregate back-off rate. From (11) and (12) we deduce that
\[
Q^{(N)} \sim \text{Geom}\left( \frac{\xi \log(N)}{N} \right), \quad W^{(N)} \sim \text{Exp}\left( \frac{\nu(1-\rho)}{\log(N)} - \frac{\lambda}{N} \right),
\]
and from (13) we obtain
\[
\frac{L^{(N)} - \xi \log(N)}{\sqrt{\log(N)\sigma}} \Rightarrow \mathcal{N}(0,1).
\]
From (17), we obtain
\[
\lim_{N \to \infty} P\{ V^{(N)} > \frac{\lambda}{1 - \rho} + \frac{\kappa}{\sqrt{\log(N)}} \} \leq 1 - \Phi\left( \frac{\kappa}{\sqrt{\sigma}} \right),
\]
and in particular
\[
P\{ V^{(N)} > \frac{\lambda}{1 - \rho} + \frac{1}{\epsilon \sqrt{\log(N)}} \} \to 0
\]
for every \( \epsilon, \kappa > 0 \) as \( N \to \infty \). This demonstrates that as the network dimension grows large, on the one hand the waiting time increases only logarithmically in the dimension, on the other hand the system self-regulates so that the large majority of the nodes are empty most of the time and therefore storms of back-off completions are rare. As is illustrated by this example, a mean waiting time of the order \( 1/f(N) \) corresponds to a variation in the aggregate back-off rate of the order \( \sqrt{f(N)} \). As a general guideline, this advocates a scaling factor that decays slowly to optimize the waiting-time performance, unless the variation in the aggregate back-off rate is a major concern.

\section{VI. Numerical and Simulation Experiments}
\subsection{A. Accuracy of the multi-scale mean-field approximation}
We consider Example 1 with \( \lambda = 0.75, \nu = 2, \mu = 1, \) and \( f(N) = N^{-7/10} \), so that \( \xi = 1.5, \rho = 0.75, \) and \( k = 3 \). In Figure 1 we show the sample path of \( \zeta^{(N)}(t) \) obtained from simulations with \( N = 10^3, 10^6 \). Observe that as \( N \) grows large, the sample path of \( \zeta^{(N)}(t) \) gets closer to the numerical solution of (7) which is displayed as a dashed line. The rate of convergence depends on how fast \( f(N)^k N^{k-1} \), the magnitude of the process, tends to zero. Note that for \( k = 3 \) we have \( f(N)^k N^{k-1} = N^{1/10} \), hence the convergence is slow and the process is noisy even for \( N = 10^6 \).
Although sample path convergence may be slow for large $k$, the mean-field limit captures the average behavior very accurately, even for low values of $N$. We simulated 1000 independent instances for $N = 10^2, 10^4$, and considered

$$\zeta_k^{(N)}(t) = \frac{1}{1000} \sum_{j=1}^{1000} \zeta_k^{(N),j}(t), \quad k = 1, 2, 3,$$

where $\zeta_k^{(N),j}(t)$ describes the cumulative population process observed in the $j$-th simulation with $N$ nodes. In Figure 2 we present the comparison between $\zeta_k^{(N)}(t)$ and $\zeta_k^{(N)}(t)$. Observe that already for $N = 10^3$ these are almost indistinguishable.

B. Performance of individual nodes

Consider Example 2 with $\lambda = 0.8$, $\nu = 2$, $\mu = 1$, and $f(N) = N^{-3/5}$, so that $\xi = 2$, $\rho = 0.8$, and $k = 2$. In Section IV-C, we discussed how to leverage the mean-field limit to approximate the stationary queue length distribution at an individual node. In particular, equation (11), in our example, yields

$$\mathbb{P}\{Q^{(N)} \geq 1\} \approx 2N^{-2/5} =: z_1^{(N)},$$

$$\mathbb{P}\{Q^{(N)} \geq 2\} \approx 4N^{-4/5} =: z_2^{(N)}.$$

In Figure 3 we display the evolution of the queue length at a specific node (node $n = 1$) both in case $N = 100$ and $N = 1000$, and observe the striking accuracy of the proposed approximation. In particular, we computed

$$\hat{Z}_k^{(N)}(t) = \frac{1}{t} \int_0^t \mathbb{1}\{Q_1^{(N)}(t) \geq k\},$$

and show that $\lim_{n \to \infty} \hat{Z}_k^{(N)}(t)$ is well approximated by $z_k^{(N)}$ already for $N = 100$.

In Section IV-C we also claimed that the properly scaled stationary waiting-time distribution at an individual node is accurately approximated by $W_N$, an exponential random variable with parameter $\nu(1 - \rho) - \lambda/N f(N)$, and eventually converges to $W \sim \text{Exp}(\nu(1 - \rho))$. We simulated the scenario in Example 2 both for $N = 100$ and $N = 1000$ until $\sum_{n=1}^N T_n^{(N)}(t) = 200N$, where $T_n^{(N)}(t)$ is the cumulative number of back-off completions of node $n$ by time $t$. We kept track of $\hat{W}_j^{(N)}$, the time spent in the buffer by the $j$-th packet starting a transmission for $j = 1, \ldots, 200N$. In Figure 4 we compare the empirical distribution of $f(N)\hat{W}_j^{(N)}$ with that of $W_N$ and $W$. As expected, the approximation $W_N$ is extremely accurate for $N = 1000$, and remarkably sharp already for $N = 100$. As $N$ grows large, $W_N$ clearly converges to $W$ as well as the empirical distribution.

C. Bounded aggregate back-off rate

In Section V we observed that the total system backlog scales as $1/f(N)$ as $N \to \infty$, and then used (18) to bound the probability that the aggregate back-off rate $V^{(N)}$ exceeds a certain threshold. We now aim to understand how frequently $V^{(N)}$ exceeds $\frac{1}{N \rho} + \kappa$ for different values of $N$ and $\kappa$. We empirically show that $V^{(N)}$ rarely grows large as $N$ gets larger, thus storms of back-off completions are rare.

Let us consider the following examples. In Example 3 we set $\lambda = 0.6$, $\nu = 1$, $\mu = 1$, and $f(N) = N^{-1/2}$, so that $\xi = 1.5$ and $\sigma = 2.85$. In Example 4 we set $\lambda = 0.8$, $\nu = 8$, $\mu = 1$, and $f(N) = N^{-1/2}$, so that $\xi = 0.5$ and $\sigma = 2.1$.

For both examples, we let simulations run for different choices of $N$ and $\kappa$ from an initially empty configuration, and report the results in Table I. Observe that already for small values of $N$, the fraction of time that the aggregate back-off rate exceeds $\frac{1}{N \rho} + \nu \sigma$ is negligible.

VII. CONCLUSION

We investigated how back-off rates impact the performance of ultra-dense random-access networks with intermittent traffic sources. We presented closed-form stability conditions and expressions for the expected stationary queue length and waiting time as a function of the back-off rate. We performed a multi-scale mean-field analysis and observed that the number of backlogged nodes in stationarity is inversely proportional...
to the nominal back-off rate as $N$ grows large. This self-regulating property hints that the aggregate back-off rate remains bounded with high probability thus precluding storms of back-off completions. This latter property is formally established by proving a central limit theorem for the stationary total number of backlogged packets.

To the best of our knowledge, this is the first work to examine the performance impact of the back-off rates in ultra-dense random-access networks. We have only considered full interference conditions, and aim to extend the results to more complicated interference scenarios in future work.
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APPENDIX

A. Proof of Proposition 4

Existence and uniqueness of a solution $\zeta(t)$ easily follows by observing that $H(\cdot)$ in (8) is a Lipschitz continuous function. So as to show that $\zeta^*$ is a globally stable fixed point we use induction on $k$. For $\zeta_1(t)$, it follows from (8a) that

$$\frac{d\zeta_1(t)}{dt} = \lambda - \frac{\nu \zeta_1(t) - \nu \zeta_2(t)}{\mu + \nu \zeta_1(t)}.$$  

Note that if $\zeta_0(0) \geq 0$, then $\zeta_0(0) \geq 0$ for all $t \geq 0$. Hence, given that $\zeta_0(t) \geq 0$, it holds that $\frac{d\zeta_0(t)}{dt} > 0$ if and only if $\zeta_0(t) < \zeta^*$, where $\zeta^* = \xi$. Let us now consider $k \leq \xi$ and assume the inductive hypothesis, i.e., $\zeta_k(t) \to \xi_k$ for every $j < k$. It follows from (8b) that

$$\frac{d\zeta_k(t)}{dt} = \lambda \zeta_{k-1}(t) - \frac{\nu \mu \zeta_k(t)}{\mu + \nu \zeta_1(t)},$$

with $\zeta_1(t) \to \xi$ and $\zeta_{k-1}(t) \to \xi^{k-1}$. Hence, $\frac{d\zeta_k(t)}{dt} \to \lambda \xi^{k-1} - \nu (1 - \rho) \zeta_k(t)$, which is positive if and only if $\zeta_k(t) < \xi^k$. Thus we conclude that $\zeta_k(t) \to \xi^k$.

B. Proof of Theorem 2

It follows from (14) that $\tilde{L}^N(N) \sim B(N^2 + B(N^2 + 1 - \rho)$, where $P(N) \sim \text{Pois} \left( \frac{\lambda}{\nu f(N)} \right)$, $B(N) \sim \text{NB} \left( 1 + \frac{\lambda}{\nu f(N)}, 1 - \rho \right)$, and $N(n, p)$ is a Negative Binomial random variable counting the number of failures before the $n$-th success in a sequence of Bernoulli trials with success probability $p$. As $N$ grows large, $p(N)$ and $B(N)$ suitably centered and scaled, converge to normal random variables:

$$\hat{P}(N) \Rightarrow \mathcal{N}(\varphi, \lambda)$$

where

$$\varphi := \sqrt{f(N)} \left( p(N) - \frac{\lambda}{\nu f(N)} \right),$$

and

$$\bar{B}(N) \Rightarrow \mathcal{N}(\lambda, \lambda \frac{\lambda}{(1 - \rho)^2 \nu})$$

The proof is completed by observing that $\tilde{L}^N(N) - 1 \leq L^N(N) \leq \bar{L}^N(N)$. The bound

$$\frac{\rho + \frac{\rho}{\nu f(N)}}{\nu f(N)} = \xi,$$

and

$$\frac{\rho}{\nu f(N)} = \sigma.$$

Therefore, the self-regulating property remains valid as $N$ grows large.