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Abstract—This paper explores the use of distributed intelligence to assist the integration of the demand as a flexible resource, to mitigate the emerging uncertainty in the power system, while fulfilling the customer’s local needs, i.e., comfort management. More exactly, our contribution is two-fold. Firstly, we propose a novel cooperative and decentralized reinforcement learning method, dubbed extended joint action learning (eJAL). Secondly, we perform a comparison between eJAL to non-cooperative decentralized decision making strategies, i.e., Q-learning, and a centralized game theoretic approach, i.e., Nash n-player game. This comparison has been conducted on the basis of grid support effectiveness and the loss of comfort for each customer. Various metrics were used to analyze the advantages and disadvantages of each method. We demonstrated that a range of flexibility requests can be met by providing an optimal energy portfolio of buildings without substantially violating comfort constraints. Moreover, we showed that the proposed eJAL method achieves the highest fairness index.

Index Terms—Demand flexibility, Demand Response, Decision-making, Cooperation, Distributed control, Multi-agent systems, Smart grid.

I. INTRODUCTION

The increased penetration of renewable energy sources (RES) and distributed energy resources (DER) into the power system can potentially lead to problems due to their intrinsically stochastic nature [1]–[4]. These problems can be either at the system level such as supply-demand mismatch, or network level like transport congestions. Among the different mechanisms developed to deal with the increasing operational uncertainty, Demand flexibility from demand response (DR) can be considered as an alternative resource to provide support services to the grid operation in a reasonable time [5]–[7]. It is generally defined as ‘the changes in consumption/injection of electrical power from/to the power system from their current/normal patterns in response to certain signals, either voluntarily or mandatory’ [8]. In literature, demand flexibility has been shown to: contribute to network congestion resolution; increasing asset utilization; peak demand reduction; and energy balancing; aiding in accommodating a higher penetration of RES [9]–[13].

Being responsible for about one-third of the electrical energy consumed in cities [14], non-residential commercial customers play a significant role in providing demand flexibility [15]–[18]. However, this potential is limited by the comfort requirements of the occupants [19]. Different studies have investigated the relationship between demand flexibility and comfort, showing the flexibility potential in either comfort optimization; passive thermal energy storage; or heating ventilation and air conditioning system (HVAC) control [20], [21]. Some other studies have tried to define how comfort defines and affect flexibility [22], [23]. Nevertheless, a clear use of comfort as part of the decision variables is still lacking. Especially, to guarantee the correct operation of the building when acting as a flexible resource for DR.

Furthermore, the distributed nature and size of active customers require the demand flexibility to be aggregated (the demand flexibility potential of commercial buildings is a scarce resource, that is bounded by comfort) [15], [16]. Therefore, it is paramount to define an adequate decision making strategy to maximize the welfare of the different stakeholders in DR. In literature, reinforcement learning (RL) has become an increasingly popular technique for decision making due to its capacity to solve problems without initial knowledge of the environment [24], [25]. Inspired by behavioral psychology, RL aims to map the link between actions and environmental states in order to maximize a reward, using only the experience of the decision maker in an unsupervised learning process. This makes RL an interesting option for the coordination of DR resources in a dynamic and large scale environment, such as the emerging power system [26], [27].

This paper proposes a scalable architecture based on Multi-Agent Systems (MAS) to exploit the demand flexibility from a cluster of buildings, while minimizing the individual impacts on comfort. Accordingly, this paper proposes a novel cooperative and decentralized method for decision making based on reinforcement learning, dubbed: extended joint action learning (eJAL). This method is compared to a decentralized non-cooperative method, i.e., Q-learning, and to a centralized non-cooperative one, i.e., Nash n-player game, on the basis of grid support effectiveness, fairness, and comfort loss.

To summarize, the main contributions of this paper are:

• A novel cooperative and decentralized method for decision making strategies in the smart grid context based on reinforcement learning, namely eJAL.
• A comparison of centralized versus decentralized and cooperative versus non-cooperative strategies. This comparison is limited to one type of method for each strategy.
• A conceptualization of the relation between comfort and demand response, based on empirical observations of how comfort affects demand response and vice versa.
These lead to the development of an agent based platform to exploit and manage the demand flexibility potential of non-residential buildings, while taking into account the individual building dynamics.

The remainder of this paper is structured as follows. Section II explores the concept of demand flexibility and comfort, in order to formulate the problem. Section III introduces the agent based control framework, and discuss the various decision making strategies. Section IV describes the proposed method, followed by Section V where the results are shown. Lastly, the paper is closed with conclusions drawn from the work.

II. BUILDING DEMAND FLEXIBILITY

Within buildings, the main objective is to provide and maintain a comfortable and healthy environment for the occupants, regardless of the specific function of the building or building zone, e.g., retail shop, office building, conference room, or toilette [28]. This means that demand flexibility could potentially have a negative impact on the building operation [19]. Thus, to avoid any negative impacts from DR, it is paramount to establish the relationship between the comfort dynamics of buildings and the available demand flexibility.

A. Comfort and energy

Comfort is a complex and subjective human perception, defined mostly by the thermal, indoor air, visual, and acoustic characteristics of the building. Based on the previous work [29], the comfort index (C) is conceptualized as a function of the indoor temperature (T) and relative humidity (R)\(^1\), expressed by a combination of two Gaussian functions representing thermal and air quality comfort, and varying between 0.0, i.e., no comfort, and 1.0, i.e., complete satisfaction, as shown in the following equation:

\[
C = \frac{\xi}{2\pi} e^{-\frac{(T-\mu_T)^2}{2\sigma_T^2}} + (1-\xi) e^{-\frac{(R-\mu_R)^2}{2\sigma_R^2}}
\]  

where, \(\xi \in [0, 1]\) is a weight factor; \(\mu_T\) is the mean temperature value or the optimal temperature set point; \(\sigma_T\) is the thermal comfort standard deviation, i.e., comfort band; \(\mu_R\) is the mean humidity; and \(\sigma_R\) is the standard deviation for air quality comfort.

The first part in eq. (1) represents the thermal comfort, i.e., the change in time of the temperature in the building. This change can be modeled applying the energy conservation principle, as a function of the internal heat gains, the contributions of the air handling unit (AHU) and heating system, and the heat losses to the outdoor environment. The second part represents the air quality comfort measured through the relative humidity dynamics in the air, which can be represented through the mass component balances in the air volume. More details on the relation between comfort management and energy demand are given in [29].

\(^1\) The \(CO_2\) concentration levels is an important part of the air quality comfort. However, in this paper the \(CO_2\) concentration level is used as a system constraint according to [29].

The total power consumption (\(P_{\text{total}}\)) in kilowatts [kW] of a building is the result of the operation of the different systems, i.e., comfort and non-comfort, present in the building.

\[
P_{\text{total}} = P_{\text{Aq}} + P_{\text{Tc}} + \sum_{j=1}^{z} P_j
\]  

where, \(P_{\text{Aq}}\) represents the power demand of the air handling unit (AHU) to control the indoor humidity level through the removal/addition of water particles to the indoor air; \(P_{\text{Tc}}\) is the power consumed to control the indoor temperature through the removal/addition of heat to the indoor environment; and \(P_j\) represents the power consumed by the zone’s devices in the Z zones, e.g., lights, computers, etc.

In this work, the AUH and the heater are the active comfort systems in charge of providing flexibility. Thus, the flexibility offer of a building (\(F_s\)) can be expressed as follows:

\[
F_s = \frac{P_{\text{C}}}{P_{\text{C}}^f}
\]  

\[
P_{\text{C}} = P_{\text{Aq}} + P_{\text{Tc}}
\]  

where \(P_{\text{C}}\) is the nominal power demanded by the comfort systems in building; and \(P_{\text{C}}^f\) is the amount of power that can be shifted, curtailed, or increased by the comfort systems in building.

B. Problem formulation

In this article, the problem is formulated as a single optimization problem that originates from the need to aggregate demand flexibility. To do so, the concept of an aggregator is introduced as the entity responsible for invoking and collecting sufficient demand flexibility from a portfolio of buildings to satisfy a given flexibility request, and at the lowest cost for the end user, e.g., comfort loss. This is equivalent to the minimization of the difference between the sum of all flexibility offers (\(F_s\)), i.e., aggregated flexibility, and a flexibility request (\(F_r\)), with a hard comfort constraint for all the buildings. This problem is solved at every time interval \(t\) for a given \(F_r\), as follows:

\[
\text{Minimize } \sum_{i=1}^{n} \left( F_r - \sum_{i=1}^{B} (F_{s,i} P_{\text{C},i}) \right)
\]  

subject to \(C_{t,i} \geq C_{t,i}^{\text{min}}, \forall i \in B, \forall t \in [1, ..., n]\),

\[
F_{s,i} \geq 0.
\]  

where, \(B = \{1, \cdots, B\}\) is the set of buildings offering flexibility; \(F_r\) is defined as the total amount of power to be shifted, curtailed, or increased at a given moment of time; \(F_{s,i}\) is the flexibility offer of building \(i\); \(C_i\) is the comfort pertaining to the \(i\)th building as in (1); and \(C_{i,\text{min}}\) is the minimum allowable comfort for the \(i\)th building.

Despite the fact that this research focuses on the problem described by eq. (5) and solved for \(F_{s,i}\) to offer grid support services, it relies on the ability of each building to optimize its comfort and energy use. This is a multi-objective problem, with two conflicting objective functions, i.e., comfort maximization and energy use minimization. For the purposes of
this paper, this problem is solved using a weighted aggregation approached combined with particle swarm optimization. However, the details of the problem formulation and its solution for this problem are not presented in this article as it is beyond the our scope, but can be found in [29]. The aim of this research is to define the flexibility offer of each building at a given moment of time and given the specific comfort situation of the building. Furthermore, this paper explores the technical uses of flexibility which occurs in the operation time scale, i.e., near real-time, and within a local distribution network area. In this case, the flexibility is used to facilitate local grid operations, through appropriate decision making and the use of distributed and decentralized intelligence. More details on how this problem is solved are given in the next sections.

III. Preliminaries

The demand flexibility aggregation problem (see eq.(5)) is highly complex, not only because its complexity increases with the number of buildings, but also because it is potentially conflicting to optimization task of each building. To cope with this, we harness the advantages of MAS, which provide a natural framework for solving complex and conflicting tasks relying on self-interested or cooperative behaviors.

A. Agent based control

In power systems, MAS have been applied to a wide range of applications, e.g., condition monitoring, system restoration, market simulation, network control and automation, and demand monitoring and control [30], [31]. Moreover, MAS have been also widely studied in the area of building automation, building energy management, and building control and operation [32], [33]. In general, a MAS is formed by two or more intelligent agents, that divide the large control task into smaller sub-tasks. However, the distributed nature of MAS ensures system openness to be able to cope with physical and functional changes, i.e., uncertainty, by offering flexibility from the local level, through the agents capability to tackle complex problems, based on cooperation, coordination and negotiation. Therefore, agent coordination and decision making becomes paramount in the MAS design process. In turn, an adequate agent decision strategy can be determined based on three main aspects: the number of agents (players) in the MAS, the required information, and the goal of the agents.

B. Decision making strategies

In contrast to centralized solutions with available information about the whole environment, in a MAS knowledge and operational responsibility are compartmentalized in two or more agents embedded in the environment. These agents are able to perceive their environments, and to autonomously react to changes in it. As a consequence, the performance of the MAS is defined by the set of actions taken by agents in response to changes in the agent’s environment, and information exchanged with other agents.

Additionally, if the agents in a MAS are not allowed to share their observations and beliefs about the environment, i.e., non-cooperative process, the objective is to solve the general problem through the individual actions of the agents as a result of local information. On the other hand, if communication is granted and agents are able to share their observations and beliefs over the environment, i.e., cooperative process, the objective is to find the set of optimal joint actions that maximizes the reward function of all the agents. In the particular context described in this work, the optimization problem has to be a function of both the flexibility offer and user comfort. To do so, we explore the performance of non-cooperative agents in both centralized and decentralized settings. These results are compared to an cooperative approach in a self-organizing setting, which is therefore decentralized.

1) Centralized non-cooperative, the n-player game: In general, the control problem for each agent can be formalized using Markov Decision Processes (MDPs).

Definition 1. A Markov Decision Processes is defined by a 4-tuple $\langle S, A, T, R \rangle$, where $S$ is a set of states, $A$ is a set of actions, $\forall a \in A; T : S \times A \times S \rightarrow [0,1]$ is the transition function given by the probability that by choosing action $a$ in state $s$ at time $t$ the system will arrive at state $s'$ at time $t+1$, such that $p_{a}(s,s') = p(s_{t+1} = s'|s_t = s, a_t = a)$; and $\mathcal{R} : S \times A \times S \rightarrow \mathbb{R}$ is the reward function, were $\mathcal{R}_a(s,s')$ is the immediate reward received by the agent after it performs the transition to state $s'$ from state $s$.

Under the Markov property, MDPs assume that the state transitions are only dependent on the previous state of the system, and are conditionally independent of any previous environment states or actions of other agents on their own environment. Therein, a rational agent $i$ acts in order to maximize its own utility, or reward function $R_i$, such as $V(\pi) = \sum_{s_0}^{\infty} \gamma^t E(r_t|\pi, s_0 = s)$, where $\gamma$ is a discount factor. This means to find the optimal policy, $\pi^*$, from the set of available policies $\pi$ given by the actions to the agent in response to an observed environmental state $s$. Then the agent’s behavior is simply a mapping function of environment states to actions. The standard solution is following the Bellman equation in the case of fully observable environment. In our case, e.g., partial observable environment, a model-free reinforcement learning solution is imposed by the information available in the system and detailed further.

IV. Extended Joint Action Learning

In this section we present a decentralized and non-cooperative strategy based on the standard Q-learning method. Moreover, we extend this method and propose a decentralized and cooperative reinforcement learning method, dubbed extended joint action learning (eJAL).

A. Q-learning

The Q-learning method introduced by Watkins [34], is one of the most popular solution for MAS, where the action rules are often stochastic. This algorithm is based on a function which calculates the quality of a state-action combination defined by $Q : S \times A \rightarrow \mathbb{R}$. Before the learning phase, the Q matrix takes an initial value. Then, each time the agent selects
an action, it observes a reward, \( r(s,a) \), and a new state, \( s' \), that may depend on the previous state and the selected action, \( p(s'|s,a) \). The action-value function of a fixed policy \( \pi \) with the value function \( V^\pi: S \rightarrow \mathbb{R} \) is \( Q^\pi(s,a), \forall s \in S, a \in A \), such that:
\[
Q^\pi(s,a) = r(s,a) + \gamma \sum_{s'} p(s'|s,a) V^\pi(s') \tag{6}
\]

The value of state-action pairs, \( Q^\pi(s,a) \), represents the expected outcome when one agent is starting from \( s \), executing \( a \), and then following the policy \( \pi \) afterwards, such that \( V^\pi(x) = Q^\pi(x,\pi(x)) \). Thus, the optimal value is obtained for \( \forall s \in S \), such that \( V^*(\pi(s)) = \max_a Q^*(s,a) \) and \( \pi^* = \arg \max_a Q^*(s,a) \).

The value of state-action pairs is given by the same formal expectation value, \( E_\pi \), of the total return \( r_t \), such that \( Q(s,a) = E_\pi(r_t|s_t = s, a_t = a) \). The Q-learning algorithm has the update rule defined by:
\[
Q_{t+1}(s_t,a_t) = Q_t(s_t,a_t) + \alpha_t \left[ r_{t+1} + \gamma \max_a Q_t(s_{t+1},a) - Q_t(s_t,a_t) \right] \tag{7}
\]

where the discount factor \( \gamma \in [0,1] \) trades off the importance of rewards, while the learning rate \( \alpha \in (0,1) \) determines the rate at which new information overrides the old one.

In the non-cooperative setting, the problem described in II-B is tackled through the actions taken by the individual agents, without information on the actions of others. Thus, the agent’s reward \( r_{t+1} \) observed after performing \( a_t \) in \( s_t \) is inversely proportional to the difference between the total flexibility request and the amount of flexibility offered by agent \( i \), and it’s given by:
\[
r_{t+1}(s_t,a_t) = \frac{1}{|F_r - F_{s_t}|} \cdot c_{i,t} \tag{8}
\]

where the \( c_{i,t} \) is a binary value for agent \( i \) at time \( t \), such that it takes a value of zero if comfort limits of the building \( i \) are violated, and a value of one otherwise. So far we considered a relaxed version of the multi-agent learning problem where the optimal policies of the other players is considered stationary. Furthermore, we did not consider multi-agent cooperation, i.e., the agents are choosing their actions greedily by maximizing their individual reward.

### B. Extended joint action learning (eJAL)

Q-learning is typically used for equilibria in case of one agent, and it is unfeasible for cooperative multi-agent settings, where the joint action spaces will grow exponentially with the number of agents. Consequently, if the design is generalized properly, a special case of partially observable Markov decision process (POMDP) can be used. The joint action learning (JAL) method [35] extends the Q-learning method, from one agent to multi-agents, by including in the optimal policies the actions of the other (competing) agents. Successfully applied in many stochastic games with two or three agents, e.g. to design a flexible market [36], JAL requires further two slight modifications in order to make it suitable for our demand flexibility game. We call this extended version eJAL.

**Algorithm 1 Extended Joint Action Learning (eJAL)**

1. initialize model parameters \( (\alpha \in (0,1) \) and \( \gamma \in [0,1] \)
2. initialize \( Q(s,a_i) \) random
3. \( \zeta(s,a_others) = 0, \forall s \in S \) and \( \forall a_others \in A_others \)
4. for iteration = 1 to arbitrary number do
5. observe and collect state \( s \), \( \zeta(s) \leftarrow \zeta(s) + 1 \)
6. execute actions \( a_i \) by solving
7. \( \arg \max_a \sum_{a_others} \frac{\zeta(s,a_others)}{\zeta(s)} Q(s,a_i,a_others) \)
8. observe and collect the other agents action \( a_others \)
9. observe and collect the reward \( r(s,a_t) \)
10. observe and collect the next state \( s_{t+1} \)
11. if episode is finished then
12. \( Q \leftarrow (1 - \alpha)Q + \alpha(r + \gamma V(s_{t+1})) \)
13. \( \zeta(s,a_others) \leftarrow \zeta(s,a_others) + 1 \)
14. until \( Q \) converge, such that \( |Q_{t+1} - Q_t| < \epsilon \)

Firstly, due to MAS scalability reasons, the conditional action space is defined using a tuple over all the others building, such as \( (a_i,a_others) \). This allows to improve coordination among building agents and maintain an explicit model of the other agents for each state. The \( Q \)-values are updated for all possible joint actions at a given state, under the assumption that the other buildings are stationary. Thus, the probability of a joint action is calculated for the other agents by counting frequencies of the joint actions they executed in the past, as follows:
\[
p(a_others) = \frac{\zeta(a_others)}{\sum_{a_others \in A_others} \zeta(a_others)} \tag{9}
\]

were \( \zeta(a_others) \) is the number of times the others agents has played action \( a_others \). Secondly, a preferential attachment process is included for every agent in a multi-agent full cooperative game in order to use a joint reward function. The major difference between Q-learning and eJAL is the joint reward function \( r(s,a_i,s_i,a_others) \) obtained by agent \( i \) as it executes action \( a_i \) and as the other agent executes action \( a_others \) at each time step \( t \). Thus, the reward observed by agent \( i \) is inversely proportional to the difference between the total flexibility request and total amount of flexibility offered by all the agents. This is further defined by:
\[
r_{t+1}(a_i,s_i,a_others) = \frac{1}{|F_r - (F_{s_i} + F_{s_others})|} \cdot c_{i,t} \tag{10}
\]

where the \( c_{i,t} \) is a binary value for agent \( i \) at time \( t \), such that it takes a value of zero if comfort limits of the building \( i \) are violated, and a value of one otherwise. Consequently, the updated equation expressed in Eq. 7 becomes for eJAL:
\[
Q(s_i,a_i,a_others) = (1 - \alpha)Q(s_i,a_i,a_others) + \alpha[r(s_i,a_i,a_others) + \gamma V(s_{t+1})] \tag{11}
\]

where the corresponding value of the game is given by:
\[
V(s_{t+1}) = \max_a \frac{\zeta(s_{t+1},a_others)}{\zeta(s_{t+1})} Q(s_{t+1},a_i,a_others). \tag{12}
\]
Algorithm 1 exemplifies on eJAL how it can be implemented using Eq.10, Eq.11, and Eq.12.

V. CASE STUDY

This section describes the simulation setup implemented to demonstrate the performance of the proposed solutions. The competence of each agent decision making strategy is assessed on basis on transformer overloading time, flexibility request and offer match, and comfort loss. The case study consists of two parts, a Matlab®/Simulink distribution grid serving as the physical environment, while the agents are developed in the middleware environment of Java/JADE.

A. The environment

The general schematic of the proposed system is shown in Fig. 1, while the cable data and building information can be found in Table I and II respectively. The figure represents a three-phase balanced system formed by seven non-residential commercial loads in a single MV sub-ring, and an aggregation of 27 residential loads into a single LV load. There are two voltage transforming steps, a HV-MV (150kV-10kV) step in a distribution substation, and a MV-LV (10kV-0.4kV) in a distribution transformer.

The LV aggregated load is modeled using a static hourly profile obtained from measured data of 27 typical Dutch LV loads connected to the same feeder [37]. The commercial loads are modeled as single comfort zones. The power demand of these loads consist of two parts:

a) Flexible power demand: result of the operation of the comfort system in response to variation in the outdoor conditions and the occupancy levels. The 2013 Dutch weather data from the KNMI (Koninklijk Nederlands Meteorologisch Institut) is used for the outdoor temperature and relative humidity with hourly resolution.

b) Base load consumption: result of the operation of the non-comfort systems, which follow a predefined operation schedule. Occupancy, lights, device usage, and thermostat profiles with hourly resolution are defined for each industrial load based on the large office building schedules of the NREL (National Renewable Energy Laboratory) platform OpenStudio® for EnergyPlus.

Finally, construction data from the DOE 2004 standard for the Netherlands is used for all the buildings.

B. The MAS platform

In this paper, the objective of the agent platform is the coordination of the operation of the non-residential systems to act timely and appropriately to a flexibility request, based on agent reactive behaviors. To do so, the MAS platform is formed by a total of 8 agents, divided in three main types of agents [29]:

a) The distribution agent: It is in charge of monitoring the distribution network operation and responsible for establishing the flexibility request, $F_r$.

b) The aggregator agent: The role of the aggregator is to procure flexibility from the flexible demand to meet the flexibility demand in an economic and efficient way. It collects information from the portfolio of buildings, and the distribution agent.

c) The building energy management system (BEMS) agent: It is responsible for the building operation and determining the flexibility potential of the building, at every moment in time, based on the comfort state. The BEMS agent is a high level representation of several agents organized in a hierarchy to represent the operational structure of a building. Nonetheless, the BEMS structure is simplified to a single agent for the purpose of this paper. This agent is able to accept and prioritize requests made by the aggregator agent.

The set-up presented in the paper is a single hierarchical structure with two agents on the same level, i.e., the distribution agent and the aggregator, and the BEMS agents under the aggregator agent. The distribution agent senses the state of its environment $P[W] \rightarrow S$ and decides which action to take, i.e., how much demand flexibility to request $A \rightarrow F_r$. Whereas the BEMS agent $i$ perceives the building state, defined by an inner product space between building comfort $[0, 1]$ and building...
flexibility \( F_{s,i} \). For each building agent the state \( s_i \in S \) is based on the comfort value at time \( t \), and the flexibility request \( F_r \). More specifically, the comfort state of the building is used to define an initial four group of states:

- No comfort (NC) \( 0.0 \leq C < 0.6 \)
- Low comfort (LC) \( 0.6 \leq C < 0.75 \)
- Medium comfort (MC) \( 0.75 \leq C < 0.85 \)
- High comfort (HC) \( 0.85 \leq C \leq 1.0 \)

The ratio between the flexibility request and the power demand of the building is used to define 12 states for each comfort group. In total 48 states are defined for each building \( i = \{s_1, ..., s_{48}\} \in S \). Each BEMS agent decides how much flexibility can be offered, by choosing one of the following actions \( \{F_{s,1}, F_{s,2}, F_{s,3}, F_{s,4}, F_{s,5}, F_{s,6}\} \). The superscript of each action indicates a percentage of the building’s power demand at time \( t \) that is offered as flexibility. In turn, every action leads to a different reward.

We implemented the n-player game, Q-learning, and eJAL algorithms in the Java/JADE environment using the mathematical details described in sections IV-A and IV. Fig 2 shows the exploration of different learning rates, \( \alpha \), and discount factors, \( \gamma \). After a series of simulations, according to a trial and error methodology it was found that the best combination for this specific application was \( \alpha = 0.49 \) and \( \gamma = 0.6 \) for both cases. Both parameters have a direct influence on the convergence performance of the algorithms. The figure shows that a discount factor of 0.5 leads to a faster convergence of the learning process. However, this is at the expense of reducing the influence of the future rewards in the learning process, which lead to a Q-matrix that reflected mostly the instantaneous rewards set for each agent.

![Fig. 2. Learning rate and discount factor parameter selection, showing the error reduction rate for the three comfort states in the Q-learning algorithm.](image1)

Fig. 3. Flexibility offer and request, showing the stacked flexibility offers from the six buildings and the flexibility request in time. The x-axis does not represent time, as the time at which a request is received by an BEMS agent changes according to the strategy, due to the differences in the flexibility offer for the previous time.

### TABLE III

<table>
<thead>
<tr>
<th>Demand flexibility offer [%]</th>
<th>( \sum F_{s,i} ) MW</th>
<th>( F_r ) MW</th>
<th>( \eta ) [p.u.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-player</td>
<td>0</td>
<td>0.8</td>
<td>5.6</td>
</tr>
<tr>
<td>Q-learning</td>
<td>8.9</td>
<td>19.3</td>
<td>25.2</td>
</tr>
<tr>
<td>eJAL</td>
<td>11.8</td>
<td>24.1</td>
<td>35.5</td>
</tr>
</tbody>
</table>

### VI. Results

As previously mentioned, three decision making strategies are evaluated and compared on basis of transformer overloading and the flexibility offer. The experiments aim to analyze comprehensively the effect of cooperation in decentralized decision making strategies, and compare the proposed decentralized method to a centralized solution. Consequently, the two non-cooperative methods, i.e., Nash-NPG and Q-learning, are compared against the proposed decentralized cooperative method, i.e., eJAL. The learning process for the decentralized strategies was carried out in a period of 100 days, while the actual result correspond to a simulation for five days. Furthermore, one scenario without flexible behavior is defined as a benchmark. This scenario exhibits an overload time of 21 hrs over the five days. Finally, an analyze is performed between Q-learning and eJAL for 365 days.

#### A. Request-offer equilibrium

The relationship between flexibility offer and request can be seen more clearly in Fig. 3 for the first 20 request. Whereas, the demand flexibility offer of all the buildings, and the flexibility request aggregated over the five days are depicted in Table III.

Table III also shows the ratio, \( \eta \), between the total offer \( (\sum F_{s,i}) \), and the flexibility request \( (F_r) \). As the table shows,
B. Fairness of the game

In our case, all the players differ in size and energy demand, thus it is difficult to find an adequate measure of fairness. In this articles, we used the Jain’s fairness index [38] defined as follows:

\[ J(F_{s,i}) = \frac{\left( \sum_{i=1}^{B} \frac{\omega_{f,i}}{\omega_{p,i}} \right)^2}{B \sum_{i=1}^{B} \left( \frac{\omega_{f,i}}{\omega_{p,i}} \right)^2} \]

(13)

where the Jain’s fairness index is calculated by considering the responsibility and the commitment of allocation values. The responsibility of a building is defined as \( \omega_{p,i} = \frac{P_i}{\sum_{i=1}^{B} P_i} \), where \( P_i \) is the total power consumed by building \( i \). The commitment is defined as the ratio between the flexibility offer \( F_{s,i} \) and the amount of flexibility requested by the aggregator, \( F_r \), such that \( \omega_{f,i} = \frac{F_{s,i}}{F_r} \).

Fig. 5 shows the distribution of the fairness index for the different decision strategies. From this figure, it is noticeable that eJAL is the most fair strategy with a mean index of 0.84, followed by Q-learning with a mean index of 0.78. In contrast, the centralized strategy proves to be the least fair with a mean index of 0.22.

C. Comfort loss

The averaged comfort losses corresponding to the demand flexibility offers are presented in Table IV. Furthermore, the comfort profile of every building for a day, and including the losses are shown in Fig. 6. As it is observable, these losses are quite small. While this is the preferred outcome, the main reason behind this can be explained by a short rebound effect in the time step that follows a request. In terms of averaged comfort loss, the Q-learning solution seems to be the cause for the largest amount of comfort losses. This can be attributed to this strategy offering more flexibility than the others.
TABLE V
SUMMARY OF THE EXPERIMENTS WITH RESPECT TO DIFFERENT STRATEGIES AS WELL DIFFERENT INDICATORS, FOR ALL SIX BUILDINGS

<table>
<thead>
<tr>
<th>Method</th>
<th>Type of strategies</th>
<th>Level of agents cooperation</th>
<th>Time period</th>
<th>Flexibility offer</th>
<th>Comfort loss</th>
<th>Overload duration</th>
<th>Fairnesses of the game</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-player</td>
<td>Centralized</td>
<td>Non-cooperative</td>
<td>day</td>
<td>III</td>
<td>III</td>
<td>III</td>
<td>III</td>
</tr>
<tr>
<td>Q-learning</td>
<td>Decentralized</td>
<td>Non-cooperative</td>
<td>day</td>
<td>II</td>
<td>II</td>
<td>II</td>
<td>II</td>
</tr>
<tr>
<td>eJAL</td>
<td>Decentralized</td>
<td>Cooperative</td>
<td>day</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>year</td>
<td>II</td>
<td>II</td>
<td>II</td>
<td>II</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Overload Duration](image)

Fig. 7. Transformer loading curve, showing the result for the three decision making strategies and the defined limit.

**D. Overload duration**

Fig. 7 shows the overload duration results for all the strategy, including the benchmark scenario. Ideally, a perfect strategy should have a fast decrease for the values above the limit, but once this value has been crossed it should return the original curve. The figure shows that this is close to what the N-player strategy does. However, it only achieves a overload reduction of 5.2%, so the total overload time of 19.9 hrs. In contrast, Q-learning achieves a reduction of 22.6%, or 4.74 hrs. Nonetheless, it is also noticeable that this strategy results in an over offer, which bring other issues, like rebound energy effects, and higher loss of comfort. Finally, the eJAL strategy reduces the overload time with 16.3%, or 3.42 hrs, while having a slightly lower over offer.

For all the methods used the computational time required is in the order of 1-3 minutes for a simulation interval. However, this is mainly due to the complexity of the network and building models used. Nonetheless, the eJAL method involves more communication between agents than Q-learning, and could bring important benefits if the network dynamics, e.g. physical constrains or price benefits, impose a multi-agent coalition.

**E. Long term effects**

The long-term learning characteristics of Q-learning and eJAL methods are investigated over a period of 365 days. The experiments aim to demonstrate the ability of these methods to cope with a changing environment (e.g. Winter - Summer). In general, when considering an electricity based comfort systems, i.e., electricity based cooling and heating, the total power demand of the system (set of building) will depend greatly on the temperature variations. For instance, hot and humid weathers, like the one in Texas, have a demand peak during the summer days, while cold-humid weathers, like in the Netherlands, will have a peak during the winter days. The results shows, that for the Dutch weather case, the long-term request-offer equilibrium eJAL is slightly better than Q-learning, as shown in Fig.8.

Finally, Fig.9 shows the comfort loss and flexibility action response distribution per building, showing the responses for a year for each decision strategy.
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Finally, Fig.9 shows the comfort loss and flexibility action response distribution per building, showing the responses for a year for each decision strategy.
VII. CONCLUSIONS AND FUTURE WORK

This paper aims to enable a cooperative behavior for buildings to become active in the operation of the power system. Based on a MAS platform, building agents can submit flexibility offers, in order to satisfy as much as possible the grid operator’s flexibility request, while taking into account the buildings’ objectives and constraints, with a minimum communication burden. By introducing a joint reward function in joint action learning (JAL), we propose a novel type of cooperative and at the same time decentralized game, dubbed extended JAL (eJAL). In addition, a comparison of eJAL with a decentralized non-cooperative method (i.e. Q-learning) and with a centralized one (i.e. n-player game) is performed. It is shown that a range of flexibility requests can be met by a portfolio of buildings without significant comfort losses. This is possible for both centralized and decentralized decision-making. However, this depends greatly on the choice and definition of the reward function, which determines the flexibility offer given the local parameters. The analysis performed over 100 days showed that Q-learning is a good non-cooperative method. However, it results in the highest over-offer of flexibility, despite having the most pronounced decrease of the overload duration within the expected comfort constraints. In the end, we highlight, that eJAL achieves the highest average fairness index, which is crucial in a fully decentralized setup.

Future work: The two proposed decentralized approaches do not require the aggregating agent to have complete information about the participating buildings, which is a clear advantage from a scalability perspective. In respect with this, we expect that given the physical network constraints reflected in a limited possible number of building agents the proposed methods will show good scalability capabilities. However, in order to generalize these results, further investigation could be performed with focus on the characterization of the scalability bounds by performing simulations with a higher number of agents.

Moreover, the following topics are identified as future work:

- The implications of the extra communication burden brought by the cooperative decision making strategies in a decentralized setting.
- The role of proactive behaviors and forecasting in the provision of flexibility, in the synchronization between request and offer to reduce the overloading even further, and the number of unmet request hours.
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