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The physics of droplet collisions involves a wide range of length scales. This poses a challenge to accurately simulate such flows with standard fixed grid methods due to their inability to resolve all relevant scales with an affordable number of computational grid cells. A solution is to couple a fixed grid method with subgrid models that account for microscale effects. In this paper, we improved and extended the Local Front Reconstruction Method (LFRM) with a film drainage model of Zang and Law [Phys. Fluids 23, 042102 (2011)]. The new framework is first validated by (near) head-on collision of two equal tetradecane droplets using experimental film drainage times. When the experimental film drainage times are used, the LFRM method is better in predicting the droplet collisions, especially at high velocity in comparison with other fixed grid methods (i.e., the front tracking method and the coupled level set and volume of fluid method). When the film drainage model is invoked, the method shows a good qualitative match with experiments, but a quantitative correspondence of the predicted film drainage time with the experimental drainage time is not obtained indicating that further development of film drainage model is required. However, it can be safely concluded that the LFRM coupled with film drainage models is much better in predicting the collision dynamics than the traditional methods. Published by AIP Publishing. https://doi.org/10.1063/1.5008371

I. INTRODUCTION

Droplet-laden flows play an important role in many industrial applications and natural processes,1 like atomization of fuel in combustion engines, spray drying of concentrated milk to produce milk products, liquid-liquid extraction, growth of rain droplets in a cloud, and pollution tracking. The interaction between droplets has a major influence on the dynamics of such flows because of the coalescence and break-up that may occur upon collision.

For certain gas-liquid combinations, these interactions vary based on various parameters expressed in terms of the non-dimensional numbers, Weber number We and offset parameter B. As shown in Fig. 1, the Weber number characterizes the importance of the inertial forces compared to the surface tension forces, and the offset parameter B characterizes the obliqueness of the collision. For example, B = 0 represents a head-on collision. The variation of the collision outcomes with these non-dimensional numbers is summarized through collision regime maps. For example, the regime map for the collision of two equal-sized hydrocarbon droplets in 1 atm air is shown in Fig. 2. At high Weber numbers, the collision is inertia dominated and collision outcomes vary significantly with the offset distance resulting in reflexive separation (IV), coalescence (III), stretching separation (V), and bouncing (II) with increasing offset distance. The reflexive separation is characterized by the formation of a torus shaped droplet, and the reflexive action of the surface tension forces from this torus shape causes separation of the droplet into daughter droplets. In stretching separation, due to the high offset distance, only a portion of the droplets will come in contact. The remaining portions of the drops will tend to flow in the direction of their initial trajectory and consequently stretch the region of interaction, generating daughter droplets.

On the contrary, at low Weber numbers, the collision dynamics of droplets is highly influenced by the drainage of the thin gas film separating the two colliding droplets.2 The droplets will bounce (II) if the film is not drained during the collision event or coalesce (III) if the gas film ruptures. The rupture is attributed to the van der Waals surface forces which become dominant at nanometer scale.

In this work, we intend to accurately predict coalescence and break-up using a multiscale modeling approach. Because of the large differences in length scales (nm for droplets and mm for film thickness), it is impossible to resolve all these length scales with an affordable number of computational grid
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coalescence in VOF is to use a unique colour function for each droplet. A big disadvantage of front capturing methods is that a very fine grid resolution is required for accurate surface tension calculation especially when the droplets undergo complex topological changes.

Front tracking methods are inherently better at surface tension calculation at coarse grid resolution because these methods directly track the interfaces. However, the traditional front tracking method does not allow for coalescence of dispersed elements. To incorporate coalescence, additional routines to merge unstructured meshes are required. This merging of the meshes is complicated because the logical information regarding the marker connectivity should be updated. To avoid the complexity with respect to the merging of droplets, we adopt a front tracking method without connectivity, the Local Front Reconstruction Method (LFRM).

Besides the removal of the connectivity, LFRM uses information from the original marker elements to reconstruct the interface in a mass conservative manner. Because the interface is reconstructed independently in each interfacial cell, the method is highly parallelizable. However, this cell-oriented reconstruction leads to numerical coalescence (similar to front capturing methods). To prevent this, the information about marker elements and marker points is stored for each droplet separately.

The complete description of the coalescence process is given in terms of collision frequency and coalescence efficiency. The flow field around the droplets dictates the collision frequency. Because the flow field is completely resolved by LFRM, a model for the collision frequency is not required. However, a subgrid model for coalescence efficiency is required because this depends on the rupture of the film between the droplets, which is not resolved. These subgrid models can be broadly classified as empirical models and physical models. The empirical models are tuned to fit certain experimental data and are not universal. The physical models make use of information of droplet interaction available from LFRM and, thus, are better suited for the mesoscale framework used in this study.

There are two classes of physical models: energy models and film drainage models. The energy models are based on the notion that during collisions due to turbulent agitation, the molecular attraction force between the colliding interface has less impact than the forces resulting from the turbulent motion of the fluid on the coalescence efficiency, and thus, colliding droplets are more likely to become merged immediately without liquid film thinning. For such cases, the Weber number will be high and it is safe to assume that the film drainage time amounts to zero. These cases can be directly resolved by fixed grid methods as shown by numerous studies.

With the film drainage models, variation of the film thickness versus time can be calculated, and thus, these models provide an estimate of the total film drainage time between contact and coalescence. The calculated film drainage time can be used as an input by fixed grid methods to allow/restrict coalescence of droplets, which is especially crucial for collisions in low Weber number regimes [i.e., regimes (I)-(III) in Fig. 2].

A similar approach was chosen by Kwakkel et al. to simulate
binary droplet collisions with the CLSVOF method. We choose a recent model of Zhang and Law\(^3\) from this class of film drainage models. This model is able to predict the coalescence-bouncing-coalescence transition for hydrocarbons and the bouncing-coalescence transition for water.\(^3\)

In this paper, we discuss the improvement and extension of the local front reconstruction method with a film drainage model. In Sec. II, the numerical method is presented with focus on the details of the improvements. Section III contains the details of the coalescence module with the film drainage model and the details of the break-up module. In Sec. IV, the improved LFRM is verified and validated with standard tests. Next, the results of simulations of the (near) head-on collision of two equal tetradecane droplets in different collision regimes are discussed. The framework is first validated with simulations using the experimental film drainage time. Next, the sensitivity of the simulation results due to the film drainage model and the grid resolution are discussed. Finally, a summary of the main conclusions of the present study is provided in Sec. V.

II. METHODOLOGY

A. Governing equations

In this study, both fluids are assumed to be incompressible, immiscible, and Newtonian. Furthermore, a one-fluid formulation is used for both phases, taking into account the surface tension by a source term \(F_{sr}\). Thus, the resulting governing equations are as follows:

\[
\nabla \cdot \mathbf{u} = 0, \quad (1)
\]

\[
\rho \frac{\partial \mathbf{u}}{\partial t} + \rho \nabla \cdot (\mathbf{uu}) = -\nabla p + \rho \mathbf{g} - \nabla \cdot \tau + F_{sr}, \quad (2)
\]

where \(\rho\) is mass density, \(\mathbf{u}\) is fluid velocity, \(t\) is time, \(p\) is pressure, \(\mathbf{g}\) is gravitational acceleration, and \(\tau\) is fluid stress tensor.

B. Numerical method

The interface is represented by an unstructured mesh of triangular markers, which are formed by the connection of the Lagrangian points situated at the corners of these markers. The markers enable advection of the interface and surface tension calculation. \(F_{sr}\) is calculated on the Eulerian grid using the hybrid method of Shin et al.,\(^18\) which combines the advantages of accurate curvature calculation (similar to the pull force model\(^11\) in front tracking methods) and the proper balance of pressure and surface tension force at the discrete level (similar to the continuum surface model\(^19\) in front capturing methods).

Subsequently, the governing equations are solved by a fractional step method\(^20\) to obtain the flow field at the next time step. The method consists of two steps: In the first step, a projection of velocity \(\mathbf{u}^n\) is calculated using information from the previous time step

\[
\mathbf{u}^n = \mathbf{u}^* + \frac{\Delta t}{\rho^n} \left[ -\rho \nabla \cdot (\mathbf{uu}) - \nabla p + \rho \mathbf{g} - \nabla \cdot \tau + F_{sr} \right]^n. \quad (3)
\]

This equation is spatially discretized on a staggered grid using a finite volume approach. The convective term is discretized with a second order flux-delimited Barton scheme,\(^21\) whereas the diffusion term is discretized with a second order central scheme. If the time step restriction due to the diffusion terms is too stringent, it can be relaxed by treating a part of the diffusion terms implicitly. After the projected velocities are calculated, the velocity field is corrected in the pressure correction step. In this step, the pressure is corrected such that the resulting velocity field satisfies the continuity equation,

\[
\nabla \cdot \left[ \frac{\Delta t}{\rho^n} \nabla (\delta p) \right] = \nabla \cdot \mathbf{u}^n, \quad (4)
\]

where \(\delta p = p^{n+1} - p^n\) is the pressure correction. This pressure Poisson equation is solved using a robust and efficient parallel Block-Incomplete Cholesky Conjugate Gradient (B-ICCG) solver.

Once the flow field is solved, the interface is advected: i.e., the Lagrangian points are moved using locally interpolated fluid velocities. The fluid velocities are interpolated from the Eulerian grid points to Lagrangian points using cubic spline interpolation, whereas the marker points are moved using a 4th order Runge-Kutta scheme.\(^11\)

Due to the advection of Lagrangian points, the mesh quality decreases, causing the need for a reconstruction procedure,\(^16\) which is detailed in Sec. II C. Finally, the physical properties are updated using local phase fractions in each cell. From the calculated phase fractions, the average mass density and viscosity are calculated in each grid cell by algebraic and harmonic averaging, respectively. The local phase fraction can be calculated by geometric analysis using the position of the interface.\(^11\) This method is exact and computationally more efficient than solving the Poisson equation used in the original LFRM method.\(^11\)

C. Local front reconstruction method

The overall LFRM reconstruction procedure consists of four simple steps as shown in Fig. 3:

1. Localization—The interface of the discrete phase is cut by a reconstruction grid (similar to the Eulerian grid but not necessarily coinciding with it) such that each part of the interface lies completely inside one cell.

2. Edge line reconstruction—The edge line corresponding to the cut interface is traced out on relevant faces of the cell, and a new edge line (containing only two edge points and a fitting point) is reconstructed in an area conserving manner. However, in Fig. 3, an ideal situation is depicted, where each face contains exactly two edge points with not more than one point on each edge. For the cases where there is more than one edge point, a marker points reduction algorithm\(^22\) is used to reduce the number of points to less than or equal to one.

3. Centroid calculation—Using edge points and fitting points of all the faces, a centroid is calculated. An intermediate interface is formed by connecting the centroid with intermediate edge lines.

4. Volume fitting—Finally, the centroid is moved in the normal direction of the intermediate interface such that original volume of the dispersed phase is conserved in the given cell.

The above described procedure deals with an ordinary case without interface merging. When complex topological

changes involving coalescence and break-up occur, there are more than two edge points on a cell face (even after marker points reduction), and consequently, an additional procedure termed tetra-marching is used. This procedure facilitates the merging/break-up of the interface in a continuous manner such that the reconstructed interface is a closed surface without holes.

In the original LFRM method, the information about the position of three vertices of each marker is stored separately: i.e., a vertex shared among different markers is stored repeatedly in different data structures corresponding to different markers. To decrease memory usage and increase robustness, the marker location is stored in linked-list data structures. Furthermore, this also enables implementation of a mesh smoothing procedure. The smoothing procedure of Kuprat et al., which results in an enhanced mesh quality for the front tracking method, is also implemented in our LFRM.

III. EXTENSION WITH COALESCENCE AND BREAK-UP MODULE

Without special precautions, the coalescence of the droplets in LFRM occurs automatically when they share a reconstruction cell. To prevent numerical coalescence, the data structure of each droplet is stored with a unique identifier. Thus, during the interface reconstruction of a particular droplet, it does not feel the presence of other droplets even if two droplets share reconstruction cells. However, this prevents coalescence completely. To simulate coalescence between two droplets at a desired time, their data structures have to be merged and the merged droplet has to be given a unique identifier, which is handled by the coalescence module. Similarly, each daughter droplet is given a unique identifier when formed after break-up of a droplet, which is handled by the break-up module.

A. Coalescence module

1. Film drainage model

To ensure two-way coupling between the LFRM and the film drainage model, we follow a similar approach as Kwakkel et al. In this approach, the external flow around the droplets is resolved by the fixed grid method and provides the necessary input data for the film drainage model, e.g., the initial interaction velocity and orientation of colliding droplets.

contact time between colliding droplets. The other way round, the internal flow in the drainage film is approximated by the film drainage model and provides an input to LFRM, i.e., the collision outcome and film drainage time. When the droplets come very close to each other within the same Eulerian cell, the pressure in the unresolved film is represented by the nearest pressure nodes located inside the droplets. This is in accordance with the physical expectation that for a nearly flat film the pressure inside the film is of the same order of magnitude as the pressure inside the droplets close to the interface.

As mentioned before, the film drainage model of Zhang and Law is chosen for this study. The model is limited to head-on collisions of two equal sized droplets in a gaseous environment. It is applicable for collisions corresponding to low/medium Weber numbers because in these cases the extent of droplet deformation is comparable to the original radius of the droplet and the droplet shape is close to a truncated sphere with a flattened cap. The model takes into consideration the most essential physics of a binary droplet collision: the deformation of the droplets, viscous dissipation of kinetic energy through internal droplet motion, the dynamics and rarefied nature of the gaseous film in between the droplets, and the van der Waals forces during the last stage of drainage.

The model consists of a nonlinear system of ordinary differential equations (ODE) which determine the evolution of four variables: the radius of the truncated sphere $R(t)$, the radius of the flattened disk $a(t)$, the perpendicular distance from the center of the sphere to the flattened disk $b(t)$, and the thickness of the entrapped film between the flattened disks $h(t)$. The system of ODEs is non-dimensionalized using the impact velocity $V_0$ and radius $R_0$ prior to collision. The non-dimensional equations are as follows:

$$\tilde{a}\tilde{a'} + \tilde{b}\tilde{b'} = \tilde{R}\tilde{R'},$$  (5)
FIG. 6. Steps of the flagging algorithm in the break-up module: (a) initiation of flagging in a random interface cell, (b) flagging of the neighbouring interface cells, (c) recursive calling of the flagging function in the already flagged cells, (d) after completion of flagging of first element, initiation of flagging of second element, (e) completion of flagging of all interface cells, and (f) unique identifier given to each element based on the assigned flag.

where $\sim$ represents the corresponding non-dimensional variable and the superscript $'$ represents the derivative with respect to the non-dimensional time $\tilde{t}$,

$$\tilde{a}' = -\left(\frac{\tilde{R} + \tilde{b}}{2\tilde{a}}\right)\tilde{b}'$$ \hspace{1cm} (6)

$$\tilde{R}' = -\left(\frac{\tilde{R} - \tilde{b}}{2\tilde{R}}\right)\tilde{b}'$$ \hspace{1cm} (7)

$$\tilde{b}'' = \frac{2(2\tilde{R} - \tilde{b})}{(\tilde{R} + \tilde{b})}\tilde{G}'' - \frac{3}{2\tilde{R}}(\tilde{b}')^2$$ \hspace{1cm} (8)

Algorithm 2. Break-up module.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>for all droplets do</td>
</tr>
<tr>
<td>2</td>
<td>Reset $N_f$ and $N_f$ to 0</td>
</tr>
<tr>
<td>3</td>
<td>Reset level to 1</td>
</tr>
<tr>
<td>4</td>
<td>Reset all flag to 0</td>
</tr>
<tr>
<td>5</td>
<td>Calculate the total cell count $N_f$ (total cells containing interface)</td>
</tr>
<tr>
<td>6</td>
<td>while flagged cell count $N_f$ &lt; cellcount $N_f$ do</td>
</tr>
<tr>
<td>7</td>
<td>Select a random cell $c_r$ containing interface and flag $c_r = 0$</td>
</tr>
<tr>
<td>8</td>
<td>function RECURSION cell $c_r$</td>
</tr>
<tr>
<td>9</td>
<td>Set flag$_{c_r} = $level</td>
</tr>
<tr>
<td>10</td>
<td>$N_f = N_f + 1$</td>
</tr>
<tr>
<td>11</td>
<td>for all neighbour cells $c_n$ containing interface do</td>
</tr>
<tr>
<td>12</td>
<td>if flag$_{c_n} = 0$ then</td>
</tr>
<tr>
<td>13</td>
<td>RECURSION(cell $c_n$)</td>
</tr>
<tr>
<td>14</td>
<td>if flagged cell count $N_f$ &lt; cellcount $N_f$ then</td>
</tr>
<tr>
<td>15</td>
<td>level = level + 1</td>
</tr>
<tr>
<td>16</td>
<td>Prepare clusters of cells with same flag$_{c_r}$</td>
</tr>
<tr>
<td>17</td>
<td>Assign an unique droplet number to each cluster</td>
</tr>
</tbody>
</table>

TABLE I. Errors in pressure jump and magnitude of parasitic currents for different Laplace numbers.

<table>
<thead>
<tr>
<th>$La$</th>
<th>$E(\Delta p)$</th>
<th>$Ca$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>$1.46 \times 10^{-4}$</td>
<td>$2.05 \times 10^{-5}$</td>
</tr>
<tr>
<td>120</td>
<td>$8.38 \times 10^{-6}$</td>
<td>$1.27 \times 10^{-5}$</td>
</tr>
<tr>
<td>1200</td>
<td>$3.53 \times 10^{-5}$</td>
<td>$1.65 \times 10^{-5}$</td>
</tr>
<tr>
<td>12 000</td>
<td>$4.24 \times 10^{-3}$</td>
<td>$1.53 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

TABLE II. Literature values for the magnitude of parasitic currents.

<table>
<thead>
<tr>
<th>Literature</th>
<th>$La$</th>
<th>$Ca$</th>
</tr>
</thead>
<tbody>
<tr>
<td>de Sousa et al. $^{27}$</td>
<td>250</td>
<td>$O(10^{-4})$</td>
</tr>
<tr>
<td>Singh and Shyy $^{28}$</td>
<td>250–12 000</td>
<td>$O(10^{-4})$</td>
</tr>
<tr>
<td>Dijkhuizen et al. $^{11}$</td>
<td>1–10 000</td>
<td>$O(10^{-5})$</td>
</tr>
<tr>
<td>Current work</td>
<td>120–12 000</td>
<td>$O(10^{-5})$</td>
</tr>
</tbody>
</table>
where the superscript $''$ represents the second derivative with respect to the non-dimensional time $\tilde{t}$,

$$\tilde{h}' = -\frac{4Re\tilde{h}^3}{9\lambda_\ell \tilde{a}^4} \left( \tilde{G}'' + \tilde{A}H \frac{\tilde{a}^2}{\tilde{h}^3} \right) \Delta(Kn) - 2\tilde{k}\tilde{h},$$

(9)

where $Re_f = 2\rho_0V_0^2/\mu_0$ is the droplet Reynolds number, $\lambda = \mu_\ell/\mu_0$ is the gas to liquid viscosity ratio, $\tilde{A}_H = A_H/8\pi\rho_0V_0^2R_0^3$ is the non-dimensional Hamaker constant, $\Delta(Kn)$ is a non-dimensional function$^9$ of the Knudsen number $Kn = \lambda_\ell/h$ with $\lambda_\ell$ the mean free path of gas molecules, $\tilde{k} = \tilde{a}/\tilde{a}$ is the radial strain rate of the disk-shaped interface, and $\tilde{G}$ is the non-dimensional distance between the center of mass $C_m$ and the flattened disk in Fig. 4.

In Eqs. (8) and (9), $\tilde{G}''$ is given by

$$\tilde{G}'' = -\frac{36}{Re^2_f} \frac{\Phi_f}{b'} \left( \frac{2\tilde{R} - \tilde{b}}{\tilde{R} + \tilde{b}} \right) - \frac{24}{We} \frac{\tilde{R}}{b'} \left( \frac{2\tilde{R} - \tilde{b}}{\tilde{R} + \tilde{b}} \right),$$

(10)

where $We = 8\rho_1V_0^2R_0/\sigma$ is the Weber number and $\Phi_f$ is the viscous dissipation rate inside the droplet. The viscous dissipation rate is given by

$$\Phi_f = \left( \frac{21}{48} R \tilde{h} - \frac{1}{24} R^2 \tilde{h}^3 + \frac{21}{96} \tilde{h} \right) e^{-2\tilde{h}(\tilde{R} + \tilde{b})} + \frac{1}{48} \left( \tilde{R}^2 - \tilde{b}^2 \right) \tilde{h}^4,$$

(11)

where $\tilde{h} = 1.503 (Re_f |\tilde{a}|/2)^{1/2}$.

Equations (5)–(9) are integrated in time using the ODE solver of the GNU Scientific Library (GSL) with the following initial conditions:

$$\tilde{h}(0) = \tilde{h}_d \exp \left( -\delta \tilde{h}_d^3/\lambda \right),$$

(12)

$$\tilde{a}(0) = \left[ \tilde{h}(0) \right]^{1/2},$$

(13)

$$\tilde{b}(0) = \left[ 1 - \tilde{a}(0) \right]^{1/2},$$

(14)

$$\tilde{R}(0) = 1,$$  

(16)

where $\tilde{h}_d = (3Ca/2)^{1/2}$ is the film thickness at the initial contact of the droplets with $Ca = \mu_\ell V_0^2/\sigma$ the capillary number, and $\delta$ is an empirical coefficient. This empirical coefficient influences the initial film thickness and is given by $\delta = (10\mu_\ell/\sigma)^{1.6}$. For tetradecane droplets in air, $\delta$ turns out to be 1.42. However, the collision outcome is sensitive to this empirical constant and to obtain an exact match with the experimentally observed collision outcome, and $\delta = 1.837$ was used in Ref. 4. Using $\delta = 1.837$, the evolution of film thickness $\tilde{h}$ in time $\tilde{t}$ for collisions of tetradecane droplets in air at various initial Weber numbers is shown in Fig. 5. It can be seen that the transition from coalescence to bouncing occurs at $We = 2.3$, whereas the transition from bouncing to coalescence

### TABLE III. Comparison of simulated Reynolds number $Re_C$ to the experimental results $Re_C$ obtained from the Grace diagram$^{26}$

<table>
<thead>
<tr>
<th>Case</th>
<th>BubbleRegime</th>
<th>$M$</th>
<th>$Eo$</th>
<th>$Re_f$</th>
<th>$Re_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Spherical</td>
<td>$1.26 \times 10^{-3}$</td>
<td>1.0</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>B</td>
<td>Ellipsoidal</td>
<td>$9.71 \times 10^{-4}$</td>
<td>$1.0 \times 10^1$</td>
<td>$2.2 \times 10^1$</td>
<td>$2.3 \times 10^1$</td>
</tr>
<tr>
<td>C</td>
<td>Skirted</td>
<td>$9.71 \times 10^{-1}$</td>
<td>$9.71 \times 10^1$</td>
<td>$2.0 \times 10^1$</td>
<td>$1.8 \times 10^1$</td>
</tr>
<tr>
<td>D</td>
<td>Intermediate spherical cap + wobbling</td>
<td>$9.71 \times 10^{-12}$</td>
<td>$9.71$</td>
<td>$2.6 \times 10^1$</td>
<td>$2.8 \times 10^3$</td>
</tr>
<tr>
<td>E</td>
<td>Wobbling</td>
<td>$1.0 \times 10^{-12}$</td>
<td>$1.94$</td>
<td>$2.0 \times 10^1$</td>
<td>$2.2 \times 10^3$</td>
</tr>
<tr>
<td>F</td>
<td>Dimpled ellipsoidal cap</td>
<td>$1.0 \times 10^3$</td>
<td>$9.71 \times 10^1$</td>
<td>$1.5$</td>
<td>$1.6$</td>
</tr>
<tr>
<td>G</td>
<td>Intermediate skirted + ellipsoidal</td>
<td>$9.71 \times 10^{-4}$</td>
<td>$3.88 \times 10^1$</td>
<td>$6.0 \times 10^1$</td>
<td>$5.8 \times 10^1$</td>
</tr>
<tr>
<td>H</td>
<td>Intermediate ellipsoidal + wobbling</td>
<td>$9.71 \times 10^{-8}$</td>
<td>$1.0 \times 10^1$</td>
<td>$2.6 \times 10^2$</td>
<td>$2.9 \times 10^2$</td>
</tr>
</tbody>
</table>
at $\text{We} = 12.3$. These agree with the experimentally observed regime boundaries.$^{25}$

2. Numerical implementation

After the droplets are advected, each droplet pair is checked for collision. If the droplets are in “contact” (i.e., when they share a common reconstruction cell), they are added to the collision list and the film drainage time is calculated using the film drainage model. The exact instant of “contact” is expected to be of less importance, as the film drains very fast initially compared to the later stage of drainage.$^4$ Using the calculated drainage time, the time of coalescence of droplets (if the prediction is coalescence) is estimated by $t_{\text{coalescence}} = t_{\text{contact}} + t_{\text{drainage}}$. If the prediction is bouncing, then the coalescence time is taken as infinity. Thus, a collision is initiated by storing the coalescence time for a colliding droplet pair. For the droplet pair in the collision list, the droplets are merged at the estimated coalescence time if they are still in “contact.” All these steps are handled by the coalescence module explained in Algorithm 1.

Since the mesh information of each droplet is stored with a unique identifier, the coalescence module combines the data structures of two droplets and assigns the identifier of any one of these droplets. The other identifier is added to the free identifier list, which can be used if new droplets are created in the future. After the data structures have been merged, the physical merging of the interface meshes is performed by LFRM.

B. Break-up module

The break-up of a droplet into daughter droplets can be caused by the interaction of the flow with a droplet or by the coalescence events between droplets [for example, regimes (IV) and (V) in Fig. 2]. In the current study, no physical break-up model is implemented and the break-up of the droplet is numerical in nature based on the size of the reconstruction grid. It is expected that numerical break-up will not have a critical impact on the collision dynamics,$^4$ as the neck formation prior to break-up is very fast (compared to the film drainage process).

Upon break-up, the physical separation of the interface meshes is performed by LFRM, but the mesh information of all the daughter droplets would be stored with the identifier of the parent droplet if no precautions were taken. This could cause numerical coalescence between droplets if they collide subsequently. Thus, it is important to separate the data structure of the daughter droplets and assign each daughter droplet a unique identifier to avoid numerical coalescence. The break-up module is used to find the disjoint droplets that are subsequently assigned a new “droplet-number.” This is achieved by using a recursive flagging algorithm; see Fig. 6. The details of the break-up module are provided in Algorithm 2.

IV. RESULTS AND DISCUSSION

As a first step, we verify the implementation of LFRM using two standard tests. These tests are (1) the stationary bubble test to verify implementation of the surface tension model and (2) the standard advection test to verify the implementation of the interface advection and reconstruction procedure. Subsequently, the current implementation is validated by comparing computed shapes and velocities of gas bubbles rising in quiescent viscous liquids with experimental data summarized in the Grace diagram.$^{26}$ In Sec. IV C, the simulation results of binary droplet collisions using the extended LFRM method are compared to experiments and other simulation results. The evolution of energy during these simulations is discussed to obtain further insight into the observed results. The section ends with a discussion about the influence of the film drainage model and grid size on the simulated collision dynamics.

A. Verification

1. Stationary bubble test

In this test, the simulation of a 3D spherical bubble is carried out in zero gravity. The exact pressure jump across the interface for such a bubble (with radius $R$) is calculated from the Young-Laplace equation,
\[
\Delta p_{\text{exact}} = \sigma k = \frac{2\sigma}{R}.
\]

In an ideal case, the curvature will be uniform across the whole bubble and the surface tension force will exactly balance the pressure gradient across the interface resulting in a zero velocity field. However, the error in the curvature calculation and/or the mismatch of the pressure gradient and surface tension forces at the discrete level will give rise to unphysical fluid motions, termed parasitic currents. Thus, the accuracy of the surface tension calculation is quantified in terms of the error in the calculated pressure jump with respect to the analytical pressure jump and of the magnitude of the parasitic currents.

The magnitude of the parasitic currents is expressed in terms of the capillary number \( Ca = (\mu l u_{\text{max}})/\sigma \). The error in the pressure jump, \( \Delta p \), can be calculated as

\[
E(\Delta p) = \frac{|\Delta p - \Delta p_{\text{exact}}|}{\Delta p_{\text{exact}}},
\]

The pressure jump is calculated using the average pressures in the bubble and in the fluid. The simulations are carried out for different Laplace numbers \( La = \rho \sigma D^2/\mu^2 \). The grid size is selected such that there are 20 grid cells across the bubble diameter similar to de Sousa et al.\(^{27}\) and Dijkhuizen et al.\(^{11}\). The simulations are run for time \( t = T\mu \), where \( T\mu = \rho D^2/\mu \) is the viscous dissipation timescale, whereas the interface is reconstructed every 100 time steps. The calculated errors in \( \Delta p \) and \( Ca \) are summarized in Table I. Table II shows that the parasitic currents are comparable to the results obtained using the 3D front tracking class of methods available in the literature.

2. Standard advection test

In this test, an initially spherical interface is stretched by a 3D rotational flow field.\(^{10}\) This velocity field is given by

\[
\mathbf{u}(x, t) = \begin{pmatrix}
2 \sin^2(\pi x) \sin(2\pi y) \sin(2\pi z) \cos(\pi t/T) \\
-\sin^2(\pi y) \sin(2\pi x) \sin(2\pi z) \cos(\pi t/T) \\
-\sin^2(\pi z) \sin(2\pi y) \sin(2\pi z) \cos(\pi t/T)
\end{pmatrix},
\]

where \( T \) is the period of velocity variation. A sphere of radius 0.15 is placed at \((0.35, 0.35, 0.35)\) in a unit domain and a period \( T \) of 3 s is chosen. The sphere will deform in time from \( t = 0 \) to \( T/2 \) and will ideally return to the original position and shape in time from \( t = T/2 \) to \( T \). But in practice, a deviation in geometry and volume will develop on the final state of the sphere in comparison to the original state. These errors can be quantified in terms of mass error, \( E_m \), and geometrical error, \( E_g \), as follows:

\[
E_m = \frac{\left| \sum_{i,j,k} \phi_{i,j,k}^{\text{initial}} - \sum_{i,j,k} \phi_{i,j,k}^{\text{final}} \right|}{\sum_{i,j,k} \phi_{i,j,k}^{\text{initial}}},
\]

FIG. 10. Merging collision sequence in regime (I). LFRM results from the present study, CLSVOF from Ref. 4, and FT and experimental results from Ref. 25. Conditions: tetradecane in 1 atm air, \( R_0 = 107.2 \mu m, \) \( We = 2.3 \), and \( B = 0 \). The film drainage time observed in experiments is \( t_d = 0.270 \) ms. The time sequence for the LFRM results is the same as for the experimental results.
FIG. 11. Bouncing collision sequence in regime (II). LFRM results from the present study, CLSVOF from Ref. 4, and FT and experimental results from Ref. 25. Conditions: tetradecane in 1 atm air, \( R_0 = 167.6 \mu m \), \( We = 9.33 \), and \( B = 0 \). The time sequence for the LFRM results is the same as for the experimental results.

FIG. 12. Merging collision sequence in regime (III). LFRM results from the present study, CLSVOF from Ref. 4, and FT and experimental results from Ref. 25. Conditions: tetradecane in 1 atm air, \( R_0 = 169.7 \mu m \), \( We = 13.63 \), and \( B = 0 \). The film drainage time observed in experiments is \( t_d = 0.246 \) ms. The time sequence for the LFRM results is the same as for the experimental results.
FIG. 13. Near head-on separating collision sequence in regime (IV). LFRM results from the present study, CLSVOF from Ref. 4, and experimental results from Ref. 31. Conditions: tetradecane in 1 atm nitrogen, $R_0 = 168 \, \mu m$, $We = 62.2$, and $B = 0.06$. The film drainage time is assumed to be zero.

$$E_g = \frac{\sum_{i,j,k} (\phi_{i,j,k}^{\text{initial}} - \phi_{i,j,k}^{\text{final}})}{\sum_{i,j,k} \phi_{i,j,k}^{\text{initial}}},$$ \hspace{1cm} (21)

where $\phi_{i,j,k}$ is the phase fraction in cell (i, j, k).

The grid size is taken to be 30 cells across the diameter such that the sheared drop does not fragment during stretching. The evolution of interface shape is shown in Fig. 7. The geometrical and mass errors calculated at $t = T$ are $9.87 \times 10^{-5}$ and $4.11 \times 10^{-5}$, respectively.

FIG. 14. Energy budget and VDR evolution for the droplet collision in regime (I), Fig. 10.
B. Validation

A spherical gas bubble released in a liquid will attain a terminal velocity and a characteristic shape (after a small time interval from its release) based on the physical properties of gas and liquid and on the bubble diameter. Grace condensed a large body of experimental data into the “Grace diagram,”26 which enables the prediction of shape and terminal rise velocity, Reynolds number (Re) using the dimensionless size, Eötvös number (Eo), and the dimensionless fluid properties, Morton number (M). These non-dimensional numbers are defined as:

- Reynolds number $Re = \frac{\rho l u_d}{\mu}$ describes the importance of inertial forces with respect to viscous forces.
- Eötvös number $Eo = \frac{g d_b^2 (\rho_l - \rho_g)}{\sigma}$ describes the importance of gravitational forces with respect to surface tension forces.
- Morton number $M = \frac{g \rho g l^4}{\mu^2 (\rho_l - \rho_g)}$ describes the influence of liquid properties on the behaviour of a rising bubble.

where $d_b$ is the sphere equivalent bubble diameter, $u$ is rise velocity, and $g$ is the gravitational acceleration.

We simulate 8 different regimes similar to van Sint Annaland et al.29 as shown in Fig. 8. The simulations are carried out with 20 cells across the bubble diameter, whereas the domain size is selected to amount 5 times the bubble diameter in all coordinate directions. The bubble is initially placed at (0.50, 0.50, 0.67) of the domain. A window shifting principle is applied to keep the bubble at approximately the same position from the system boundaries.30 The comparison of the calculated Reynolds numbers and those obtained from the Grace diagram is given in Table III, whereas snapshots of the bubble shape are given in Fig. 9. From the figure and the table, it can be concluded that the computed shapes and velocities compare well with the results obtained from the Grace diagram.26

C. Binary droplet collisions

1. Validation using experimental film drainage times

In the case of (near) head-on collisions between equal sized hydrocarbon droplets, four regimes of collision outcome are observed with increasing We. As seen in Fig. 2, these regimes are (I) Coalescence with minor deformation, (II) Bouncing, (III) Coalescence with major deformation, and (IV) Coalescence with separation resulting in the production of daughter droplets. To validate the modified LFRM method, a case of binary droplet collision from each of these regimes is simulated and compared with experiments25,31 and other simulation methods.4,25

The grid cell size is selected such that 12 grid cells are taken across the droplet radius ($R_0$) (similar to the grid size

![Figure 15. Energy budget and VDR evolution for the droplet collision in regime (II), Fig. 11.](image-url)
used in Ref. 4 for CLSVOF and Ref. 25 for FT). The computational domain has dimensions \(8R_0 \times 10R_0 \times 8R_0\) with the largest dimension in the direction of the initial velocity of the droplets. Free slip boundary conditions are used on all domain boundaries. The initial distance between the droplet centers is taken as \(2.8R_0\). Each droplet is initialised with a uniform velocity field, \(V_0\), but in the opposite direction. For each case, the Weber number and impact parameter (Fig. 1) are provided as input parameters. The film drainage time is provided by experimental observations.\(^{25}\)

The collisions in regime (I) result in a coalescence of the droplets. A collision of tetradecane droplets in 1 atm air, \(R_0 = 107.2 \, \mu m\), \(V_0 = 0.305 \, m/s\), \(We = 2.3\), and \(B = 0\) is shown in Fig. 10. The obtained result from LFRM matches well with the results from the Coupled Level Set Volume of Fluid method,\(^{4}\) the Front Tracking method,\(^{25}\) and experimental data.\(^{25}\) In this regime, the coalescence occurs around the time of maximum deformation \((t = 0.391 \, ms)\). After the coalescence, the cusp at the merged interface is quickly flattened \((t = 0.420 \, ms)\). This phenomenon is nicely captured by all the numerical simulations.

A collision of tetradecane droplets in 1 atm air, \(R_0 = 167.6 \, \mu m\), \(We = 9.33\), and \(B = 0\) is shown in Fig. 11. The bouncing in regime (II) obtained by LFRM agrees well with experimental data\(^{25}\) and other simulation results with FT\(^{25}\) and CLSVOF.\(^{4}\)

Contrary to the coalescence of regime (I), the coalescence of regime (III) results in substantial deformation before merging \((t = 0.366 \, ms)\). A collision of tetradecane droplets in 1 atm air, \(R_0 = 169.7 \, \mu m\), \(We = 13.63\), and \(B = 0\) is shown in Fig. 12. In this regime, the droplet is flattened to a disk shape, while the center of the rear face is still heading forward resulting in a dimpled shape between 0.370 and 0.500 ms. Although this is not very clear in the experimental results,\(^{25}\) it is captured by all the numerical simulations.

The near head-on collisions in regime (IV) result in the separation of the droplets after merging as the kinetic energy is sufficient to overcome the surface energy. Because of the high We, a film drainage time of zero is used. The collision of tetradecane droplets in 1 atm nitrogen, \(R_0 = 168 \, \mu m\), \(We = 62.2\), and \(B = 0.06\) is shown in Fig. 13. The different colours of the droplets indicate that each droplet has a different droplet number and a separate data structure.

The results obtained using LFRM show a better match with the experimental results\(^{31}\) compared to the CLSVOF method.\(^{4}\) In Fig. 13, a premature separation is seen for CLSVOF \((t = 1.952 \, ms)\). The origin of this premature separation is the less accurate curvature estimation in strongly deformed regions\(^{4}\) (between 0.062 ms and 0.850 ms), which influences the surface tension force, and (over time) the droplet shape. Thus, the results indicate a more accurate surface
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![Energy budget and VDR evolution for the droplet collision in regime (III), Fig. 12.](image-url)
tension calculation for the same grid size for LFRM. This is expected because in the hybrid surface tension model used in this study, the curvature is calculated directly from the unstructured mesh. Thus, the curvature calculation is more accurate in LFRM than in CLSVOF, especially on coarse grids. In addition, the size of the satellite droplet \((t = 2.89 \text{ ms})\) resembles the experimental data better compared to the CLSVOF results.

### 2. Evolution of energy

In this section, the evolution of the different contributions to the energy for different collision cases presented in Sec. IV C 1 is analyzed. Since the energy conservation equation is not solved in the simulation, the contributions to the energy are evaluated through the velocity fields and the droplet surface geometry. The total energy consists of kinetic and surface energy before collision and in addition to this dissipated energy after collision. These are evaluated as follows:

- **Surface energy**: It is calculated for each bubble as
  \[ E_s = \sigma A_b, \]  
  where \(\sigma\) is surface tension coefficient and \(A_b\) is surface area of the droplet.

- **Kinetic energy**: It is calculated by summing kinetic energies over all grid cells. Kinetic energy in a given cell is given by
  \[ E_k = \sum_{i,j,k} E_{k,i,j,k} = \sum_{i,j,k} \frac{1}{2} (mv^2)_{i,j,k}. \]  

- **Dissipated energy**: The dissipation function \(\phi\) measures the local volumetric viscous dissipation rate and is calculated by
  \[ \phi = \mu \left[ 2 \left( \frac{\partial u_i}{\partial t} \right)^2 + \left( \frac{\partial u_j}{\partial t} \right)^2 \right], \]  

where \(\mu\) is the dynamic viscosity and velocity gradients are represented in Einstein notation. The dissipation function is calculated in each cell using second order central finite difference approximations. The volume integral of \(\phi\) gives the viscous dissipation rate (VDR). The time integral of the VDR gives the total amount of dissipated energy,
  \[ E_{\phi} = \int_0^t \int_0^V \phi dV dt = \int_0^t VDR dt. \]  

### TABLE IV. Comparison of calculated drainage time with experimental data.

<table>
<thead>
<tr>
<th>(We)</th>
<th>(t_{d,\text{calc}} \text{ (ms)})</th>
<th>(t_{d,\text{exp}} \text{ (ms)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3</td>
<td>0.340</td>
<td>0.270</td>
</tr>
<tr>
<td>13.63</td>
<td>0.416</td>
<td>0.246</td>
</tr>
</tbody>
</table>
The calculated energies in the plots are normalized by the initial total energy, and the VDR is normalized by the maximum VDR value obtained during the course of the collision.

Figure 14 shows the evolution of the contributions to the energy for the collision in regime (I). It can be seen that from the instant of contact, the kinetic energy is converted into dissipated and surface energy. The surface energy is maximum just before the rupture, indicating that the rupture occurs just after the maximum deformation is achieved. The rupture also leads to a spike in the VDR, because of the perturbation in the local flow field due to the sudden coalescence of the interfaces. The coalesced droplet undergoes oscillations leading to further dissipation losses.

In addition, the figure shows an abrupt reduction of the total energy which corresponds to a similar change in surface energy indicating that the energy reduction is caused by a sudden change in the interfacial area. Similar sharp jumps in total and surface energy are observed for merging sequences in the literature (Refs. 25 and 12), suggesting that the modeled
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process is an approximation of the reality. The actual rupture commences in a small area, leading to an extremely rapid motion of the surrounding film due to high surface tension pull forces. This leads to further rupture and, at times, creation of very small droplets. In the current approach, these rapid small scale processes are entirely ignored. As a consequence, the true dissipation rate at this instant is not computed well. Although the spike is seen, the true spike will be much higher. However, we observe that both before and after the merger, the total energy is well conserved.

The evolution of the energy contributions in regime (II) is shown in Fig. 15. At maximum deformation, the surface energy is at a maximum and the kinetic energy is at a minimum. After this instant, the surface energy goes back to its initial value, but the kinetic energy is reduced due to viscous dissipation. The evolution of the VDR

![FIG. 19. Merging collision sequences [in regime (III)] for different drainage times. The far left column corresponds to an immediate (numerical) coalescence, the middle column is to the experimentally observed outcome, and the far right column shows droplet bouncing. Conditions: tetradecane in 1 atm air, \( R_0 = 169.7 \, \mu m \), \( \text{We} = 13.63 \), and \( B = 0 \).]
indicates that dissipation increases rapidly at the instant of contact.

The qualitative behaviour of energy evolution in regime (III), Fig. 16, is the same as that in regime (I), Fig. 14. However, as the initial velocity of the droplets is high, the merging occurs faster and dissipation losses are also higher. In addition, a second spike in the VDR is obtained due to the oscillation of the merged droplet.

In regime (IV), Fig. 17, coalescence of the droplets is instantaneous upon contact (i.e., numerical coalescence). Thus, the reduction in the total energy is not as significant as in regimes (I) and (III). The first spike in the VDR is due to merging. After merging, the droplet reaches a state of maximum deformation (torus shape). This results in a reflexive action which converts surface energy back to kinetic energy and also dissipation energy (second spike in VDR). After the second spike in the kinetic energy, the droplet starts stretching again but in the longitudinal direction leading to a break-up into three droplets. Such separation is called reflexive separation. Unlike merging, there is no significant change in the surface energy of the system upon break-up of the droplet.

3. **Effect of film drainage time on collision dynamics**

In Sec. IV C 1, simulations of droplet collisions in coalescence regimes (I) and (III) were performed using experimental film drainage times. As explained before, film drainage times can also be calculated using the film drainage model of Zhang and Law. Table IV shows that the model is able to predict the
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**FIG. 20.** Merging collision sequences [in regime (III)] for grid resolutions. Conditions: tetradecane in 1 atm air, \( R = 169.7 \mu m \), \( V_0 = 0.591 \ m/s \), \( \text{We} = 13.63 \), and \( B = 0 \).
film drainage time in the correct order of magnitude, but still a deviation is found with respect to the experimental values. To find the effect of the drainage time, the collision of tetradeacne droplets in air [cases of regimes (I) and (III)] is simulated with different values of the film drainage time.

The simulation results of regime (I) for different drainage times are presented in Fig. 18. The results from left to right correspond to the drainage time \( t_d = 0 \) (numerical coalescence), \( t_d = 0.235 \) ms, \( t_d = 0.270 \) ms (experimentally observed drainage time), \( t_d = 0.340 \) ms (predicted by film drainage model for \( \delta = 1.8327 \)), and \( t_d > t_c \) (bouncing droplets). When the droplets coalesce before the instant of maximum deformation, the droplets first flatten and then elongate in the direction of initial velocity. In contrast, the flattening is not observed when the coalescence occurs after maximum deformation. The inclusion of the film drainage model will avoid this; however, a lag in the evolution of topology is observed due to the delayed coalescence. Finally, when the film drainage time is larger than the contact time, the droplets bounce.

Similarly, the simulation results of regime (III) for different drainage times are presented in Fig. 19. The results from left to right correspond to drainage time \( t_d = 0 \) (numerical coalescence), \( t_d = 0.200 \) ms, \( t_d = 0.246 \) ms (experimentally observed drainage time), \( t_d = 0.416 \) ms (predicted by film drainage model for \( \delta = 1.8327 \)), and \( t_d > t_c \) (bouncing droplets). It can be seen that an early coalescence will lead to substantial stretching and might end up in break-up. Again, this is not observed in the results obtained by the inclusion of the film drainage model. Similar to the results in regime (I), a lag in the evolution of topology is observed due to the delayed coalescence. Thus, it can be concluded that the prediction of the film drainage time is crucial for an accurate simulation of collision dynamics. Clearly, further theoretical developments of the film drainage model are required.

4. Effect of grid dependency on collision dynamics

The contact timer is initiated when the droplets share a common grid cell, and thus, the moment of coalescence will be influenced by the grid size. This effect is investigated by simulating droplet collision with fixed drainage time but varying grid size. The results are shown in Fig. 20. It can be seen that the rupture of the film is delayed for finer grid size \( D/h = 32 \), although this small delay does not seem to have a significant influence on the further developments. In addition, it can be seen that the delay is not significant in the case of \( D/h = 16 \) and \( D/h = 24 \). This is because the film drainage is faster initially and then tends to be slower in later stages. However, when coupled with the film drainage model, the Weber number (which is calculated at contact of the droplets) will vary with the instance of contact and this will also influence the calculated film drainage time.

5. CONCLUSION

We have implemented a hybrid front tracking method without connectivity, the Local Front Reconstruction Method (LFRM).\(^{10}\) This method can easily handle complex topological changes like droplet break-up. However, the original method applies numerical coalescence of droplets. In our implementation, this is prevented by storing the information about marker elements and marker points for each droplet separately. We have incorporated an efficient and exact geometric method to calculate the phase fraction. Also, we have implemented a smoothing procedure to enhance the mesh quality.

A controlled coalescence between droplets is accomplished by merging data structures of two droplets at the prescribed film drainage time after contact is initiated. Similarly, the break-up of a droplet is achieved by splitting the data structure of the droplet. The framework of these coalescence and break-up modules is kept generic such that any film drainage model can be easily incorporated. In this study, we have chosen the film drainage model of Zhang and Law.\(^3\)

The implementation of LFRM is verified with standard tests, i.e., the stationary bubble test and the standard advection test, and validated with the experimental data obtained from the Grace diagram\(^{26}\) for rising bubbles. The extended LFRM is validated by carrying out simulations of the (near) head-on collision of two equal tetradeacne droplets at different Weber numbers corresponding to different collision regimes using the experimental drainage time. The results show a better agreement with experimental data compared to other methods,\(^1,2,5\) especially at high impact velocities. It also turned out that if the correct film drainage time is available, then LFRM can simulate droplet collisions with physical realism. The energy evolution during these collisions is calculated to get further insight into the collision dynamics.

The influence of the film drainage time on the collision dynamics is studied by carrying out simulations of a specific collision using several film drainage times. The results show the dependency of collision dynamics on film drainage time. The model of Zhang and Law\(^3\) gives correct collision outcomes, but quantitative predictions of film drainage time are not accurate enough and show strong dependency on the empirical parameter \( \delta \). Therefore, a better subgrid model for the film drainage is required. Finally, the effect of grid dependency on collision dynamics is investigated. The results show that the grid dependent contact instant has only a minor influence on the collision dynamics and that this aspect is less important than the accuracy of the film drainage model. However, the LFRM coupled with film drainage model is much better in predicting the collision dynamics than any traditional method (without a coalescence model).
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