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Abstract—In this paper, we present a dyadic conversation dataset involving topics related to moral emotions which are ethically relevant. To the best of our knowledge, it is the first dataset where the main focus is moral emotions. This dataset also focuses on speaker-listener reactions during a dyadic conversation. Although some of the currently available datasets contain dyadic conversations, they were not conceived with the idea of focusing on the speaker-listener setup. Thus making it difficult to use them to study reactions related to speakers and listeners. Some preliminary analyses of the data are presented as well as our thoughts on future work related to this dataset.
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I. INTRODUCTION

Human-agent interactions (HAI) systems are emerging in our daily lives. It is important that these agents learn not only our verbal, but also nonverbal way of communicating. This would allow them to better “understand” underlying messages and make it more comfortable to interact with them since they would have more human-like behavior. In this paper, we present a corpus of spontaneous dyadic conversations with a rich amount of verbal and nonverbal expressions. Our contributions are two-fold:

1) focusing on listener-speaker reactions during a dyadic conversation

2) obtaining data related to moral emotions

Indeed, it is important for the agent to have the proper attitude as a speaker, but also as an attentive listener. The current dyadic interaction datasets such as: the Cardiff Conversation Database (CCDB), IFA Dialog Video corpus (IFADV) [1] and IEMOCAP [2] do not explicitly focus on the separation between speaker and listener. Although the roles of “speaker” and “listener” are implicitly present in a conversation, it is harder to draw a clear line between “speakers” and “listeners”, since a “listener” could utter verbal or nonverbal sounds as feedback to the “speaker” and the speaker could be interrupted verbally by the “listener”. This is why we decided to build our recording scenario by assigning clearly the “speaker” and “listener” roles to the subjects while keeping the interaction naturalistic.

The second purpose of the dataset was to look into moral emotions, which are emotions that are ethically relevant [3]. The emotional databases currently available contain categorical annotations of mainly the six basic emotions [4], or with codes largely based on the Circumplex Model of emotions [5]. To add diversity to emotion research, we focused on moral emotions. The eNTERFACE workshop gave us the opportunity to collect our own dyadic conversation database [6]. To build this database, participants took turns as speakers and listeners, the latter asking questions to the former about memories of emotional states. Questions were on negative (i.e. guilt and shame) and positive (i.e. pride and compassion) emotions, which are considered to be moral emotions [3]. In the following subsections, the data recording setup will be described in Section II. We will then go through the dataset content in Section III and our first analyses will be presented in Section IV. We will finally present conclusions in Section V.

II. SETUP AND EXPERIENCE DESCRIPTION

A. Procedure

Participants were firstly asked to read the informed consent form, which stated that their participation was voluntary and unpaid. The consent form stated that moral emotions will be discussed by the participants. At the start of the experiment, participants were told that they will randomly be assigned to the role of speaker or listener, then switch roles.
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The speaker answered questions about moral emotions, whilst the listener listened to the speaker’s answers and asked any follow-up questions as necessary. The instructions were purposefully vague to ensure that the dyadic interaction was as natural as possible. Indeed, the listener was free to discuss and/or interrupt the speaker just like in any normal conversation. The order in which participants discussed the emotions was randomised: listeners chose one of the two moral emotion options (positive, negative) from question prompts on a table. Each interaction started with the listener asking a question that varied in the emotion category: When was the last time you experienced gratitude/compassion/guilt/shame? Can you describe the event and your feelings? The speaker responded to each question. The interaction lasted until the interlocutors both indicated to experimenters that the conversation was finished.

B. Experimental Setup: Video/Audio Acquisition

Video and audio were recorded in a soundproof room at the Catholic University of Porto, Portugal. Two Canon Cameras: EOS 550D and EOS 6D were used to record the interactions. Camera A (beside Speaker 1, recorded Listener 1/Speaker 2) and Camera B (beside Speaker 2, recorded Speaker 1/Listener 2). The camera angle and distance were tailored to each participant, ensuring that the head to torso area was captured. The distance between speaker and listener remained constant. Two Rode Podcaster USB microphones on pop shield shock mounts recorded speaker and listener audio. Laptops were attached to microphones for audio recordings and were also used for pre- and post-experimental questionnaires (see Figures 15 and 16 for diagrams of the experimental setup). Two experimenters were in the room and started and stopped video and audio recordings.

C. Data Post-processing

The participants were asked to clap just before each recording session. The claps were then used to synchronise the videos and corresponding audio files as well as the interlocutors’ data with each other. So far, most of the data has been annotated and separated in topics (gratitude, compassion, guilt and shame) and with respect to the role of the subject visible in the video (speaker or listener). We are currently working on segmenting and annotating the dataset in more detail. Indeed, as mentioned earlier, although the roles were split into speakers and listeners, we did not prevent the listener from responding. Thus, segmenting the dataset into speakers and roles in each of the separated audio/video files will be our next goal. Other annotations will be added in the near future to help us study these interactions better. First, non-linguistic nonverbal conversation expressions such as laughs, smiles, eyebrow movements and head movements will be annotated. This will help us model the nonverbal interactions between the interlocutors. Then, the dialogs will be transcribed in order to obtain the semantic content related to the topics of moral emotions.

III. CONTENT

This database was designed to mimic, as much as possible, real world conversations by being unscripted and containing a mixture of nationalities and familiar/unfamiliar individuals. We also took care to note whether it was the participants’ first encounter or not. This last point is an important point to note since it affects the interaction [7].

A. Database Demographics

As summarized in Figure 17, the database contains 42 participants (21 pairs), 32 males and 10 females. Participants were mainly students and professors (age range: 20 - 48). There were 14 male-male pairs, 3 female-female pairs and 4 male-female pairs, of which 11 pairs knew each other beforehand. The database comprises of 14 nationalities.
B. Questionnaire Data

Demographic information (e.g., age, sex) was collected. Further, to obtain a richer dataset, mood and personality traits were also measured via the questionnaire. To be specific, participants completed pre- and post-experiment mood evaluation by filling in the Positive and Negative Affect schedule [8]. Then after the experiment, they completed additional questions that measure stress and personality traits: Stress Response Scale [9] and the Big Five Inventory [10].

IV. ANALYSIS

Preliminary analyses were undertaken on the part of the dataset currently annotated into topics and roles as mentioned in Section II-C which corresponds to 13 dialogues (26 participants). Since the database is not fully segmented and annotated yet, these results presented here are only preliminary and will serve as the basis of future analysis and modeling work. Two main modalities were analysed, the audio and visual.

A. Visual Cue

The OpenFace tool [11] was used to extract Action Units (AUs) which served to analyse the facial expressions from each interlocutor by conversation topic. In order to eliminate outliers, we only considered the data corresponding to the frames for which the coordinates of the tip of the nose were within a margin corresponding to the majority of the subjects (these coordinates were also given by OpenFace). OpenFace extracts a set of features per video frame.

In some cases, facial expressions corresponding to the six basic emotions [4] can be related to combinations of AUs. In this work, we considered the ones representing happiness/joy (AU06 + AU12) and sadness (AU01+AU04+AU15). Tables I and II give the proportion of the number of frames containing the combinations of happiness and sadness respectively in the total number of frames. These tables also show the results by participant role (speaker, listener, or both) and conversation topic (shame, guilt, compassion and gratitude).

From the results in Table I, we can see that the proportion of happiness is higher in the “shame” and “gratitude” topics than in the “compassion” and “guilt” ones. In contrast, we can see that the proportion of sadness is higher for “compassion” and “guilt” compared to “shame” and “gratitude”. To analyse them further, we first point out that the AUs constituting this combination correspond to smiling. We thus emit the hypothesis that the topic related to “shame” would be more likely to contain funny stories than “guilt” and “compassion”. Additionally, “happy” stories would be more likely to occur in the “gratitude” topic than in the “guilt” and “compassion” one. Finally, “guilt” would be more likely to contain stories related to mistakes one made and the “compassion” topic stories related to pity. It would therefore be understandable that the ratio is higher for the former two topics than the latter two. These hypotheses were also based on an informal inspection on the semantic content of the database. However, in order to understand these phenomena, further work should be oriented towards the semantic analysis of the dialogues.

B. Audio Cue

Since we have not yet completed the speaker segmentation of our corpus, we focus on low level descriptors, pitch and energy that are associated with emotion in speech. We used the OpenSMILE toolkit for the feature extraction [12]. In addition, a Voice Activity Detection (VAD) was used to keep only the speech parts of the conversations. Only these parts were considered for the analysis. Since pitch is voice specific, it was studied for the same interlocutors only. Indeed, we made the assumption that the files containing the “speakers” data contained in major parts, the speaker’s voice. We thus compared, for each speaker, the median values of the pitch with respect to the topic. This showed different variations for each speaker and no consistent pattern could be found. The overall RMS energy was then compared per

<table>
<thead>
<tr>
<th></th>
<th>Shame</th>
<th>Guilt</th>
<th>Compassion</th>
<th>Gratitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Listener</td>
<td>23%</td>
<td>17%</td>
<td>21%</td>
<td>24%</td>
</tr>
<tr>
<td>Speaker</td>
<td>26%</td>
<td>24%</td>
<td>15%</td>
<td>21%</td>
</tr>
<tr>
<td>Both</td>
<td>24%</td>
<td>20%</td>
<td>18%</td>
<td>22%</td>
</tr>
<tr>
<td><strong>Table I</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Shame</th>
<th>Guilt</th>
<th>Compassion</th>
<th>Gratitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Listener</td>
<td>2.2%</td>
<td>3.1%</td>
<td>2.6%</td>
<td>3.5%</td>
</tr>
<tr>
<td>Speaker</td>
<td>2.0%</td>
<td>1.5%</td>
<td>1.7%</td>
<td>1.9%</td>
</tr>
<tr>
<td>Both</td>
<td>2.2%</td>
<td>2.5%</td>
<td>2.2%</td>
<td>2.1%</td>
</tr>
<tr>
<td><strong>Table II</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2 https://github.com/wiseman/py-webrtcvad
topic and per speaker. No significant difference was found but, for the same speaker, the mean value of speech energy of the positive topics (compassion and gratitude) was roughly equal to the negative topics (shame and guilt).

In future work, after the dataset is segmented by speaker, a more detailed analysis will be undertaken. Additionally, we will analyse nonverbal audio expressions such as laughs and backchannels and speech rate.

C. Future Work on the Linguistic Cue

Initial investigations were carried out on the linguistic cues and therefore on the semantic content of the data. As we have not manually transcribed our data yet, an automatic speech recognition system (ASR) was tested on it. To do so, each speech segment detected by the VAD was sent to the Google Speech Recognition system of the SpeechRecognition python library\(^3\). The text output was meant to be sent to a sentiment and emotion classification system. Unfortunately, a large part of the data could not be properly recognised by the ASR mainly due to speaker pronunciation (most of the speakers are non-native English speakers). In future work, a manual transcription will be made to help us provide a semantic analysis content of the data.

V. CONCLUSION AND FUTURE WORK

In conclusion, we present the dyadic conversation database on moral emotions. This could be of potential interest to researchers in social psychology, computer vision, affective computing, and computational linguistics, to name a few fields. A more thorough look at dyadic conversations in naturalistic settings, as well as on moral emotions, could be done in the future. Another suggestion is a more extensive dataset that builds on the current version. Dissecting various elements of dyadic conversations on a subject matter of emotions will require a multi-disciplinary approach, a step we hope to continue in.

\(^3\)https://pypi.python.org/pypi/SpeechRecognition/
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