Impact of quantized side information on subchannel scheduling for cellular V2X
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Abstract

In Release 14, 3GPP completed a first version of cellular vehicle-to-everything (C-V2X) communications wherein two modalities were introduced. One of these schemes, known as mode-3, requires support from eNodeBs in order to realize subchannel scheduling. This paper discusses a graph theoretical approach for semi-persistent scheduling (SPS) in mode-3 harnessing a sensing mechanism whereby vehicles can monitor signal-to-interference-plus-noise ratio (SINR) levels across sidelink subchannels. eNodeBs request such measurements from vehicles and utilize them to accomplish suitable subchannel assignments. However, since SINR values—herein also referred to as side information—span a wide range, quantization is required. We conclude that 3 bits per vehicle every 100 ms can provide sufficient granularity to maintain appropriate performance without severe degradation. Furthermore, the proposed algorithm is compared against pseudo-random and greedy SPS algorithms.
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I. INTRODUCTION

In the last months we have been witness to an enormous effort from industry and academia in improving the state of the art of vehicular communications, which not only promises to diminish the number of accidents and casualties [1] but will also pave the way for novel business models and improved services. In September 2017, the 3rd Generation Partnership Project (3GPP) completed a first version of cellular vehicle-to-everything (C-V2X) in Release
14, aiming at principally supporting safety applications [3]. In the mentioned document, two subchannel scheduling modalities were proposed in order to support communications among vehicles. One of them is vehicle-to-vehicle (V2V) mode-3, which requires network support in order to realize subchannel scheduling. The other scheme—known as V2V mode-4 [8]—has been devised to operate in a distributed and autonomous manner, which may prove advantageous when cellular network is not available.

In mode-3, once subchannels have been assigned by the eNodeB, vehicles are able to broadcast cooperative awareness messages (CAMs) [2] in semi-persistently reserved subchannels. Such utilization of resources extends for several hundreds of milliseconds until a new assignment is required [3]. In a typical scenario there may exist several communication clusters\(^1\) with each of them exhibiting different characteristics, e.g. high or low vehicle density. A most important task for eNodeBs is to guarantee that vehicles—belonging to the same communication cluster—broadcast CAM messages in time-orthogonal subchannels to prevent allocation conflicts [6]. Such orthogonality requirement is necessary due to half-duplex PHY which cannot support simultaneous transmission and reception. Nevertheless, a subchannel that is serving a vehicle in a particular communication cluster can be reutilized by other vehicles, if the latter ones lie in different clusters. As a result, in mode-3 operation, eNodeBs will unquestionably play a determinative role in effectively distributing subchannels among vehicles in coverage.

In the present work, a graph theoretical approach for semi-persistent scheduling (SPS) in V2V mode-3 is proposed. Under this framework, vehicles and subchannels are represented by vertices whereas the achievable rates that vehicles can attain across subchannels are represented by edges. It has been proved that the time orthogonality constraint mentioned earlier can be enforced by aggregating conflicting vertices into macro-vertices [4]. The approach discussed herein requires side information such as signal-to-interference-plus-noise ratio (SINR) measurements sensed by vehicles across the subchannels. Such quality measurements are passed on by vehicles via uplink for eNodeBs to optimize the assignment of subchannels in terms of the system sum-capacity maximization. Although side information should ideally be fine-grained, it occupies valuable uplink spectrum resources. Therefore, how does quantization of SINR measurements affect the system performance is evaluated for different degrees of granularity.

\(^1\)Clusters are formed based on their likeness in position, speed and direction computed by means of an affinity Gaussian kernel as described in [9].
The contributions of this work are outlined in the following.

- The sensing mechanism on vehicles for mode-4 is repurposed to support mode-3 operation. The SINR measurements are transmitted as side information to eNodeBs in order for them to perform subchannel assignment.
- Subchannel assignment is approached as a bipartite graph matching problem.
- A matrix notation that includes intra-cluster allocation constraints is developed.
- The impact of SINR quantization on the proposed approach performance is assessed and a suitable granularity level is determined.

The paper is organized as follows. In Section II, the structure of sidelink subchannels for V2V communications is described. In Section III, the semi-persistent scheduling operation is briefly described. In Section IV, the subchannel allocation problem is formulated. In Section V, the proposed approach based on graph matching is described in detail. Section VI is devoted for discussing simulation results. Finally, in Section VII, our concluding remarks are provided.

II. SIDELINK SUBCHANNELS

In our system model, it has been considered that spectrum resources for uplink/downlink and sidelink are decoupled. Thus, resources used for V2V communications lie in the intelligent transportation system (ITS) portion [2] whereas uplink/downlink resources are situated in a different band. The channelization of sidelink spectrum resources can be regarded as a time-frequency grid of non-overlapping subchannels as shown in Fig. 1. Each subchannel has an extent of $T$ ms in time and $B$ MHz in frequency. For an observation time window of $TL$ ms, there are $KL$ subchannels spanning $L$ time instances. Furthermore, such distribution of subchannels
is repeated over time every $T_L$ ms. Each individual subchannel $r_k$ (for $k = 1, 2, \ldots, K$) consists of a number of resource blocks (RBs) for data and control.

III. SEMI-PERSISTENT SCHEDULING

Once the eNodeB has completed the allocation of subchannels, vehicles will persistently use the designated resources for periodic CAM broadcasting during $T_{SPS}$ ms, as depicted in Fig. 1. After the reservation time countdown has reached zero—i.e. when $T_{SPS}/T$ contiguous time windows have elapsed—a new assignment shall be realized by the eNodeB. The amount of time that vehicles can posses a subchannel may vary for every particular unit. Based on Release 14 [3], such time extents (in seconds) can be drawn from $T_{SPS}^\text{pool} = \{1, 4, 8\}$. When the scenario is not dense, the distribution of subchannels among vehicles is uncomplicated and therefore greedy approaches will usually perform adequately. However, as the scenario becomes congested, the assignment might result more challenging. As a consequence, a problem formulation that can facilitate effective subchannel allocation while complying the system constraints is required.

IV. PROBLEM FORMULATION

Let $J$ denote the total number of communication clusters in the scenario. Each cluster can be denoted as a set $\mathcal{V}^{(j)}$ of vehicles (for $j = 1, 2, \ldots, J$). In addition, there exists a set of allotable subchannels $\mathcal{R}$ which are managed by the eNodeB. A different number of vehicles $N_j$ populates each cluster $\mathcal{V}^{(j)}$ and all of them can share the same set of subchannels. In this work, we consider independent clusters that do not overlap, i.e. a vehicle belongs exclusively to only one cluster. The pairing of subchannels with vehicles can be represented as a bipartite graph as depicted in Fig. 2, where vehicles and subchannels are portrayed by black and white vertices, respectively. The line linking two vertices—i.e. a vehicle $v_i^{(j)} \in \mathcal{V}^{(j)}$ with a subchannel $r_k \in \mathcal{R}$—is called an edge, and is denoted by $e_{ik}^{(j)}$. Each edge $e_{ik}^{(j)}$ has a corresponding weight $c_{ik}^{(j)}$ that in principle can represent any metric related to the conditions that vehicle $v_i^{(j)}$ experiences in subchannel $r_k$. In this paper, we consider that such weights are the achievable rates obtained from the SINR measurements that vehicles sense in the subchannels. Thus, $c_{ik}^{(j)} = B \log_2(1 + \text{SINR}_{ik}^{(j)})$
Fig. 2: Constrained weighted bipartite graph

represents the achievable rate of vehicle $v_j^{(i)}$ in subchannel $r_k^2$. The set $\mathcal{R}$ of subchannels is constituted by $KL$ vertices, which are grouped into $L$ disjoint vertex subsets $\{\mathcal{R}_l\}_{l=1}^{L}$ (herein called macro-vertices) satisfying $\mathcal{R} = \bigcup_{l=1}^{L} \mathcal{R}_l$ and $\mathcal{R}_l \cap \mathcal{R}_{l'} = \emptyset$, $\forall l \neq l'$. Each macro-vertex $\mathcal{R}_l$ is an aggregation of $K$ vertices ($|\mathcal{R}_l| = K$), i.e. a collection of subchannels in the same time subframe. The target function is to maximize the sum-rate capacity of the whole system subject to satisfying a set of allocation constraints. Such constraints are (i) the intra-cluster allocation restrictions—which prevent time-domain conflicts caused due to half-duplex PHY limitations—and (ii) the one–to–one vertex matching conditions—which enforce each vehicle to be matched with exactly one subchannel. Since we consider that clusters do not overlap with each other, then the problem is equivalent to independently finding a solution vector $x_j$—for each cluster $\mathcal{V}_j$—that maximizes (1a) while satisfying the set of constraints (1b)

$$
\begin{align*}
\max & \quad c_j^T x_j \\
\text{subject to} & \quad \begin{pmatrix}
I_{L \times L} \otimes 1_{1 \times L} \\
1_{1 \times L} \otimes I_{L \times L}
\end{pmatrix} \otimes 1_{1 \times K} x_j = 1
\end{align*}
$$

In a more formal manner, $c_{ik}^{(j)}$ and $\text{SINR}_{ik}^{(j)}$ represent measurements between vehicle $v_i^{(j)}$ and some vehicle $v_u^{(j)}$ with which $v_i^{(j)}$ experiences the weakest link quality. Therefore, if the weakest link can be leveraged, other vehicles receiving signals from $v_i^{(j)}$ may experience superior conditions. For the purpose of simplification, the index $u$ representing vehicle $v_u^{(j)}$ has been dropped. The numerator of the SINR is constituted by the received power of interest $P_T g_i^n$, where $P_T = 23$ dBm represents the transmit power per CAM message and $g_i^n$ depicts the channel gain between vehicles $v_i^{(j)}$ and $v_u^{(j)}$. In the denominator, besides a noise power component, the influence of interferers is considered as well. The interference is sensed by each vehicle on subchannels belonging to subframes where transmission does not take place.
where $\otimes$ represents the tensor product operator, $c_j \in \mathbb{R}^M$, $x_j \in \mathbb{B}^M$ with $M = KL^2$. Note that for graph completeness, dummy vehicles have been added such that $|V(j)| = N_j = L$. Therefore, $x_j = [x_{1,1}^{(j)}, \ldots, x_{1,KL}^{(j)}, \ldots, x_{L,1}^{(j)}, \ldots, x_{L,KL}^{(j)}]^T$ and $c_j = [c_{1,1}^{(j)}, \ldots, c_{1,KL}^{(j)}, \ldots, c_{L,1}^{(j)}, \ldots, c_{L,KL}^{(j)}]^T$.

V. PROPOSED ALGORITHM

In any cluster $V(j)$, the target is to find a vertex–to–vertex matching that maximizes the sum of weights $c_{ik}^{(j)}$ such that no two vertices in $V(j)$ are matched with any two vertices in the same macro-vertex $R_i$. This is equivalent to restricting each vehicle $v_i^{(j)} \in V(j)$ to be assigned a subchannel such that no two vehicles have subchannels in the same time instance (subframe). Moreover, such resultant subchannel assignment must provide the maximum sum-capacity. It was mentioned that time-orthogonality of subchannels is an important requirement within each communication cluster as it prevents conflicts due to half-duplex PHY. Enforcing orthogonality of subchannels in time domain is equivalent to aggregating vertices into macro-vertices [4]. Thus, (1) can be reduced as follows.

**Simplification of cost function (1a):**

The solution vector $x_j$ bears information about the matching between subchannels and vehicles. Such designation is represented with 1 or 0. Since $x_j$ exists in the binary space, the cost function (1a) can be recast as $c_j^Tx_j = x_j^T \text{diag}(c_j)x_j$ without altering optimality. Moreover, the weighted pair-wise product $c_{ik}^{(j)} x_{ik}^{(j)} x_{iq}^{(j)}$ (with $r_k, r_q \in R_i, \forall k \neq q$ ) yields zero because no two vehicles can be assigned subchannels that lie in the same time instance. Hence, it can be shown that the sum of weighted pair-wise products will also return zero. In a vectorized form this is equivalent to $x_j^T \left( I_{M \times M} \otimes \left[ 1_{K \times K} - I_{K \times K} \right] \right) \text{diag}(c_j)x_j = 0$.

The cost function (1a) can be recast as

\[
\begin{align*}
c_j^T x_j &= x_j^T \text{diag}(c_j)x_j + x_j^T (I_{M \times M} \otimes [1 - I]_{K \times K}) \text{diag}(c_j)x_j \\
&= x_j^T (I_{M \times M} \otimes I_{K \times K} + I_{M \times M} \otimes [1 - I]_{K \times K}) \text{diag}(c_j)x_j \\
&= x_j^T (I_{M \times M} \otimes 1_{K \times K}) \text{diag}(c_j)x_j
\end{align*}
\]
Employing the property of product of tensor products, (2) can be further simplified to

\[ x_j^T (I_{M \times M} \otimes 1_{K \times K}) \text{diag}(c_j)x_j \]

\[ = x_j^T (I_{M \times M}1_{M \times M} \otimes 1_{K \times 1}1_{1 \times K}) \text{diag}(c_j)x_j \]

\[ = x_j^T (I_{M \times M} \otimes 1_{K \times 1}) (I_{M \times M} \otimes 1_{1 \times K}) \text{diag}(c_j)x_j \]

Simplification of constraints (1b):

The constraints (1b) can be reduced to

\[
\begin{pmatrix}
I_{L \times L} \otimes 1_{1 \times L} \\
1_{1 \times L} \otimes I_{L \times L}
\end{pmatrix}
\otimes 1_{1 \times K}
(I_{M \times M} \otimes 1_{1 \times K}^\dagger) y_j = 1
\]

\[ = \begin{pmatrix}
I_{L \times L} \otimes 1_{1 \times L} \\
1_{1 \times L} \otimes I_{L \times L}
\end{pmatrix}
I_{M \times M}
\otimes 1_{1 \times K}^\dagger y_j = 1
\]

\[ = \begin{pmatrix}
I_{L \times L} \otimes 1_{1 \times L} \\
1_{1 \times L} \otimes I_{L \times L}
\end{pmatrix}
y_j = 1
\]

The formulation in (1) can be recast as (5)

\[
\max \ d_j^T y_j
\]

subject to

\[
\begin{pmatrix}
I_{L \times L} \otimes 1_{1 \times L} \\
1_{1 \times L} \otimes I_{L \times L}
\end{pmatrix}
y_j = 1
\]

which exhibits a dimensionality reduction of \( x_j \) by \( K \) times and can intuitively be understood as a vertex compression. Note that \( x_j \) is unknown and \( d_j \) depends on it, but such dependency can be removed using (6)

\[
d_j = \lim_{\beta \to \infty} \frac{1}{\beta} \log \left\{ (I_{M \times M} \otimes 1_{1 \times K}) e^{\circ \beta c_j} \right\}
\]

where \( \circ \{ \cdot \} \) and \( e \{ \cdot \} \) are the element-wise natural logarithm and Hadamard exponential [7], respectively. Now, (5) can be approached by the Kuhn Munkres algorithm [5]. Conversely, (1) is not approachable by the aforementioned method.
VI. SIMULATIONS

We have considered that each subchannel has a duration of $T = 1$ ms in time and $B = 1.26$ MHz in frequency, which to the best of our understanding is sufficient to support a CAM message and therefore $K = 7$. We also assume a message rate of 10 Hz. Thus, the subchannel assignment is carried out every 0.1 s and therefore $L = 100$.

Fig. 3 shows the cumulative distribution function (CDF) of the achievable rates after performing the allocation of subchannels with the proposed approach (PA) when considering (i) ideal fine-grained side information and (ii) three quantization cases\(^3\). We observe that when quantization is performed with 4 bits, the corresponding CDF curve behaves similarly to the ideal one. When further reducing the amount of side information to 3 bits and 2 bits, the curve trend is preserved but with some noticeable deviations. In an analogous manner, Fig. 4 exhibits the CDF with three different quantization resolutions when the greedy algorithm (GA) is employed. When the SINR values are quantized with 4 bits, the resultant CDF curve is also sufficiently representative of the ideal one as the variation is not substantial. The outcomes based

\(^3\)All the simulations herein have been performed using Matlab programming environment. The vehicular traces have been obtained from the TAPAS Cologne database [10] and the range of SINR values encountered approximately spans $[-15; 35]$ dB. Based on this observation, a reasonable amount of quantization bits was selected.
on the proposed approach and the greedy algorithm are both included in the figures, from which it is noted that the former has a performance advantage. The CDF for the random approach (RA) is not shown as for its nature of being stochastic, linear quantization has no impact on it.

In order to gain additional insights regarding a suitable quantization degree, Fig. 5 and Fig. 6 throw supplementary information about the examined methods on the basis of four criteria when employing 3 bits and 2 bits, respectively. We can observe that in general the proposed approach attains superior results over the other two schemes. We can notice that the greedy algorithm performs similarly good to the proposed approach if we consider the highest-rate vehicle as the comparison criterion. This is an obvious result since the greedy algorithm selects and assigns the best subchannels on first-come first-served basis. Taking the system average rate as a judging criterion, the proposed approach has a thin advantage over the greedy algorithm but this may not be reliable metric to asses performance. When considering the worst-rate vehicle, the proposed approach outperforms the greedy algorithm for both quantization degrees since—as observed from the results—it is capable of providing a fair data rate to the least favored vehicle. Further examination of the aforementioned criterion reveals that the proposed approach in not strongly influenced by quantization. On the other hand, the greedy algorithm performance is severely affected when quantization is carried out with 2 bits. For instance, when GA employs fine-grained side information, the worst-rate vehicle attains 5.75 Mbps. On the other hand, the outcomes for the quantized versions with 3 and 2 bits are 5.47 Mbps and 4.86 Mbps—exhibiting a more noticeable performance gap in the latter case. The last criterion is named system rate standard deviation and provides a general insight of how fair an algorithm can be. Thus, based on this metric we can notice that the proposed approach behaves better than the greedy algorithm. For all the cases, the random allocation method is surpassed by the other two approaches.

In order to evaluate how the amount of quantization bits impacts the worst-rate vehicle, Fig. 7, Fig. 8 and Fig. 9 are provided. Such results have been obtained upon employing 2, 3 and 4 quantization bits, respectively. In this scenario, the number of vehicles per cluster has been varied from 10 to 100 whereas the amount of subchannels has remained fixed to 700, i.e, $K = 7$ and $L = 100$. We can observe that as the number of vehicles increases, an efficient distribution of subchannels becomes more challenging. This is particularly true for the

\[ \text{The smaller the value is, the fairer the scheme behaves. Thus, a small value depicts quality homogeneity among the allotted subchannels.} \]
<table>
<thead>
<tr>
<th></th>
<th>Highest-Rate Vehicle</th>
<th>System Average Rate</th>
<th>Worst-Rate Vehicle</th>
<th>System Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate [Mbps / subchannel]</td>
<td>8.88 8.86 8.79 8.77</td>
<td>7.69 7.51 7.53 7.28</td>
<td>6.74 6.67 5.75 5.47</td>
<td>0.43 0.47 0.52 0.59</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>4.69 4.68</td>
<td></td>
<td>2.36 2.34</td>
<td>0.98 0.98</td>
</tr>
</tbody>
</table>

Fig. 5: Vehicles data rate: performance comparison between fine-grained vs 3-bit quantization ($N = 100$)

<table>
<thead>
<tr>
<th></th>
<th>Proposed Algorithm</th>
<th>Proposed Algorithm - 3 bits</th>
<th>Greedy Algorithm</th>
<th>Greedy Algorithm - 3 bits</th>
<th>Random Algorithm</th>
<th>Random Algorithm - 3 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate [Mbps / subchannel]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>4.69 4.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The greedy algorithm whose performance dramatically drops because the accessibility to subchannels with good conditions gradually depletes when more vehicles populate the system. Nevertheless, the proposed approach is still capable of providing an acceptable level of fairness even when approaching to the overloaded state. When the vehicle density is low, the greedy approach attains high performance because the number of subchannels is larger than the amount of vehicles to be served. However, as the density increases, its performance is affected to a great extent. Judging from such outcomes, if the proposed approach is used, 2 bits of side information are enough as it provides small performance degradation. On the other hand, when the greedy approach is employed, 3 bits are required. As mentioned earlier, the random allocation algorithm suffers almost no variations when the quantization degree is varied. When employing a 1-bit quantization the performance of the proposed approach tends to be similar to the greedy algorithm performance and thus showing no added advantage.

**VII. Conclusions**

We presented a subchannel assignment approach for V2V mode-3 communications based on weighted bipartite graph matching. We also considered relevant constraints that are to be enforced in order to avoid intra-cluster conflicts. Furthermore, the mentioned approach is compared against greedy and random algorithms. All three approaches were assessed using both fine-grained and quantized SINR values. When employing the proposed approach, as few as 2 quantization bits are enough for attaining efficient subchannel assignment. However, if the greedy algorithm is employed, 3 quantization bits will be required in order not to deviate notoriously from the ideal fine-grained curve performance. The type of quantization considered herein is linear.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Highest-Rate Vehicle</td>
<td>8.88, 8.55, 8.79</td>
<td>8.51, 7.29, 7.15</td>
<td>7.69, 7.36, 7.51</td>
<td>7.11, 4.69, 4.67</td>
<td>6.74, 6.59, 6.59</td>
<td>5.75, 2.86, 2.86</td>
</tr>
<tr>
<td>System Average Rate</td>
<td>7.69</td>
<td>7.36, 7.11</td>
<td>4.69, 4.67</td>
<td>2.36, 2.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worst-Rate Vehicle</td>
<td>6.74, 6.59, 6.59</td>
<td>5.75, 4.86</td>
<td>2.36, 2.31</td>
<td>0.43, 0.33, 0.52, 0.74, 0.98, 0.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>System Rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6: Vehicles data rate: performance comparison between fine-grained vs 2-bit quantization ($N = 100$)

![Graph showing data rate comparison](image)

Fig. 7: Worst-rate vehicle (2 bits)

![Graph showing worst-rate vehicle data](image)

Fig. 8: Worst-rate vehicle (3 bits)
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Fig. 9: Worst-rate vehicle (4 bits)


