A continuous approximation approach to the planar hub location-routing problem: Modeling and solution algorithms
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ABSTRACT
The design of many-to-many parcel delivery networks is an important problem in freight transportation. To exploit economies of scale and provide a better service level, these networks usually have a hub-and-spoke architecture. We address a planar hub location-routing problem (HLRP) where the market demand is modeled as a uniform density function over a convex polygon service region. The continuous approximation (CA) technique is used for modeling the HLRP in such a way that it jointly decides on the location of hubs and the allocation of a service region to the hubs. The objective is to minimize the approximate total transportation cost, including local pickup and delivery costs, as well as line-haul transportation costs. Two solution algorithms are developed for the problem: an iterative Weiszfeld-type algorithm (IWA) and a particle swarm optimization (PSO) metaheuristic. The performance and solution quality of the proposed algorithms are compared with an adapted algorithm from the literature. Furthermore, extensive computational experiments are performed to study the effect of different input parameters such as the discount factor value, demand points density, and vehicle capacity on the total system cost and the final configuration of the network.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Freight transportation is a vital component of the economy. It supports production, trade, and consumption activities by ensuring the efficient movement and timely availability of raw materials and finished goods. As a consequence, freight transportation accounts for a significant part of the final cost of products and represents an important component of the national expenditures of a country (Crainic and Laporte, 1997). In order to lower their costs and increase their service levels, freight carriers aim at improving their transportation and distribution network.

In freight transportation applications, as well as postal services, hub-and-spoke networks has been shown to be effective when it comes to reducing costs and delivery times, thereby increasing the service level. In such networks, the direct connections between locations in a geographic region are replaced with indirect connections facilitated by the use of hub nodes. As identified in O’Kelly and Miller (1994), such a network topology is desirable because it reduces and simplifies network construction costs, centralizes commodity handling, and allows carriers to take advantage of economies of scale through the consolidation of flows. In the case of less-than-truckload (LTL) carriers, an additional improvement is possible by serving the origin-destination (O/D) demand points along the pickup and delivery routes, rather than having to serve them separately. This can reduce the transportation costs through a more efficient use of resources (e.g. vehicles operating in the system).

With these considerations in mind, the problem we study in this paper consists of two main decisions: locating hubs and generating multiple-stop routes for the non-hub points allocated to the hubs. As a result, we get the combined hub location-routing problem (HLRP). An example of the HLRP is illustrated in Fig. 1. The triangles and circles show the installed hubs and non-hub nodes, respectively. The thick lines represent the inter-hub connections (backbone links), whereas the thin lines show the local tours (access links).

Hub location, market allocation, and vehicle routing decisions belong to different levels of the decision making process and are typically treated separately in the literature. However, since strategic location and allocation decisions have a big impact on shipment costs, not taking the related routing costs into consideration in the strategic planning phase can lead to sub-optimality (Shen and Qi, 2007). Nevertheless, the detailed data on the
geographical locations and demand volumes of customers required as the input data for discrete network design models are seldom available when the network planner decides on the number and location of hub facilities. Continuous approximation (CA) is an alternative approach to discrete models where smooth demand density functions are used for describing the distribution system. Approximation models usually provide near optimal solutions and can address problems of larger scale and size, while discrete optimization models could provide more accurate solutions for smaller instances (Daganzo, 2005).

In this paper, we assume uniformly distributed demand points over a service region of a convex polygon shape. This assumption, which is commonly used within the CA literature, clearly makes it easier to analyze the model. However, it still provides fundamental insights into the nature of the problem and hence is a valuable complement to large, complex, and more realistic models (Erlenkotter, 1989; Geoffrion, 1976; Hall, 1986; Newell, 1973). We use the Euclidean ($L_2$) norm to measure the distances between points over the service area. Although some authors have argued that the $L_1$ distance is more realistic in urban applications as urban road networks might be better approximated by rectilinear distance, it has been shown by Von Hohenbalken and West (1984) that the market areas that were calculated by using the Euclidean distance provide fair approximations to those calculated using the rectilinear metric. We also assume that each demand point is assigned to the nearest installed hub facility based on a single allocation protocol. In the single allocation protocol, which is a common assignment scheme in many applications such as postal services, less-than-truckload (LTL) transportation, telecommunications, etc. Campbell and O’Kelly (2012), each demand node is allocated to exactly one hub.

The main contributions of this paper are threefold. First, the planar HLRP is modeled by using the CA technique for the first time in the literature that incorporates operational routing cost estimates into the strategic decisions of hub location. The problem is also formulated as a multifacility location problem. Secondly, two solution algorithms are developed: an iterative Weiszfeld-type algorithm (IWA) that exploits the characteristics of the multifacility location model and a particle swarm optimization (PSO) metaheuristic. Based on a set of experiments, it is shown that the proposed solution algorithms can obtain higher quality solutions than an adapted algorithm from the literature. Third, an extensive set of experiments is conducted to study the effect of different input factors such as the inter-hub transportation discount factor, the demand point density, and the vehicle capacity on the total system-wide costs and the number of installed hubs.

The remainder of this paper is organized as follows. The next section discusses the relevant literature. Section 3 formally defines the problem by presenting the new formulation and some definitions. The proposed solution algorithms are described in Section 4. Section 5 presents the respective experimental results and Section 6 concludes the paper and provides some directions for future research.

2. Literature review

This section presents a review of the literature for the three main research streams, namely the hub location-routing problem, CA models in location and routing problems, and the PSO algorithm.

2.1. Hub location-routing problem

Even though a large number of papers have been published on the hub location problem (HLP) and the location-routing problem (LRP), few studies have addressed the combined HLRP. A simple version of a hub location and routing problem is presented by Aykin (1995), where the hub locations and service types for the routes between the O/D pairs include three types of routes (direct, one-stop, and two-stop routes). The author proposes an iterative algorithm for solving the problem. Nagy and Salhi (1998) present a mathematical programming formulation for the HLRP where the vehicles are allowed to do the pickup and delivery on separate routes. They impose capacity and maximum distance constraints on the vehicle tours but disregard the fixed costs of using vehicles and economies of scale on the inter-hub connections. They propose a hierarchical heuristic applying the strategy of first locating and later routing embedded in a neighborhood search to solve the problem.

Zäpfel and Wasner (2002) consider the problem of planning and optimizing the hub-and-spoke transportation networks for cooperating third-party logistics providers. Mathematical models for these operational planning tasks are developed and applied to the real-case scenario of an Austrian parcel service provider.

Çetiner et al. (2010) address a hub location and routing problem under a multiple allocation setting for the Turkish postal services. They assume that the hubs are uncapacitated and vehicles have no loading constraint, but a maximum route length is imposed. They minimize both the variable transportation costs and the number of vehicles needed to achieve a given service level. They optimize the first goal by imposing an upper bound on the number of vehicles and propose an iterative hubbing and routing heuristic. Computational results using data that allow tours of no more than 450 km (one day travel time) are presented. The single allocation version of a similar problem is considered by de Camargo et al. (2013), where an upper bound is imposed on the lengths of the tours made by the vehicles in order to ensure service quality. Their objective is to minimize the sum of fixed costs for hub installation, handling costs for transferring goods at hubs, fixed costs for assigning vehicles to open hubs and distance-dependent costs for the local vehicle routes and the inter-hub transports. The authors propose a solution based on Benders decomposition embedded in a branch-and-cut framework.

Rodríguez-Martín et al. (2014) address an HLRP where exactly $p$ hubs must be installed and thus the fixed costs for using a location as a hub are disregarded. They impose an upper bound $q$ on the number of customers assigned to a hub, and there is exactly one vehicle at each hub that visits the assigned customers during one multi-stop route. They propose an MIP model for the problem, along with an exact branch-and-cut algorithm. Rieck et al. (2014) consider a generalized HLRP with multiple products and the possibility of direct shipments between pickup and
delivery locations. Unlike the mail delivery applications, where each O/D pair constitutes a unique product, they assume that each O/D pair represents more than one product. There are several different products, each produced at one or several locations and demanded at one or several other locations. A homogeneous fleet of vehicles services three different types of routes: multi-stop pickup routes, direct inter-hub routes, and multi-stop delivery routes. The authors present an MIP model and devise a multi-start fix-and-optimize procedure (FOP), as well as a genetic algorithm (GA) for solving the problem.

2.2. CA models in location and routing problems

So far, not many works on the application of CA models to the hub location problem have been presented. Daganzo (1987) addresses a many-to-many distribution problem where the transportation and inventory costs are modeled by using the CA. The author assumes that the underlying network is a square grid and distances are measured by using the $L_1$ metric. He proposes analytical expressions for the optimal number of terminals but does not address the location problem for the terminals. Campbell (1990a,b) considers the problem of routing freight shipments via consolidation terminals (hubs) in a many-to-many logistics network and develops CA models with the aim of determining the optimal location of terminals when the costs for the consolidated inter-hub transportation are discounted. The author assumes direct shipments between origins/destinations and hubs, as well as between pairs of hubs, where the distances are measured by using the $L_1$ norm.

Suzuki and Drezner (1997) propose two models for the airline hub location problem in an Euclidean space. The first model assumes that all O/D traffic is routed via two hubs (the hubs located closest to the corresponding origin and destination, respectively), whereas in the second model, the flows are routed via a single hub. The problems are analyzed for the case where two hubs are selected in a square. They also analyze a three-hub case for the first model. Campbell (2013) extends Campbell (1990a) by imposing limits on the maximum travel distance via the hub network for each O/D pair. He considers a transportation carrier that serves a fixed geographic region where demand is modeled as a continuous distribution and develops analytical expressions for the optimal number of hubs, hub locations, and transportation costs.

Carlsson and Jia (2013) consider the problem of optimal hub network design in a continuous Euclidean space where the demand points are distributed uniformly over a service region. Their objective is to determine the optimal number of hub nodes and their locations. They consider seven different backbone network topologies for connecting the hub nodes, but the service at the access level is based on direct shipments. The authors describe the asymptotically optimal configurations that minimize the total network costs under the condition that the values of different input parameters become very large or very small compared to each other. They also give an approximation algorithm that solves their problem on a convex planar region for all possible values of the relevant input parameters.

Saberi and Mahmassani (2013) present CA models for airline hub location and optimal market problems where a single hub has to be located and the O/D traffic can be routed via no more than one hub. They also study the impact of a competitive airline network structure with regard to the hub location. Cachon (2014) considers a special case of the problem studied in Carlsson and Jia (2013), where the goal is to minimize the total amount of carbon emissions produced by a supply network of retail stores and the customers they serve. Pulido et al. (2015) propose a CA model for locating warehouses and designing physical distribution strategies in a one-to-many logistics network where limits on the delivery times are considered. They also study and analyze the logistics network of a Chilean firm that is active in the home delivery of a range of different products. Xie and Ouyang (2015) study the optimal layout of transshipment facilities on an infinite homogeneous Euclidean plane. They minimize the total cost that results from the facility set-up and the access and backbone transportation costs. The backbone network is assumed to be a multi-stop tour that serves the transshipment facilities from a central depot and using a vehicle of infinite capacity. Moreover, facilities serve the customers within corresponding service regions and using direct shipments. They consider both the $L_2$ and $L_1$ distance measures and provide tight upper and lower bounds on the total system cost.

The CA technique has also been used for modeling the routing costs in the traveling salesman problem (TSP), the vehicle routing problem (VRP), etc. Distance approximations for multi-stop vehicle routes play a key role in these problems. Beardwood et al. (1959) develop an analytical expression to estimate the distance covered by a traveling salesman in an area with a uniform density of destinations. Distance approximations for multiple stop routes are developed by Christofides and Eilon (1969), Eilon et al. (1971), and Daganzo (1984a, 1984b, 2005). Langevin et al. (1996) present a detailed review of applications of the CA modeling framework in freight distribution up to 1996. More recently, Francis and Smilowitz (2006) present a continuous approximation model for the periodic vehicle routing problem with service choice (PVRP-SC) where the visit frequency to nodes is a decision variable. The authors present a CA model to facilitate strategic and tactical planning of periodic distribution systems and evaluate the value of service choice.

Smilowitz and Daganzo (2007) use the CA technique for the design of integrated package distribution systems. They introduce design strategies and cost modeling techniques for multiple mode, multiple service level package delivery networks where service levels are defined by guaranteed delivery times. The authors consider key cost components such as facility charges and vehicle repositioning, transportation and inventory costs. They show that the problem can be reduced to a series of easily solvable subproblems. Jabali et al. (2012) address the fleet composition problem, which is a variant of the vehicle routing problem where the CA is used for assessing the routing costs. In their problem, the fleet size and mix are decision variables. The service region is assumed to be of a circular shape and partitioned into zones with each zone being serviced by a single vehicle. They develop a mixed integer nonlinear programming formulation followed by computationally efficient upper and lower bounding procedures.

2.3. Particle swarm optimization

Particle swarm optimization (PSO) is a population-based metaheuristic that was originally developed by Kennedy and Eberhart (1995). Inspired by the flocking (motion) of birds, PSO uses the concepts of communication and collaboration in a population of simple search agents (called particles) for solving various optimization problems. The standard PSO algorithm has undergone several refinements that finally enable to solve a large variety of discrete and continuous optimization problems (Banks et al., 2007; 2008). As a result, the PSO has successfully been used for solving a wide range of optimization problems in numerous fields (Ai and Kachitvichyanukul, 2009; Liu et al., 2012; Marinakis and Marinaki, 2010; Pedrycz et al., 2009; Sewki and Guner, 2006; Sha and Hsu, 2008; Yang et al., 2013; Zhao et al., 2014). However, solution algorithms based on PSO for solving the hub location problems are scarce in the literature. Yang et al. (2013) solve a fuzzy p-hub center problem by using an improved hybrid PSO algorithm and combining PSO with genetic operators and local search (LS) to update and improve particles for the subproblems. They compare their hy-
brid PSO algorithm with two other solution methods, genetic algorithm (GA) and PSO without LS components, and show that the improved hybrid PSO algorithm achieves a better performance in terms of runtime and solution quality. Bailey et al. (2013) propose a PSO algorithm for the uncapacitated single allocation hub location problem (USAHLP). An empirical study that uses well-known benchmark problems from the Civil Aeronautics Board (CAB) and from the Australian Post (AP) data sets is conducted and it is shown that the proposed PSO matches or outperforms the solution quality of the best known methods for the USAHLP.

3. Model formulation

In this section, we first present the problem assumptions and then formulate the problem as a nonlinear model by using the theory of CA. The model is then reformulated as a multifacility location problem so that it can be solved by an iterative heuristic.

Consider a service region \( A \subseteq \mathbb{R}^2 \) with a convex polygon shape over which a large number of clients (origins and/or destinations) are distributed. We represent the density of customers (measured in the number of clients per unit area) by a uniform continuous spatial density function \( \delta(x) = \delta, x \in A \). Assume that \( N \) is the total number of clients within the service region \( A \). Let the origin-destination (O/D) flow density be described as function \( \lambda(x, y) \), which gives the average number of items per unit time that need to be transported from a region of a unit area around \( x \) to a region of a unit area around \( y \). For the sake of simplicity, we assume that the average value of temporal flow between any O/D pair is one unit item, i.e., \( \lambda(x, y) = 1 \).

Collected at point \( x \) and delivered to point \( y \) by means of local pickup/delivery tours, every O/D flow is transferred through either one or two installed hubs. The vehicle fleet is assumed to be homogeneous with a capacity of \( C \) unit items. In other words, \( C \) can be interpreted as the number of stops per tour made by the vehicles. We assume that the demands are realized at different times during the planning horizon. Hence, the vehicles pick up/deliver one unit item whenever they arrive at a customer. In other words, the pickups and deliveries from/to a customer are done one at a time and on separate tours as they happen at different times. It is further assumed that the hub facilities to be installed are identical and hence have the same installation costs. Moreover, we assume that there is a limitation on the capital budget to be spent on setting up the hub facilities. Therefore, the number of hubs to be installed is exogenously determined as \( p \) hubs.

The strategic decisions to be made in the planar HLRP are location and allocation decisions. As soon as these decisions are made, the operational decisions regarding the routing of flows between O/D pairs are straightforward. The allocation of clients to hubs is based on the Euclidean distance between clients and hubs. Each hub \( i \) with location coordinates \( X_i \) serves the clients within the area closest to the respective hub. Hence, Voronoi diagrams (Aurenhammer, 1991) are used for determining the allocation decisions for a given set of located hubs. The Voronoi partition corresponding to the hub located at \( X_i \), denoted by \( V_i \), is the set of all points in the service region to which the hub located at \( X_i \) is closest. For location-allocation problems with Euclidean distances, these allocation decisions are determined according to the following set definition:

\[
V_i = \{ Y \in A \mid \| Y - X_i \| \leq \| Y - X_j \|, \forall j \neq i \}
\]

where, for every \( x_1, x_2 \in \mathbb{R}^2 \), \( \| x \| \) denotes the Euclidean norm, i.e., \( \| x \| = \sqrt{x_1^2 + x_2^2} \). Note that the service region of each hub \( X_i \) or its Voronoi partition \( V_i \) is a polygon where the local deliveries in the form of vehicle routes are performed. Fig. 2 illustrates the Voronoi partitioning of a rectangular service region given the positions of 10 hubs located within it. Let \( W_{ij} \) denote the magnitude of the commodity flow from hub \( i \) to hub \( j \). In other words, \( W_{ij} \) is the value of the total flow from sub-region (Voronoi cell) \( V_i \) to sub-region \( V_j \) and is calculated as:

\[
W_{ij} = \lambda(\delta A_i)(\delta A_j) = \delta^2 A_i A_j
\]

with \( A_i \) and \( A_j \) representing the areas of sub-regions \( V_i \) and \( V_j \) (in square kilometers), respectively. Note that we allow flows from nodes within a sub-region to nodes in the same sub-region. Similar to classical hub location problems, the total transportation cost in HLRP has two main components: access network cost (ANC) and backbone network cost (BNC). The former corresponds to the pickup and delivery from and to customers by means of vehicle routes within each Voronoi partition, whereas the latter corresponds to the transportation costs between hubs that are discounted by a constant factor \( 0 < \alpha < 1 \), which reflects the economies of scale as a result of larger flow volumes and due to the use of more efficient and/or faster means of transportation on inter-hub connections.

Since we assume that the number of hubs is an exogenous decision and that the hub establishment costs are uniform, we can ignore the costs of installing hubs in the objective function. Consequently, the continuous approximation model for the hub location-routing problem (CAHLRP) can be formulated as follows:

\[
\begin{align*}
\min \sum_{i=1}^{p} \sum_{j=1}^{p} \alpha W_{ij} \| X_i - X_j \|^2 / C + 2N \sum_{i=1}^{p} \text{VRP}(V_i, X_i)
\end{align*}
\]

s.t.: \( X_i \in A \quad i = 1, 2, \ldots, p \) (4)

The first term in the objective function (3) calculates the backbone network cost (BNC), whereas the second term represents the access network cost (ANC). Both the ANC and BNC in the above formula are calculated as vehicle-kilometers. However, without loss of generality, we assume that each vehicle-kilometer of transportation costs one unit of currency (e.g., one dollar, etc.). Therefore, we can also interpret the ANC and BNC as monetary (financial) costs. The term \( \text{VRP}(V_i, X_i) \) denotes the cost of pickup and delivery within the Voronoi partition \( V_i \) from a depot located at point \( X_i \). Note that since each customer sends and receives one unit of flow to all other customers, \( \text{VRP}(V_i, X_i) \) is multiplied by 2\( N \) in the second term of the objective function (3). Given the exact location of customers in the service region, \( \text{VRP}(V_i, X_i) \) can be calculated by solving the vehicle routing problem (Laporte, 1992). However, since the exact data regarding the location of future customers is seldom available in the strategic network design phase, CA is used for estimating the optimal routing costs and for utilizing

![Fig. 2. Voronoi partition of a rectangular service region for a fixed set of hubs.](image-url)
them in the decision making process about the location of hubs. Daganzo (1984a) shows that the VRP distance VRP($V_i, X_i$) can be approximated by the following formula:

$$VRP(V_i, X_i) = 2\bar{p}(V_i, X_i)N_i/C + 0.57\sqrt{A_iN_i}$$

(5)

where $N_i$ is the number of customers within the sub-region $V_i$. Also, $\bar{p}(V_i, X_i)$ denotes the average distance between the hub $X_i$ and the customers distributed over the region $V_i$, which is calculated as:

$$\bar{p}(V_i, X_i) = \frac{\int_{V_i} \| Y - X_i \| \, dA}{\int_{V_i} 1}$$

(6)

A closed-form expression for $\bar{p}(V_i, X_i)$ in which $V_i$ is a convex polygon is derived in Appendix A. The first term in Eq. (5) can be interpreted as the line-haul distance between the depot and the customers, while the second term reflects the local distance between customers. The coefficients of this formula are derived by assuming $C > 6$ and $N_i > 4C^2$ (Daganzo, 1984a), which is usually true in the context of city logistics.

Note that although the model (3) and (4) is based on the assumption of equal capacities for vehicles on backbone and access networks, it can also be used for the case of different capacities by modifying only the value of the discount factor ($\alpha$). To this end, let $C_p$ denote the capacity of the vehicles used on the backbone network, which is assumed to be $\gamma$ times (usually, $\gamma > 1$) the capacity of the vehicles used on the access network (i.e., $C_p = \gamma C$). Also, assume that each vehicle-kilometer of the vehicles used on the backbone network costs $b$ units of currency. Based on these assumptions, the objective function (3) can now be rewritten as:

$$\min \sum_{i=1}^{p} \sum_{j=1}^{p} \left( \frac{b}{\gamma} \right) W_{ij}\| X_i - X_j \|/C + 2N\sum_{i=1}^{p} VRP(V_i, X_i)$$

(7)

As can be seen from (7), the effect of using different vehicles on the access and backbone networks can easily be captured by using a modified value for the discount factor parameter as $\alpha' = \alpha(b/\gamma)$.

In the remainder of this section, we formulate the CAHLR as a multifacility location problem. The multifacility location problem, as defined in Francis et al. (1992), locates a fixed number of new facilities in an area where some existing (old) facilities already exist. The objective is to minimize the total cost, which is a weighted sum of the distance between each pair of new facilities and each pair constituted by an existing and a new facility. Using a new set of notations, it is not difficult to show that the model (3)-(4) can be reformulated:

(CAHLR-MFL)

$$\min \sum_{1 \leq j, k \leq p} (V_{ij} + V_{jk})\| X_i - X_j \| + \sum_{i=1}^{p} U_i\bar{p}(V_i, X_i) + D$$

subject to

$$X_i \in A \quad i = 1, 2, \ldots, p$$

(8)

where $V_{ij} = aW_{ij}/C$, $U_i = 2N \times 2N_i/C$, and $D = 2N \times 0.57A \sqrt{\gamma}$.

The model (8)-(9) is a multifacility location problem where $X_i$ ($i = 1, \ldots, p$) represent the location of new facilities and the customers within the sub-regions $V_i$ ($i = 1, \ldots, p$) can be seen as the locations of existing facilities. In other words, the first term in the objective function (8) calculates the cost of transportation between new facilities while the second term represents the transportation cost between existing and new facilities. Note that, since the exact locations of the customers included within each sub-region $V_i$ ($i = 1, \ldots, p$) is not known, we use the average distance $\bar{p}(V_i, X_i)$ for all of them.

It is known that the multifacility location problem can be solved by a modified version of the well-known iterative Weiszfeld algorithm (Weiszfeld, 1973), which was originally developed for the single-facility Euclidean location problem and later extended by Miehle (1958) for the multifacility location problem (Radó, 1988).

4. Solution algorithms

In this section, we propose two solution algorithms for the CAHLR. The first algorithm is a Weiszfeld-type algorithm (IWA), that is frequently used in the literature for solving multifacility location problems. The second solution algorithm is based on a particle swarm optimization (PSO) metaheuristic algorithm, as often successfully applied for a wide range of continuous and discrete optimization problems.

4.1. Iterative Weiszfeld-type algorithm

We propose the IWA for solving the multifacility model CAHLR-MFL in an iterative manner. Since the exact locations of the demand points within each sub-region $V_i$ ($i = 1, \ldots, p$) are not known, we represent all the demand points within the sub-region $V_i$ by the geometric median or Fermat–Weber point $FW(V_i)$ of this region defined as:

$$FW(V_i) = \arg \min_{y \in V_i} \int_{V_i} \| X - Y \| \, dA = \arg \min_{y \in V_i} \bar{p}(V_i, Y)$$

(10)

Based on the above explanations, it is now possible to adapt the Weiszfeld’s algorithm for our own problem. Having generated an initial solution, a new solution based on the solution from the previous iteration is generated at each iteration. The following equations are used for this purpose:

$$X_i^{k+1} = \frac{\sum_{j=1}^{p} (r_{ij} + v_{ij})X_j + U_i}{\sum_{j=1}^{p} (r_{ij} + v_{ij})}, \quad i = 1, 2, \ldots, p$$

(11)

The proposed IWA algorithm works as follows. At the beginning, the counter $k$ representing the main algorithm iterations is set to 0. An initial solution $X_0^k$ ($i = 1, 2, \ldots, p$) is first generated as a collection of $p$ points randomly generated over the service region. At each iteration $k$, based on the current solution $X_k^k$ ($i = 1, 2, \ldots, p$) and the values evaluated for $W_{ij}$, $\bar{p}(V_i, X_i)$ and $FW(V_i)$, ($i, j = 1, 2, \ldots, p$), the next solution $X_{k+1}^k$ ($i = 1, 2, \ldots, p$) is generated using Eq. (11) and the new Voronoi partitions are determined for each installed hub. Also, the objective function value is then evaluated using Eq. (8). We use another counter denoted by $t$ that counts the number of iterations for which all hubs stay within a distance of $\nu$ from their previous positions. When the counter $t$ is larger than the pre-specified threshold value $N_{\text{min}}$, the algorithm terminates. The pseudo-code for the IWA is illustrated in Algorithm 1.

4.2. PSO algorithm

The PSO (Kennedy and Eberhart, 1995) is a population-based evolutionary optimization algorithm inspired by social interaction and communication in bird flocking or fish schooling. Due to its successful performance and rather easy implementation, there has recently been a high increase in the use of PSO for solving different optimization problems. A population of $N_{\text{pop}}$ candidate solutions, called particles, collaborate simultaneously and move around the feasible solution space in a systematic way in order to reach the best positions in that space. Each solution $s$ consists of a position vector $x^s$ and a velocity vector $v^s$. Given the particle’s previous best position $p_b^s$ and the previous best position attained by any particle of the swarm $g_b$, the velocity vector for particle $s$ is obtained by:

$$v^s = \omega v^s + \psi_1 r_1 (p_b^s - x^s) + \psi_2 r_2 (g_b - x^s)$$

(12)
Algorithm 1 Pseudo-code for the iterative Weiszfeld-type algorithm ($\mathcal{A}$, $p$, $N_{\text{nonimp}}$, $v$, $\epsilon$).

1: Define and initialize the model parameters and variables
2: $t \leftarrow 0$
3: $k \leftarrow 0$
4: Generate an initial set of $p$ hubs $X^0_i$ ($i = 1, \ldots, p$) over the service region $\mathcal{A}$
5: Construct the Voronoi partitions $V^0_i$ ($i = 1, \ldots, p$) based on the installed hubs within $\mathcal{A}$
6: while $t \leq N_{\text{nonimp}}$ do
7: Evaluate $W^k_i$, $i = 1, 2, \ldots, p$ using (2)
8: Evaluate $\hat{\rho}(V^k_i, X^k_i)$, $i = 1, 2, \ldots, p$ using (A.3)
9: Evaluate the objective function $f(X^k)$ using (3)
10: Minimize (10) to obtain the Fermat-Weber point of Voronoi cell $i$, $FW(V^k_i)$, $i = 1, 2, \ldots, p$
11: Compute $X^{k+1}_i = \frac{X^k_i + \hat{\rho}(V^k_i, X^k_i)}{2}$, $i = 1, 2, \ldots, p$
12: if $\|X^{k+1}_i - X^k_i\| \geq v$ for any $i$ ($i = 1, 2, \ldots, p$) then
13: $t \leftarrow t + 1$
14: $k \leftarrow k + 1$
15: else
16: $k \leftarrow k + 1$
17: $t \leftarrow t + 1$
18: end if
19: end while
20: return $X^k, f(X^k)$.

where $\omega$ is the inertia weight that controls the momentum of the particle and $\psi_1$ and $\psi_2$ are the weights that represent the attraction toward positions $g^*_{b_i}$ and $g^*_{b_0}$, respectively. $r_1$ and $r_2$ are random numbers and are uniformly distributed in the interval [0,1]. Having obtained the velocity vector for the particle $s$, its position vector is updated by:

$$X^k_i = X_{i-1}^k + \omega v^k_i$$  \hspace{1cm} (13)

Note that, for each particle $s$, the corresponding position vector is not allowed to go beyond the boundaries of the solution space (service region) during the iterations of the algorithm.

In our implementation, each particle is represented by a $2 \times p$ matrix that shows the $x$ and $y$ coordinates of the $p$ hubs. An initial population is generated as a set of $N_{\text{pop}}$ randomly scattered points within the service area $\mathcal{A}$. The velocity and position vectors of the particles are updated throughout the algorithm iterations based on (12) and (13), respectively. The algorithm terminates as soon as a threshold for the number of iterations ($\text{I}_{\text{max}}$) is reached. The pseudo-code for the proposed PSO is illustrated in Algorithm 2.

5. Computational experiments

In this section, we describe the computational experiments we conducted to evaluate the efficiency of the proposed algorithms and to investigate the effect of different input parameters on the solution characteristics of the proposed model. The solution algorithms are coded in MATLAB R2014a and all the experiments were run on a computer with Intel(R) Core(TM) i3-3220 CPU of 3.30 GHz and 16GB of RAM, using the Microsoft Windows 7 operating system. Voronoi partitioning of the service region based on the location of hubs is performed using the open-source Multi-Parametric Toolbox 3.0 (MPT3), a MATLAB-based toolbox for parametric optimization, computational geometry and model predictive control (Herceg et al., 2013). Furthermore, the Fermat-Weber points used at every iteration of the IWA are calculated by minimizing (10) using the function “fminunc” from MATLAB Optimization Toolbox. The average distances $\hat{\rho}(V_i, Y)$ in (10) are calculated by using the closed-form formula derived for this purpose in Appendix A. The base test instances are generated assuming a square service region with a side length of 10 km (a total area of 100 km$^2$), which is the dimension of many medium-sized cities worldwide. Demand points density ($\delta$) is set to 50 per square kilometer. The capacity of vehicles ($C$) is assumed to be 10 units of load (maximum of 10 stops per tour). The number of hubs to be installed in this service region ($p$) is set to different values from the set {2, 3, ..., 10}. The default value for the discount factor associated with inter-hub transportation costs is $\alpha = 0.4$. However, to study the effect of variations in the values of input parameters on the quality of solutions, the above-mentioned default values are allowed to alter as $\alpha \in \{0.4, 0.6, 0.8\}$, $\delta \in \{30, 50, 70\}$, and $C \in \{7, 10, 13\}$, later in our computational experiments.

The parameters of the proposed algorithms are tuned in such a way that they produce high quality solutions within a reasonable time frame. Based on the results we obtained through a set of preliminary experiments, the best values for the parameters of the two algorithms are selected. For the IWA algorithm, the distance tolerance level $v$ and the threshold value $N_{\text{nonimp}}$ were selected as 0.001 and 30, respectively. For the PSO algorithm, the population size $N_{\text{pop}}$ was chosen as 60, whereas the total number of iterations $\text{I}_{\text{max}}$ was set to 100. Furthermore, the inertia weight $\omega$ we selected was 0.9 and the attraction weights $\psi_1$ and $\psi_2$ were defined as 0.6 and 0.3, respectively.

5.1. Numerical results

A comprehensive set of computational experiments was conducted using the above mentioned test problems to show the efficiency of the proposed algorithms and the results are presented in the remainder of this section. For each problem instance, both algorithms were run for three times (as the final solution depends on the initial solution, which is generated randomly) and the best solutions obtained are reported.

Table 1 shows the results obtained by solving the CAHLRP by using the proposed solution algorithms with a discount factor value of $\alpha=0.4$. The first column of this table shows the number of hubs to be opened ($p$). The column “TC” gives the total transportation cost (in thousand units) obtained by the algorithms as the
Table 1: Results for solving the problem with $\alpha = 0.4$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>IWA</th>
<th>PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TC</td>
<td>ANC</td>
</tr>
<tr>
<td>2</td>
<td>36022.32</td>
<td>2202.11</td>
</tr>
<tr>
<td>3</td>
<td>31012.91</td>
<td>27713.39</td>
</tr>
<tr>
<td>4</td>
<td>27242.92</td>
<td>3987.64</td>
</tr>
<tr>
<td>5</td>
<td>25797.02</td>
<td>4165.79</td>
</tr>
<tr>
<td>6</td>
<td>24529.15</td>
<td>4307.14</td>
</tr>
<tr>
<td>7</td>
<td>23432.08</td>
<td>4431.40</td>
</tr>
<tr>
<td>8</td>
<td>22398.82</td>
<td>4542.06</td>
</tr>
<tr>
<td>9</td>
<td>21513.24</td>
<td>4636.80</td>
</tr>
<tr>
<td>10</td>
<td>21000.39</td>
<td>4672.29</td>
</tr>
<tr>
<td>Avg.</td>
<td>25883.18</td>
<td>4027.19</td>
</tr>
</tbody>
</table>

Fig. 3: Network configuration for different values of $p$ with $\alpha = 0.4$. 

The values of the objective function. The access network cost (ANC) and the backbone network cost (BNC) are reported in columns “ANC” and “BNC”, respectively. The next two columns, labeled as “%ANC” and “%BNC”, show the values of the access and backbone network costs as percentage of the total transportation cost. The column “CPU(s)” gives the solution time (in seconds). Finally, the last row reports the average values of all the reported quantities for the two proposed algorithms.

Table 1 shows that the solutions that were obtained by the two algorithms have almost the same objective value for each instance. In most of the instances, the cost of the solution obtained by the PSO is slightly smaller than that of the IWA. However, for some inst-
stances (such as \( p = 9.10 \)), the IWA renders a better solution than the PSO. Analyzing the two components of the transportation cost, we observe that the access network cost (ANC) has a larger share in the transportation cost than the backbone network cost (BNC), which means that the local pickup and delivery via vehicle routes comes at a significantly higher cost than the consolidated line-haul transportation between hubs. Note that, as the number of hubs gets larger, the backbone network cost (BNC) increases as a result of the longer total distance between the installed hubs. Another interesting observation is that the access network cost (ANC) decreases as the number of hubs increases. This result may not seem intuitive at first sight but it is in line with the general assumption of the continuous approximation literature, where transportation costs are modeled proportional to the square of the service region size (Murat et al., 2010). More specifically, when the number of hubs increases, the service region assigned to each hub gets smaller on average. However, the average distance between an installed hub and the customers inside the corresponding service region decreases non-linearly relative to the size of the service region, which in turn results in a much smaller access network cost incurred by pickup and delivery routes.

Note that, from a solution time perspective, both algorithms solve the CAHLRP in short computational times, although the IWA is much faster than the PSO. The IWA solves the instances in less than 15 s on average, whereas the average time for the PSO is more than 400 s for the same set of problems. Comparing the solution times, one can conclude that the computational burden for calculating the Fermat-Weber points (which is only used in the IWA) is not substantial. Furthermore, the results show that the solution times for both algorithms depend on the number of hubs to be opened as a higher number of hubs needs more computational effort for partitioning the service region and calculating the average distance for each partition.

For every solution obtained by the IWA and reported in Table 1, we plotted the location of hubs in the service region along with the corresponding Voronoi partitions and depicted the resulting network configurations in Fig. 3. The solutions obtained by the PSO have similar configurations.

It can be seen from Fig. 3 that the hubs are scattered within the service region based on symmetric and uniform patterns and the resulting Voronoi partitions are of almost the same size. This is mainly due to the uniform distribution of the customers over the service region.

5.2. Studying the effect of the discount factor

The discount factor \( (\alpha) \) plays an important role in the final configuration of the network in hub location problems. In this section, we present the results of solving our problem under different values of \( \alpha \). The results we obtained by solving the CAHLRP with discount factor values \( \alpha = 0.6 \) and 0.8 are reported in Tables 2 and 3, respectively.

Observe that the increase in value of the discount factor \( \alpha \) results in increased values for both the ANC and the BNC and hence increased total transportation cost. It should also be noted that the share of the BNC from the TC gets larger as the value of \( \alpha \) increases. For instance, the BNC makes up (on average) around 16%, 21%, and 26% of the TC for the cases with \( \alpha = 0.4, 0.6, \) and 0.8, respectively. This is due to the fact that, by setting \( \alpha \) to a large value, the amount of discount granted on the inter-hub transportation gets smaller and hence, the corresponding cost increases.

To get a better visualization of the effect of the discount factor on the location of hubs, the final network configuration for different values of \( \alpha \) are plotted in Fig. 4 for problems with 5 and 10 hubs. Three different values for the discount factor value are used as \( \alpha \in [0.0, 0.5, 1.0] \). The parts we colored in red correspond to the network configuration under \( \alpha = 0.0 \), whereas the blue and gray parts correspond to the networks under \( \alpha = 0.5 \) and 1.0, respectively. The black parts are common for all the three values of \( \alpha \).

We can see from Fig. 4 that increasing the value of \( \alpha \) makes the location of hubs move closer to each other at the center of the service region. This can be interpreted as a consequence of the
increased inter-hub transportation cost that makes the algorithms reduce the distance between the hubs to partly diminish the effect of increased $\alpha$ values. However, the decrease in the BNC as a result of closer hub facilities does not compensate its increase as a result of larger $\alpha$ values. As a result, the BNC increases as the discount factor value gets larger. Furthermore, for larger values of $\alpha$, the hubs go far from the Fermat-Weber points of corresponding Voronoi partitions, which results in slightly increased ANC compared to the case where each hub is located exactly at the Fermat-Weber point of the corresponding Voronoi partition. Therefore, a trade-off has to be done between the BNC and the ANC components of the total transportation cost.

5.3. The effect of other input parameters

In this part of our computational experiments, we study the effect of adopting alternative values for two other input parameters, namely the demand point density ($\delta$) and the vehicle capacity ($C$), on the total transportation cost of the system. To this end, we first study the effect of $\delta$ by using three values for the demand point density as $\delta \in \{30, 50, 70\}$ and solve the problem by taking the default values as the input for the other parameters (i.e., $\alpha = 0.4$ and $C = 10$). Fig. 5 illustrates the total transportation cost for varying numbers of hubs under three different values of $\delta$.

As can be seen from Fig. 5, larger values of demand point density result in substantially higher total cost as both the access and backbone network costs are increased for larger values of $\delta$. Furthermore, as mentioned earlier, an increase in the number of installed hubs ($p$) results in smaller transportation cost.

We will now study the effect of the vehicle capacity ($C$) on the total transportation cost. Fig. 6 illustrates the total cost under three different values we selected for the vehicle capacity: $C \in \{7, 10, 13\}$ for different numbers of installed hubs by assuming that the other input parameters take their default values (i.e., $\alpha = 0.4$ and $\delta = 50$).

Observe from Fig. 6 that, as the vehicle capacity ($C$) increases, the total transportation cost decreases. This is because, if one uses smaller vehicles, more vehicle-kilometers are needed to transfer the O/D flows between the corresponding origins and destinations.

5.4. Evaluating the quality of the proposed solution algorithms

In order to evaluate the quality of our proposed solution algorithms, we compare the solutions obtained by our algorithms...
to those obtained by the algorithm proposed by Carlsson and Jia (2013) on the instances with a square service region. For doing so, first the solution procedure presented in Carlsson and Jia (2013) is implemented to determine the location of a fixed number of hubs and the corresponding Voronoi partitions. Then the objective function values of the obtained solutions are evaluated by using (3). The results for different values of \( \alpha \) with \( \delta = 50 \) and \( C = 10 \) are reported in Table 4. Note that, since the number of hubs in our problem is fixed, we do not need to run Algorithm 3 of Carlsson and Jia (2013) and we only run the algorithms “ApproxFW” and “RectanglePartition” to determine the location of \( p \) hubs. The total cost values obtained for different instances, as well as the gap percentage between the obtained objective function values and those of the IWA and PSO, are reported. The gap percentage values are calculated by using the following formula:

\[
\text{Gap} = \frac{OF_{\text{C&J}} - OF_{\text{IWA/PSO}}}{OF_{\text{IWA/PSO}}} \times 100
\]

where \( OF_{\text{C&J}} \) represents the objective function value obtained by Carlsson and Jia’s algorithm and \( OF_{\text{IWA/PSO}} \) is the objective function value obtained by the IWA (or the PSO).

The results reported in Table 4 show that both of our proposed algorithms (i.e., the IWA and PSO) outperform the algorithm proposed in Carlsson and Jia (2013) for all the tested instances. For the IWA, the average gap between the objective values under \( \alpha = 0.4, 0.6, \) and \( 0.8 \) are 1.88, 2.31, and 2.97 \%, respectively. The corresponding gap values for the PSO are 1.88, 2.35, and 3.04 \%, respectively. Therefore, it can be concluded that both the proposed algorithms perform better than an existing algorithm from the literature in terms of solution quality. An interesting observation form Table 4 is that the average gap between the Carlsson and Jia’s algorithm and the proposed algorithms increases as the value of the discount factor gets larger. In other words, the solutions obtained by the Carlsson and Jia’s algorithm perform much better under smaller values of the discount factor \( \alpha \).

Fig. 7 depicts the corresponding network configurations obtained by the Carlsson and Jia’s algorithm for the tested instances. The network configurations are identical for different values of \( \alpha \).

The results for solving the problem using the Carlsson and Jia’s algorithm as well as the proposed heuristics for different values of demand points density \( \delta \) with \( \alpha = 0.4 \) and \( C = 10 \) are reported in Table 5. It can also be seen from this table that the proposed algorithms perform better than the Carlson and Jia’s algorithm for all the tested instances.

Table 6 presents the results for solving the problem using the three algorithms for different values of vehicle capacity \( C \) with \( \alpha = 0.4 \) and \( \delta = 50 \).
Fig. 7. Network configuration obtained by the algorithm proposed by Carlsson and Jia (2013).

Table 5
Results for solving the problem by the algorithm proposed by Carlsson and Jia (2013) with $\alpha = 0.4$ and $C = 10$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\delta = 30$</th>
<th>$\delta = 50$</th>
<th>$\delta = 70$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C&amp;J</td>
<td>IWA</td>
<td>PSO</td>
</tr>
<tr>
<td>2</td>
<td>13451.41</td>
<td>0.46</td>
<td>0.47</td>
</tr>
<tr>
<td>3</td>
<td>11690.49</td>
<td>0.89</td>
<td>0.93</td>
</tr>
<tr>
<td>4</td>
<td>10296.37</td>
<td>0.65</td>
<td>0.73</td>
</tr>
<tr>
<td>5</td>
<td>9841.85</td>
<td>1.37</td>
<td>1.38</td>
</tr>
<tr>
<td>6</td>
<td>9329.25</td>
<td>0.83</td>
<td>0.66</td>
</tr>
<tr>
<td>7</td>
<td>8925.37</td>
<td>0.76</td>
<td>0.79</td>
</tr>
<tr>
<td>8</td>
<td>8898.16</td>
<td>4.86</td>
<td>5.05</td>
</tr>
<tr>
<td>9</td>
<td>8517.20</td>
<td>4.29</td>
<td>4.28</td>
</tr>
<tr>
<td>10</td>
<td>8142.81</td>
<td>2.01</td>
<td>1.99</td>
</tr>
<tr>
<td>Avg.</td>
<td>9899.21</td>
<td>1.79</td>
<td>1.81</td>
</tr>
</tbody>
</table>
As in the previous cases, one can observe from Table 6 that the proposed algorithms show a better performance than the Carlsson and Jia’s algorithm.

It should also be noted that, unlike the results reported in Table 4, the average gap does not vary significantly under different values of the demand points density ($\delta$) and the vehicle capacity ($C$) as shown in Tables 5 and 6, respectively.

### 5.5. Optimal number of hubs

As we noted in the Section 3, the proposed model for the CAHLRP assumes that the number of hubs is given as an input parameter and hence, the proposed model and the solution heuristics do not determine the optimal number of hubs. In this part of our computational experiments, we show that one can easily use the proposed heuristics to determine the optimal number of hubs by incorporating the fixed costs for opening hubs into the analysis. For doing so, we set the fixed cost for opening a hub as 2 million dollars, which is equal for all hubs. We then solved the problem with different values of $p$ ranging from 2 to 10 and obtained the total system-wide cost as the sum of the transportation and fixed facility setup costs. Fig. 8 illustrates the plots for the total system-wide cost and its components (i.e., the transportation and fixed hub installation costs) for varying numbers of installed hubs with $\alpha = 0.4$, $\delta = 50$, and $C = 10$.

As can be seen from Fig. 8, the transportation cost (including the ANC and the BNC) decreases as the number of installed hubs gets larger. In contrast, the facility setup cost increases as the number of hubs increases (proportional to the number of hubs). Note that the total cost reaches its minimum at $p = 4$. Therefore, the optimal number of hubs, assuming a fixed facility setup cost of 2 million dollars, is $p = 4$.

### 5.6. Alternative service region shapes

The proposed model and solution algorithms are applicable to any service region with a convex polygon shape and there is no limitation on the size of the polygon or the number of its sides. To show this, we conduct an additional set of experiments with a regular hexagonal service region. As in the square case, we assume that the total area of this hexagonal region is 100 km². Fig. 9 illustrates the resulting network configurations for different numbers of installed hubs with a hexagonal service region.
6. Conclusions

This paper considered a planar hub location-routing problem where the market demand was modeled as a uniform density function and the distances were measured using the $L_2$ norm. Continuous approximation (CA) technique was used for modeling the problem with the aim of simultaneously deciding on the location of hubs and the allocation of service region to these hubs in such a way that the approximate total transportation cost, including local pickup and delivery cost, as well as line-haul inter-hub transportation cost is minimized. To solve the problem, two solution algorithms were proposed: an iterative Weiszfeld-type algorithm (IWA) and a particle swarm optimization (PSO) metaheuristic algorithm.

Extensive computational experiments were performed to evaluate the proposed solution algorithms. The results confirm the efficiency of the proposed solution algorithms in terms of their ability to generate quick and high quality solutions. The proposed solution algorithms were also compared with an adapted algorithm from the literature and it was shown that both of the proposed algorithms outperform the existing algorithm.

We also studied the influence of different input factors, such as the inter-hub transportation discount factor, demand point density, and vehicle capacity on the total system-wide cost. To show that the proposed solution methods can be applied to service regions of different shapes and sizes, we conducted another set of experiments with a hexagonal service region and presented the results.

Future research can be conducted in several directions. One might wish to try different density functions, rather than a uniform function, for modeling the market demand. Moreover, other distance metrics such as the rectilinear ($L_1$) distance can be used, which might be more interesting in some situations like city logistics. Finally, some simplifying assumptions, such as having a complete network between hub facilities or flow-independent economies of scale only on inter-hub connections, can be relaxed in order to make the proposed model suitable for application to more realistic settings.
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Appendix A. The average distance from a point within a convex polygon

In this appendix, we first calculate the average distance from uniformly distributed points within a triangle to one of its vertices based on the method used in Mathpages[dot]com (2014). Then, using the formula obtained for a triangle, we derive a closed-form formula for calculating the average distance from a point within a convex polygon to evenly scattered points over that polygon.
Fig. A.10. A general triangle and a shaded narrow sector inside it.

Fig. A.11. A typical polygon as union of triangles.

Fig. A.10 illustrates a general triangle with the coordinates of its vertices.

If we approximate the shaded region in the above figure as a narrow sector from a circle centered at X and with the radius \( |X - (\lambda P_1 + (1 - \lambda) P_2)| \), then the average distance from point X to all points evenly distributed within this region is calculated as \( \frac{1}{2} |X - (\lambda P_1 + (1 - \lambda) P_2)| \). This is because the average distance from the center of a circle of radius r to its interior is \( \frac{r}{2} \). Consequently, we can derive the formula for the average distance from a vertex to the points within a triangle as follows:

\[
\bar{\rho}_{\text{tri}} = \frac{2}{3} \int_{0}^{1} |X - (\lambda P_1 + (1 - \lambda) P_2)| d\lambda \tag{A.1}
\]

Proposition 1. A closed-form for calculating \( \bar{\rho}_{\text{tri}} \) is:

\[
\bar{\rho}_{\text{tri}} = \frac{\|P_2 - P_1\|}{2} \left( \theta (1 + \phi^2) + \frac{1}{2} (1 - \theta^2)(1 - \phi^2) \ln \left( \frac{\theta - 1}{\theta + 1} \right) \right) \tag{A.2}
\]

in which

\[
\theta = \frac{|X - P_2| + |X - P_1|}{\|P_2 - P_1\|},
\]

\[
\phi = \frac{|X - P_2| - |X - P_1|}{\|P_2 - P_1\|}.
\]

Proof. Let I be defined as the following definite integral:

\[
I = \int_{0}^{1} |X - (\lambda P_1 + (1 - \lambda) P_2)| d\lambda = \int_{0}^{1} \sqrt{(X - \lambda a_1 - (1 - \lambda) a_2)^2 + (y - \lambda b_1 - (1 - \lambda) b_2)^2} d\lambda
\]

\[
= \int_{0}^{1} \sqrt{(a_2 - a_1)^2 + (b_2 - b_1)^2} \lambda^2 + 2((a_2 - a_1)(a_2 - a_1) + (y - b_2)(b_2 - b_1)) \lambda + (a_2 - a_1)^2 + (y - b_2)^2} d\lambda
\]

\[
= \int_{0}^{1} \|P_2 - P_1\| \lambda^2 + 2 \|X - P_2, P_2 - P_1\| \lambda + \|X - P_2\|^2 d\lambda.
\]

From calculus, we know that:

\[
\int \sqrt{ax^2 + bx + c} \, dx = \frac{b + 4ac}{4a} \sqrt{ax^2 + bx + c} + \frac{4ac - b^2}{8a^{3/2}} \ln |2ax + b + 2\sqrt{a(ax^2 + bx + c)}| + C
\]

Replacing the parameters a, b, and c in the above formula and doing the required simplifications, the solution to the definite integral \( (I) \) can be expressed as:

\[
I = \frac{\|P_2 - P_1\|}{4} \left( \theta (1 + \phi^2) + \frac{1}{2} (1 - \theta^2)(1 - \phi^2) \ln \left( \frac{\theta - 1}{\theta + 1} \right) \right)
\]

Hence, the average distance from a vertex of a triangle to the points evenly distributed within that triangle can be calculated as follows:

\[
\bar{\rho}_{\text{tri}} = \frac{2}{3} \int_{0}^{1} |X - (\lambda P_1 + (1 - \lambda) P_2)| d\lambda
\]

Now consider a polygon \( \mathcal{V} \) of \( n \) sides formed by points (in clockwise order) \( P_i, i = 1, \ldots, n \) and let \( X \) be a point inside this polygon from which we want to calculate the average distance to points inside the polygon, i.e., \( \bar{\rho}(\mathcal{V}, X) \). Fig. A.11 depicts such a polygon with 5 sides. It can be easily shown that the average distance from point \( X \) to points within this polygon equals the weighted sum of the average distance from \( X \) to the points within the triangles formed by \( \{X, P_i, P_{i+1}\}, i = 1, \ldots, n \) with \( P_{n+1} = P_1 \). The weight associated with the average distance for each triangle is the proportion between the area of that triangle and the area of the whole polygon. Based on the definition of matrix determinants, we can calculate the area of the triangle formed by \( \{X, P_i, P_{i+1}\} \) as \( \frac{1}{2} \det(P_{i+1}, P_i) \) and the area of the whole polygon as \( \frac{1}{2} \sum_{i=1}^{n} \det(P_{i+1}, P_i) \), where \( \det(P_{i+1}, P_i) \) is the determinant formed by vectors \( P_{i+1} \) and \( P_i \):

\[
\det(P_{i+1}, P_i) = \begin{vmatrix} a_{i+1} & a_i \\ b_{i+1} & b_i \end{vmatrix}
\]
Having derived a closed-form expression for the average distance from a point inside a convex polygon to all points evenly distributed within that polygon, \( \hat{\rho}(Y, X) \). One can easily minimize this distance by using any convex optimization tool to obtain the Fermat-Weber point of that polygon.
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