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Abstract
Computing the smallest number $q$ such that the vertices of a given graph can be properly $q$-colored is one of the oldest and most fundamental problems in combinatorial optimization. The $q$-Coloring problem has been studied intensively using the framework of parameterized algorithmics, resulting in a very good understanding of the best-possible algorithms for several parameterizations based on the structure of the graph. For example, algorithms are known to solve the problem on graphs of treewidth $tw$ in time $O^*(q^{tw})$, while a running time of $O^*((q-\epsilon)^{tw})$ is impossible assuming the Strong Exponential Time Hypothesis (SETH). While there is an abundance of work for parameterizations based on decompositions of the graph by vertex separators, almost nothing is known about parameterizations based on edge separators. We fill this gap by studying $q$-Coloring parameterized by cutwidth, and parameterized by pathwidth in bounded-degree graphs. Our research uncovers interesting new ways to exploit small edge separators.

We present two algorithms for $q$-Coloring parameterized by cutwidth $ctw$: a deterministic one that runs in time $O^*(2^{\omega \cdot ctw})$, where $\omega$ is the matrix multiplication constant, and a randomized one with runtime $O^*(2^{ctw})$. In sharp contrast to earlier work, the running time is independent of $q$. The dependence on cutwidth is optimal: we prove that even 3-Coloring cannot be solved in $O^*((2-\epsilon)^{ctw})$ time assuming SETH. Our algorithms rely on a new rank bound for a matrix that describes compatible colorings. Combined with a simple communication protocol for evaluating a product of two polynomials, this also yields an $O^*(\lfloor d/2 \rfloor + 1)^{pw}$-time randomized algorithm for $q$-Coloring on graphs of pathwidth $pw$ and maximum degree $d$. Such a runtime was first obtained by Björklund, but only for graphs with few proper colorings. We also prove that this result is optimal in the sense that no $O^*(\lfloor d/2 \rfloor + 1 - \epsilon\cdot pw)$-time algorithm exists assuming SETH.
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Graph coloring is one of the most fundamental combinatorial problems, studied already in the 1850s. Countless papers (cf. [38]) and several monographs [29, 30, 33] have been devoted to its combinatorial and algorithmic investigation. Since the graph coloring problem is NP-complete even in restricted settings such as planar graphs [21], considerable effort has been invested in finding polynomial-time approximation algorithms and exact algorithms that beat brute-force search [5, 6].

A systematic study of which characteristics of inputs govern the complexity of the graph coloring problem has been undertaken using the framework of parameterized algorithmics. The aim in this framework is to obtain algorithms whose running time is of the form $f(k) \cdot n^{O(1)}$, where $k$ is a parameter that measures the complexity of the instance and is independent of the number of vertices $n$ in the input graph. Over the past decade, numerous parameters have been employed that quantify the structure of the underlying graph. In several settings, algorithms have been obtained that are optimal under the Strong Exponential Time Hypothesis (SETH) [25, 26]. For example, it has long been known (cf. [10, Theorem 7.9], [40]) that testing $q$-colorability on a graph that is provided together with a tree decomposition of width $k$ can be done in time $O(q^k \cdot k^{O(1)} \cdot n)$. Lokshtanov, Marx, and Saurabh [34] proved a matching lower bound: an algorithm running in time $(q - \varepsilon)^k \cdot n^{O(1)}$ for any $\varepsilon > 0$ and integer $q \geq 3$ would contradict SETH. Results are also known for graph coloring parameterized by the vertex cover number [27], pathwidth and the feedback vertex number [34], cliquewidth [17, 24, 31], twin-cover [20], modular-width [19], and split-matching width [39]. (See [16, Fig. 1] for relations between these parameters.)

A survey of these algorithmic results for graph coloring results in the following picture of the complexity landscape: For graph parameters that are defined in terms of the width of decompositions by vertex separators (pathwidth, treewidth, vertex cover number, etc.), one can typically obtain a running time of $O^*(q^k)$ to test whether a graph that is given together with a decomposition of width $k$ is $q$-colorable, but assuming (S)ETH there is no algorithm with running time $O^*(c^k)$ for any constant $c$ independent of $q$ [27, Theorem 11]. (We use $O^*(f(k))$ as a shorthand for $f(k) \cdot n^{O(1)}$.)

The complexity of graph coloring parameterized by width measures based on vertex separators is therefore well-understood by now. However, only little attention has been paid to graph decompositions whose width is measured in terms of the number of edges in a separator. There is intriguing evidence that separators consisting of few edges (or, equivalently, consisting of a bounded number of bounded-degree vertices) can be algorithmically exploited in nontrivial ways when solving $q$-COLORING. In 2016, Björklund [4] presented a fascinating algebraic algorithm that decides $q$-colorability using an algorithmic variation on the Alon-Tarsi theorem [1]. Given a graph $G$ of maximum degree $d$, a path decomposition of width $k$, and integers $q$ and $s$, his algorithm runs in time $(\lfloor d/2 \rfloor + 1)^k n^{O(1)} \cdot s$. If the graph is not $q$-colorable it always outputs NO. If the graph has at most $s$ proper $q$-colorings, then it outputs YES with constant probability. Hence when $q \geq (\lfloor d/2 \rfloor + 1)$ and $s$ is small, it improves over the standard $O^*(q^k)$-time dynamic program by exploiting the bounded-degree vertex separators encoded in the path decomposition. However, the dependence of the running time on the number of proper $q$-colorings in the graph is very undesirable, as that number may be exponentially large in $n$.

Björklund’s algorithm hints at the fact that graph decompositions whose width is governed by the number of edges in a separator may yield an algorithmic advantage over existing approaches. In this work, we therefore perform a deeper investigation of how decompositions
by small edge separators can be exploited when solving $q$-COLORING. By leveraging a new rank upper bound for a matrix that describes the compatibility of colorings of subgraphs on two sides of a small edge separator, we obtain a number of novel algorithmic results. In particular, we show how to eliminate dependence on the number $s$ of proper colorings.

Our results. We present efficient algorithms for $q$-COLORING parameterized by the width of various types of graph decompositions by small edge separators. Our first results are phrased in terms of the graph parameter cutwidth. A decomposition in this case corresponds to a linear ordering of the vertices; the cutwidth of this ordering is given by the maximum number of edges that connect a vertex in a prefix of the ordering to a vertex in the complement (see Section 2 for formal definitions). Cutwidth is one of the classic graph layout parameters (cf. [14]). It takes larger values than treewidth [32], and has been the subject of frequent study [23, 41, 42].

Informally speaking, we prove that interactions of partial solutions on low-cutwidth graphs are much simpler than interactions of partial solutions on low-pathwidth graphs. The rank-based approach developed in earlier work [8, 11, 18] can be used by setting up matrices whose rank determines the complexity of these interactions in low-cutwidth graphs. These are different from the matrices associated to partial solutions in low-pathwidth graphs, and admit better rank bounds. This is exploited by two different algorithms: a deterministic algorithm that employs fast matrix multiplication and therefore has the matrix-multiplication constant $\omega$ in its running time, and a faster randomized Monte Carlo algorithm.

▶ Theorem 1. There is a deterministic algorithm that, for any $q$, solves $q$-COLORING on a graph $G$ with a given linear layout of cutwidth $\text{ctw}$ in $O^*(2^{\omega \cdot \text{ctw}})$ time, where $\omega \leq 2.373$ is the matrix multiplication constant.

▶ Theorem 2. There is a randomized Monte Carlo algorithm that, for any $q$, solves $q$-COLORING on a graph $G$ with a given linear layout of cutwidth $\text{ctw}$ in $O^*(2^{\text{ctw}})$ time.

These results show a striking difference between cutwidth and parameterizations based on vertex separators such as treewidth and vertex cover number: we obtain single-exponential running times where the base of the exponent is independent of the number of colors $q$, which (assuming ETH) is impossible even parameterized by vertex cover [27]. The assumption that a decomposition is given in the input is standard in this line of research [8, 12, 11, 18] and decouples the complexity of finding a decomposition from that of exploiting a decomposition.

The ideas underlying Theorems 1 and 2 can also be used to eliminate the dependence on the number of proper colorings from Björklund’s algorithm. We prove the following theorem:

▶ Theorem 3. There is a randomized Monte Carlo algorithm that, for any $q$, solves $q$-COLORING on a graph $G$ with maximum degree $d$ and given path decomposition of width $\text{pw}$ in $O^*((\lfloor d/2 \rfloor + 1)^{\text{pw}})$ time.

Our approach uses the first step of the proof of the Alon-Tarsi theorem (i.e. rewrite the problem into evaluating the graph polynomial) and also relates colorability to certain orientations, but deviates from the previous algorithm otherwise: to evaluate the appropriate graph polynomial we extend a fairly simple communication-efficient protocol to evaluate a product of two polynomials.

We also prove that the randomized algorithms of Theorem 2 and Theorem 3 are conditionally optimal, even when restricted to special cases:

▶ Theorem 4 (★). Assuming SETH, there is no $\epsilon > 0$ such that 3-COLORING on a planar graph $G$ given along with a linear layout of cutwidth $\text{ctw}$ can be solved in time $O^*((2 - \epsilon)^{\text{ctw}})$. 
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Theorem 5 (★). Let \( d \geq 5 \) be an odd integer and let \( q_d := \lfloor d/2 \rfloor + 1 \). Assuming SETH, there is no \( \varepsilon > 0 \) such that \( q_d \)-COLORING on a graph of maximum degree \( d \) given along with a path decomposition of pathwidth \( pw \) can be solved in time \( O^*((\lfloor d/2 \rfloor + 1 - \varepsilon)^{pw}) \).

These results are obtained by building on the techniques of Lokshtanov et al. [34] that propagate ‘partial assignments’ throughout graphs of small cutwidth or pathwidth.

Organization

In Section 2 we provide preliminaries. In Section 3 we present algorithms for graph coloring, proving Theorems 1, 2, and 3. In Section 4 we give briefly sketch the main ideas of the proofs of Theorems 4 and 5, showing that our randomized algorithms cannot be improved significantly assuming SETH. Finally, we provide some conclusions in Section 5. Due to space restrictions, proofs for statements marked (★) have been deferred to the full version [28].

2 Preliminaries

We use \( \mathbb{N} \) to denote the natural numbers, including 0. For a positive integer \( n \) and a set \( X \) we use \( \binom{X}{n} \) to denote the collection of all subsets of \( X \) of size \( n \). The power set of \( X \) is denoted \( 2^X \). The set \( \{1, \ldots, n\} \) is abbreviated as \( [n] \). The \( O^* \) notation suppresses polynomial factors in the input size \( n \), such that \( O^*(f(k)) \) is shorthand for \( O(f(k)n^{O(1)}) \). All our logarithms have base two. For sets \( S,T \) we denote by \( S^T \) the set of vectors indexed by elements of \( T \) whose entries are from \( S \). If \( T = [n] \), we use \( S^n \) instead of \( S^{[n]} \).

We consider finite, simple, and undirected graphs \( G \), consisting of a vertex set \( V(G) \) and edge set \( E(G) \subseteq \binom{V(G)}{2} \). The neighbors of a vertex \( v \) in \( G \) are denoted \( N_G(v) \). The closed neighborhood of \( v \) is \( N_G[v] := N_G(v) \cup \{v\} \). The degree \( d(v) \) equals \( |N_G(v)| \) and if \( X \subseteq E(G) \), then \( d_X(v) \) denotes the number of edges of \( X \) incident to \( v \). This notation is extended to \( d^-(v), d^+(v), d_X^-(v), d^+_X(v) \) for directed graphs in the natural way (e.g. \( d_X^+(v) \) denotes the number of \( u \) such that \( (v,u) \in X \)). For a vertex set \( S \subseteq V(G) \) the open neighborhood is \( N_G(S) := \bigcup_{v \in S} N_G(v) \setminus S \) and the closed neighborhood is \( N_G[S] := N_G(S) \cup S \), while \( G[S] \) denotes the graph induced by \( S \).

A \( q \)-coloring of a graph \( G \) is a function \( f : V(G) \to [q] \). A coloring is proper if \( f(u) \neq f(v) \) for all edges \( \{u,v\} \in E(G) \). For a fixed integer \( q \), the \( q \)-COLORING problem asks whether a given graph \( G \) has a proper \( q \)-coloring. The \( q \)-SAT problem asks whether a given Boolean formula, in conjunctive normal form with clauses of size at most \( q \), has a satisfying assignment.

Strong Exponential Time Hypothesis ([25, 26]). For every \( \varepsilon > 0 \), there is a constant \( q \) such that \( q \)-SAT on \( n \) variables cannot be solved in time \( O^*((2 - \varepsilon)^n) \).

Cutwidth. For an \( n \)-vertex graph \( G \), a linear layout of \( G \) is a linear ordering of its vertex set, given by a bijection \( \pi : V(G) \to [n] \). The \textit{cutwidth} of \( G \) with respect to the layout \( \pi \) is:

\[
\text{ctw}_\pi(G) = \max_{1 \leq i < n} \left| \{u, v \in E(G) \mid \pi(u) \leq i \land \pi(v) > i \} \right|,
\]

and the cutwidth \( \text{ctw}(G) \) of a graph \( G \) is the minimum cutwidth attained by any linear layout. It is well-known (cf. [7]) that \( \text{ctw}(G) \geq \text{pw}(G) \geq \text{tw}(G) \), where the latter denote the pathwidth and treewidth of \( G \), respectively. An intuitive way to think about cutwidth is to consider the vertices as being placed on a horizontal line in the order dictated by the layout \( \pi \), with edges drawn as \( x \)-monotone curves. For any position \( i \) we consider the gap between vertex \( \pi^{-1}(i) \) and \( \pi^{-1}(i+1) \), and count the edges that cross the gap by having one endpoint at position at most \( i \) and the other at position after \( i \). The cutwidth of a layout is the maximum number of edges crossing any single gap.
Pathwidth and path decompositions. A path decomposition of a graph $G$ is a path $P$ in which each node $x$ has an associated set of vertices $B_x \subseteq V(G)$ (called a bag) such that $\bigcup_{x \in V(P)} B_x = V(G)$ and the following properties hold:

1. For each edge $\{u,v\} \in E(G)$ there is a node $x$ in $P$ such that $u,v \in B_x$.
2. If $v \in B_x \cap B_y$ then $v \in B_z$ for all nodes $z$ on the (unique) path from $x$ to $y$ in $P$.

The width of $P$ is the size of the largest bag minus one, and the pathwidth of a graph $G$ is the minimum width over all possible path decompositions of $G$. Since our focus here is on dynamic programming over a path decomposition we only mention in passing that the related notion of treewidth can be defined in the same way, except for letting the nodes of the decomposition form a tree instead of a path.

It is common for the presentation of dynamic-programming algorithms to use path- and tree decompositions that are normalized in order to make the description easier to follow. For an overview of tree decompositions and dynamic programming on tree decompositions see e.g. [9]. Following [12] we use the following path decompositions:

Definition 6 (Nice Path Decomposition). A nice path decomposition is a path decomposition where the underlying path of nodes is ordered from left to right (the predecessor of any node is its left neighbor) and in which each bag is of one of the following types:

- **First (leftmost) bag**: the bag associated with the leftmost node $x$ is empty, $B_x = \emptyset$.
- **Introduce vertex bag**: an internal node $x$ of $P$ with predecessor $y$ such that $B_x = B_y \cup \{v\}$ for some $v \notin B_y$. This bag is said to introduce $v$.
- **Introduce edge bag**: an internal node $x$ of $P$ labeled with an edge $\{u,v\} \in E(G)$ with one predecessor $y$ for which $u,v \in B_x = B_y$. This bag is said to introduce $\{u,v\}$.
- **Forget bag**: an internal node $x$ of $P$ with one predecessor $y$ for which $B_x = B_y \setminus \{v\}$ for some $v \in B_y$. This bag is said to forget $v$.
- **Last (rightmost) bag**: the bag associated with the rightmost node $x$ is empty, $B_x = \emptyset$.

It is easy to verify that any given path decomposition of pathwidth $pw$ can be transformed in time $|V(G)| \cdot pw^{O(1)}$ into a nice path decomposition without increasing the width. Let $B_1, \ldots, B_t$ be a nice path decomposition of $G$. We say $B_i$ is before $B_j$ if $i \leq j$. We denote $V_i = \bigcup_{j=1}^i B_i$ and let $E_i$ denote the set of edges introduced in bags before $i$.

### 3 Upper bounds for Graph Coloring

In this section we outline algorithms for $q$-COLORING that run efficiently when given a graph and either a small-cutwidth layout or a good path decomposition on graphs with small maximum degree. We assume the input graph has no isolated vertices, as they are clearly irrelevant. We start by using the ‘rank-based approach’ as proposed in [8] to obtain deterministic algorithms, and afterward give a randomized algorithm with substantial speedup. In both approaches the idea is to employ dynamic programming to accumulate needed information about the existence of partial solutions, but use linear-algebraic methods to compress this information. Let us remark in passing that our approaches are robust in the sense that they directly extend to generalizations such as $q$-List COLORING in which for every vertex a set of allowed colors is given.3

A key quantity that determines the amount of information needed after compression in general is the rank of a partial solutions matrix. This matrix has its rows and columns

---

3 In the deterministic approach we simply avoid partial solutions not satisfying these constraints, and in the randomized approach we assign sufficiently large weight to disallowed (vertex, color) combinations.
indexed by partial solutions (which could be defined in various ways) and an entry is 1 (or more generally, non-zero) if the two partial solutions combine to a solution. Previously, this method proved to be highly useful for connectivity problems parameterized by treewidth [8]. For 𝑞-Coloring parameterized by treewidth, partial solutions can naturally be defined as partial proper colorings of a subgraph whose boundary is formed by some vertex separator. Two partial colorings combine to a proper complete coloring if and only if the two partial colorings agree on the coloring of the separator. Unfortunately, the rank-based approach is not useful here as the partial solution matrices arising have large rank, as witnessed by induced identity submatrices of dimensions 𝑞× 𝑞. Indeed, the lower bound under SETH by Lokshtanov, Marx, and Saurabh [34] shows that no algorithm can solve the problem much faster than 𝑂∗(𝑞pw), where pw denotes the pathwidth of the input graph.

Still, this does not exclude much faster running times parameterized by cutwidth. In our application of the rank-based approach for 𝑞-Coloring of a graph with a given linear layout of cutwidth 𝑐𝑡𝑤, the partial solutions are 𝑞-colorings of the first 𝑖 and last 𝑛−𝑖 vertices in the linear order, and clearly only the colors assigned to vertices incident to the edges going over the cut are relevant. If we let 𝑋 = 𝑋𝑖, 𝑌 = 𝑌𝑖 denote the endpoints of these edges occurring respectively not after and after 𝑖, and let 𝐻 = 𝐻𝑖 denote the bipartite graph induced by the cut and these edges, we are set to study the rank of the following partial solutions matrix indexed by 𝑥 ∈ [𝑞]𝑋 and 𝑦 ∈ [𝑞]𝑌:

\[ M_{𝐻}[𝑥, 𝑦] = \begin{cases} 1, & \text{if } 𝑥 ∪ 𝑦 \text{ is a proper } 𝑞\text{-coloring of } 𝐻, \\ 0, & \text{if otherwise.} \end{cases} \]

Here and below, we slightly abuse notation by viewing elements of 𝑉′ (i.e. vectors with values in 𝑉 that are indexed by 𝐼) as sets of pairs in 𝐼 × 𝑉; that is, if 𝑥 ∈ 𝑉′ we also use 𝑥 to denote the set \{ (𝑖, 𝑥𝑖) \}_𝑖∈𝐼. With this notation in mind, note that 𝑥 ∪ 𝑦 above can be interpreted as an element of [𝑞]𝑋∪𝑌 in the natural way as 𝑋 and 𝑌 are disjoint. As the rank of 𝑀_H is generally high⁴ and depends on 𝑞, we instead focus on the matrix 𝑀′_𝐻 defined by

\[ M′_{𝐻}[𝑥, 𝑦] = \prod_{(v, w) ∈ 𝐸(𝐻)} (𝑥_𝑣 − 𝑦_𝑤), \]  

where all edges are directed from 𝑋 to 𝑌 in 𝐸(𝐻). The crux is that the support (e.g. the set of non-zero entries) of 𝑀′_𝐻 equals the support of 𝑀_H:

▶ Lemma 7. We have 𝑀′_𝐻[𝑥, 𝑦] ≠ 0 if and only if 𝑥 ∪ 𝑦 is a proper 𝑞-coloring of 𝐻.

Proof. If 𝑥_𝑣 = 𝑦_𝑤 for some (𝑣, 𝑤) ∈ 𝐸(𝐻) then the term (𝑥_𝑣 − 𝑦_𝑤) is zero, implying the entire product on the right hand side of (1) is zero. If 𝑥 and 𝑦 differ at every coordinate, then 𝑀′_𝐻[𝑥, 𝑦] is a product of nonzero terms, and therefore non-zero itself.  

In Sections 3.1–3.2 this property will allow us to work with 𝑀′_𝐻 instead of 𝑀_H, when combined with the Isolation Lemma or Gaussian-elimination approach; similarly as in previous work [8, 11, 12].⁵

---

⁴ For example, if 𝐻 is a single edge 𝑀_H is the complement of an identity matrix of dimensions 𝑞 × 𝑞.

⁵ In the deterministic setting, the observation that one can work with a matrix different from a partial solution matrix but with the same support as the partial solution matrix was already used by Fomin et al. [18] in combination with a matrix factorization by Lovász [36].
3.1 A deterministic algorithm

We first show that $M'_H$ has rank at most $\prod_{v \in X} (d_{E(H)}(v) + 1)$ by exhibiting an explicit factorization. Here we use the shorthand $d_W(v)$ for the number of edges in $W$ containing vertex $v$. For a bipartite graph $H$ with parts $X$, $Y$ and edges oriented from $X$ to $Y$, we have:

$$M'_H[x,y] = \prod_{(v,w) \in E(H)} (x_v - y_w)$$

$$= \sum_{W \subseteq E(H)} \left( \prod_{v \in X} x^d_v \right) \left( \prod_{v \in Y} (-y_v)^{d_{E(H) \setminus W}(v)} \right)$$

$$= \sum_{(d_v \in \{0, \ldots, d_{E(H)}(v)\}) \in \mathbb{Z}^X} \left( \prod_{v \in X} x^d_v \right) \left( \sum_{W \subseteq E(H)} \prod_{v \in Y} (-y_v)^{d_{E(H) \setminus W}(v)} \right), \quad (2)$$

where the second equality follows by expanding the product and the third equality follows by grouping the summands on the number of edges incident to vertices in $W$ included in $X$.

Expression (2) provides us with a matrix factorization $M'_H = L_H \cdot R_H$ where $L_H$ is indexed by $x \in [q]^X$ and a sequence $s = (d_v \in \{0, \ldots, d_{E(H)}(v)\})_{v \in X}$ and $R_H$ has columns indexed by $y \in [q]^Y$ (one such factorization sets $L_H[x,s] = \prod_{v \in X} x^d_v$). As the number of relevant sequences $s$ is bounded by $\prod_{v \in X} (d_{E(H)}(v) + 1)$, the factorization implies the claimed rank bound for $M'_H$.\(^6\) The rank bound allows some partial solutions to be pruned from the dynamic-programming table without changing the answer. The following definition captures correct reduction steps.

**Definition 8.** Fix a bipartite graph $H$ with parts $X$ and $Y$ and let $S \subseteq [q]^X$ be a set of $q$-colorings of $X$. We say $S' \subseteq [q]^X$ $H$-represents $S$ if $S' \subseteq S$, and for each $y \in [q]^Y$ we have:

$$\exists x \in S: x \cup y \text{ is a proper coloring of } H \Rightarrow (\exists x' \in S': x' \cup y \text{ is a proper coloring of } H). \quad (3)$$

Note that the backward direction of (3) is implied by the property that $S' \subseteq S$, but we state both for clarity. If $H$ is clear from context it will be omitted. For future reference we record the observation that the transitivity of this relation follows directly from its definition:

**Observation 9.** Let $H$ be a bipartite graph with parts $X$ and $Y$, and let $A,B,C \subseteq [q]^X$. If $A$ represents $B$ and $B$ represents $C$, then $A$ represents $C$.

Given the above matrix factorization, we can directly follow the proof of [8, Theorem 3.7] to get the following result (note that $\omega$ denotes the matrix multiplication constant):

**Lemma 10.** There is an algorithm reduce that, given a bipartite graph $H$ with parts $X$ and $Y$ and a set $S \subseteq [q]^X$, outputs in time $(\prod_{v \in X} (d_{E(H)}(v) + 1))^{\omega^{-1}} \cdot |S| \cdot \text{poly}(|X| + |Y|)$ a set $S'$ that represents $S$ and satisfies $|S'| \leq \prod_{v \in X} (d_{E(H)}(v) + 1)$.

**Proof.** The algorithm is as follows: compute explicitly the matrix $L_H[S,\cdot]$ (i.e. the submatrix of $L_H$ induced by all rows in $S$). As every entry of $L_H$ can be computed in polynomial time, clearly this can be done within the claimed time bound. Subsequently, the algorithm finds a row basis of this matrix and returns that set as $S'$. As the rank of a matrix is at most its

---

\(^6\) This construction (first developed in this paper) has subsequently been used by the second author with Bansal et al. [3] in the completely different setting of online algorithms; see [3, Footnote 3].
number of columns, $|S'| \leq \prod_{x \in X}(d_{E(H)}(v) + 1)$. Using [8, Lemma 3.15], this step also runs in the promised running time.

To see that $S'$ represents $S$, note that clearly $S' \subseteq S$ and thus it remains to prove the forward implication of (3). To this end, suppose that $x \cup y$ is a proper $q$-coloring of $H$ and $x \in S$. As $S'$ is a row basis of $L_H$, there exist $x^{(i)}, \ldots, x^{(t)} \in S'$ and $\lambda_1, \ldots, \lambda_t$ such that

$$M_H[x, y] = L_H[x, \cdot]R_H[\cdot, y] = \left( \sum_{i=1}^{t} \lambda_i L_H[x^{(i)}, \cdot] \right) R_H[\cdot, y] = \sum_{i=1}^{t} \lambda_i M_H[x^{(i)}, y],$$

where $L_H[x, \cdot]$ and $R_H[\cdot, y]$ denote a row of $L_H$ and column of $R_H$ respectively. As $x \cup y$ is a proper coloring of $H$, Lemma 7 implies $M_H[x, y]$ is non-zero. Therefore there must also exist $x^{(i)} \in S'$ such that $M_H[x^{(i)}, y]$ is non-zero and hence $x^{(i)} \cup y$ is a proper coloring of $H$. ▶

Equipped with the algorithm reduce from Lemma 10 we are ready to present the algorithm for q-COLORING. On a high level, the algorithm uses a naïve dynamic-programming scheme, but by extensive use of the reduce procedure we efficiently represent sets of partial solutions and speed up the computation significantly.

First we need to introduce some notation. A vector $x \in V^I$ is an extension of a vector $x' \in V^I$ if $I \subseteq I'$ and $x'_i = x_i$ for every $i \in I$. If $x \in V^I$ and $I \subseteq I'$ then the projection $x|_I$ is defined as the unique vector in $V^P$ of which $x$ is an extension. Let $G$ be the graph for which we need to decide whether a proper $q$-coloring exists and fix an ordering $v_1, \ldots, v_n$ of $V(G)$. We denote all edges as directed pairs $(v_i, v_j)$ with $i < j$. For $i = 1, \ldots, n$, define $V_i$ as the $i$’th prefix of this ordering, $C_j$ as the $i$’th cut in this ordering, and $X_i$ and $Y_i$ as the left and respectively right endpoints of the edges in this cut, i.e.

$$V_i = \{v_1, \ldots, v_i\}, \quad C_i = \{(v_i, v_r) \in E(G) : l \leq i < r\},$$

$$X_i = \{v \in V(G) : \exists (v_i, v_r) \in C_i \land l < r\}, \quad Y_i = \{v_r \in V(G) : \exists (v_i, v_r) \in C_i \land l < r\}.

Note that $X_i \subseteq X_{i-1} \cup \{v_i\}$ and $Y_{i-1} \subseteq Y_i \cup \{v_i\}$. We let $H_i$ denote the bipartite graph with parts $X_i, Y_i$ and edge set $C_i$. For $i = 1, \ldots, n$, let $T[i] \subseteq [q]^{X_i}$ be the set of all $q$-colorings of the vertices in $X_i$ that can be extended to a proper $q$-coloring of $G[V_i]$. The following lemma shows that we can continuously work with a table $T'$ that represents a table $T$:

▶ Lemma 11. If $T'[i-1]$ $H_{i-1}$-represents $T[i-1]$, then $T'[i]$ $H_i$-represents $T[i]$, where

$$T'[i] = \{(x \cup (v_i, c))_{X_i} : x \in T'[i-1], c \in [q], (\forall v \in N(v_i) \cap X_{i-1} : x_v \neq c)\}.

Proof. Assuming the hypothesis, we first show that $T'[i] \subseteq T[i]$. Let $x \in T'[i-1]$ and $c \in [q]$ such that $\forall v \in N(v_i) \cap X_{i-1} : x_v \neq c$. As $T'[i-1]$ represents $T[i-1]$, we have that $x \in T[i-1]$. By definition of $T[i-1]$, there exists a proper coloring $w$ of $G[V_{i-1}]$ that extends $x$. Since all $v \in N(v_i) \cap X_{i-1} = N(v_i) \cap V_{i-1}$ satisfy $x_v \neq c$, it follows that $w \cup (v_i, c)$ is a proper coloring of $G[V_i]$, and thus $(x \cup (v_i, c))_{X_i} \in T[i]$.

Thus, to prove the lemma it remains to show the forward implication of (3). To this end, let $x \in T[i]$ and let $w \in [q]^{V_i}$ be a proper coloring of $G[V_i]$ that extends $x$. Let $y \in [q]^{Y_i}$ be such that $x \cup y$ is a proper coloring of $H_i$. As $w_{v_i} \neq w_{v_j}$ for neighbors $v_j \in N(v_i) \cap V_{i-1}$ and $w_{v_i} \neq y_{v_j}$ for $v_j \in N(v_i) \setminus \{v_i\}$, it follows that $w \cup y$ extends a proper coloring of $H_{i-1}$. Therefore $w_{|X_{i-1}}(y \cup (v_i, w_{v_i}))_{Y_{i-1}}$ must be a proper coloring of $H_{i-1}$, and $w_{|X_{i-1}} \in T[i-1]$ as it can be extended to a proper coloring of $V_i$, and thus also to a proper coloring of $V_{i-1}$. As $T'[i-1]$ $H_{i-1}$-represents $T[i-1]$, there exists $x' \in T'[i-1]$ such that $x' \cup (y \cup (v_i, w_{v_i}))_{Y_{i-1}}$ is a proper coloring of $H_{i-1}$.
As no neighbor of \(v_i\) was assigned color \(w_{v_i}\) by \(y\), it follows that \((x' \cup (v_i, w_{v_i})) \cup y\) is an extension of a proper coloring of \(H_i\). As \(x' \cup (y \cup (v, w_{v_i})))_{|\gamma_i-1}\) is a proper coloring of \(H_{i-1}\), no neighbors of \(v_i\) are assigned color \(w_{v_i}\) by \(x'\), and by (4) we have that \((x' \cup (v_j, w_{v_j})) \in T'\) as required.

Now we combine Lemma 10 with Lemma 11 to obtain an algorithm to solve \(q\)-COLORING.

**Lemma 12.** \(q\)-COLORING can be solved in time \(O^*\left(\left(\max_j \prod_{v \in X_j} (d_{E(H_j)}(v) + 1)\right)^q\right)\).

**Proof.** Note \(T'[0] = T[0] = \{\emptyset\}\) (where \(\emptyset\) is the 0-dimensional vector). Using Lemma 11, we can use (4) for \(i = 1, \ldots, n\) to iteratively compute a set \(T'[i]\) representing \(T[i]\) from a set \(T'[i - 1]\) representing \(T[i - 1]\), and replace \(T'[i]\) after each step with \texttt{reduce}(\(H_i, T'[i]\)). By combining Lemma 11 and Observation 9, we may conclude that \(G\) has a \(q\)-coloring if and only if \(T'[n]\) is not empty (that is, it contains a single element which is the empty vector).

The time required for the computation dictated by (4) is clearly \(|T'[i]| \cdot \text{poly}(n)\). Since \(|T'[i - 1]| \leq \max_j \prod_{v \in X_j} (d_{E(H_j)}(v) + 1)\), as it is the result of \texttt{reduce}, we have that \(|T'[i]|\) is bounded by \(q \cdot \text{poly}(n)\). Using this upper bound for \(T'[i]\), the time of \texttt{reduce} will be \(O^*\left(\left(\max_j \prod_{v \in X_j} (d_{E(H_j)}(v) + 1)\right)^q\right)\), which clearly is the bottleneck in the running time.

Theorem 1 now follows directly from this more general statement.

**Proof of Theorem 1.** If \(v_1, \ldots, v_n\) is a layout of cutwidth \(k\), then \(|E(H_i)| = k\) for every \(i\), and the term \(\prod_{v \in X_j} (d_{E(H_j)}(v) + 1)\) is upper bounded by \(2^k\) by the AM-GM inequality. Thus the theorem follows from Lemma 12.

### 3.2 A randomized algorithm

In this section we use an idea similar to the idea from the matrix factorization of the previous section to obtain faster randomized algorithms. Specifically, our main technical result is as follows (recall that \(E_j\) denotes the set of edges introduced in bags before \(B_i\)).

**Theorem 13.** There is a Monte Carlo algorithm for \(q\)-COLORING that, given a graph \(G\) and a nice path decomposition \(B_1, \ldots, B_L\), runs in time \(O^*(\max_j \prod_{v \in E_j} (\min(d_{E_i}(v), d(v) - d_{E_i}(v)) + 1))\). The algorithm does not give false-positives and returns the correct answer with high probability.

Let \(V(G) = V = \{v_1, \ldots, v_n\}\) be ordered arbitrarily, and direct every edge \((v_i, v_j)\) as \((v_i, v_j)\) with \(i < j\). Define the graph polynomial \(f_G\) as \(f_G(x_1, \ldots, x_n) = \prod_{(u,v) \in E(G)} (x_u - x_v)\). This polynomial has been studied intensively (cf. [2, 13, 35]), for example in the context of the Alon-Tarsi theorem [1]. Define \(P_G = \sum_{x \in \mathbb{Z}^{|V|}} f_G(x)\). Similarly as in Lemma 7 we see that if \(P_G \neq 0\) then \(G\) has a proper \(q\)-coloring, and if \(G\) has a unique \(q\)-coloring then \(P_G \neq 0\) as it is the product of non-zero values. This is useful if the graph is guaranteed to have at most one proper \(q\)-coloring. To this end, we use a standard technique based on the Isolation Lemma, which we state now.

**Definition 14.** A function \(\omega: U \rightarrow \mathbb{Z}\) isolates a set family \(\mathcal{F} \subseteq 2^U\) if there is a unique \(S' \in \mathcal{F}\) with \(\omega(S') = \min_{S \in \mathcal{F}} \omega(S)\), where \(\omega(S') := \sum_{v \in S'} \omega(v)\).

**Lemma 15** (Isolation Lemma, [37]). Let \(\mathcal{F} \subseteq 2^U\) be a non-empty set family over universe \(U\). For each \(u \in U\), choose a weight \(\omega(u) \in \{1, 2, \ldots, W\}\) uniformly and independently at random. Then \(\Pr[\omega\text{ isolates } \mathcal{F}] \geq 1 - |U|/W\).
We will apply Lemma 15 to isolate the set of proper colorings of $G$. To this end, we use the set $V(G) \times [q]$ of vertex/color pairs as our universe $U$, and consider a weight function $\omega: V(G) \times [q] \rightarrow \mathbb{Z}$.

**Definition 16.** A $q$-coloring of $G$ is a vector $x \in [q]^n$, and it is proper if $x_i \neq x_j$ for every $(i, j) \in E(G)$. The weight of $x$ is $\omega(x) = \sum_{i=1}^n \omega((i, x_i))$.

Let $\omega: V(G) \times [q] \rightarrow [2nq]$ be a random weight function, i.e. for every $v \in V(G)$ and $c \in [q]$ we pick an integer from $[2nq]$ uniformly and independently at random. For every integer $z$ we associate a number $P_G(z)$ with $G$, as follows:

$$P_G(z) = \sum_{x \in [q]^n} \prod_{(i, j) \in E(G)} (x_i - x_j). \quad (5)$$

If $G$ has no proper $q$-coloring, then $P_G(z) = 0$ since for every $q$-coloring $x$ there will be an edge $(i, j) \in E$ for which $x_i = x_j$ and therefore the product in (5) vanishes. We claim that if $G$ has a proper $q$-coloring, then with probability at least $1/2$ there exists $z \leq 2nq$ such that $P_G(z) \neq 0$, which means we get a correct algorithm with high probability by repeating a polynomial in $n$ number of times. Let $F = \{(i, x_i) : i \in V : x_i$ is a proper $q$-coloring of $G\} \subseteq 2^U$. As $F$ is non-empty, we may apply Lemma 15 to obtain that $\omega$ isolates $F$ with probability at least $1/2$. Conditioned on this event, there must exist an integer $w$ such that there is exactly one proper $q$-coloring $x$ of $G$ satisfying $\omega(x) = z$. In this case, $x$ is the only summand in (5) that can have a non-zero contribution. Moreover, as it is a proper coloring, its contribution is a product of non-zero entries and therefore non-zero itself. Thus $P_G(z)$ is non-zero with probability at least $1/2$.

We now continue by showing how to compute $P_G(z)$ for all $z \leq 2nq$ quickly using dynamic programming. Note that by expanding the product in (5) we have:

$$P_G(z) = \sum_{x \in [q]^n} \sum_{W \subseteq E(G)} \left( \prod_{(u, v) \in W} x_u \right) \left( \prod_{(u, v) \in E(G) \setminus W} -x_v \right). \quad (6)$$

If $B_i$ is a bag of a path decomposition (Section 2), we need to define table entries $T_i$ containing all information about the graph $(V_i, E_i)$ needed to compute $P_G(z)$. Before we describe these table entries we make a small deviation to convey intuition about our approach. Specifically, we may interpret $P_G(z)$ as a polynomial in variables $x_v$ for $v \in B_i$. Now suppose for simplicity that $|B_i| = 1$. Then the amount of information about $E_i$ needed to compute $P_G(z)$ may be studied via a simple communication-complexity game that we now outline.

**A One-way Communication Protocol.** Alice has a univariate polynomial $P_A(x)$ of degree $d_A$, and Bob has a univariate polynomial $P_B(x)$ of degree $d_B$. Both parties know $d_A, d_B$ and an additional integer $q$. Alice needs to send as few bits as possible to Bob after which Bob needs to output the quantity $\sum_{x \in [q]} P_A(x)P_B(x)$, where $q \in \mathbb{N}$ is known to both.

An easy strategy is that Alice sends the $d_A + 1$ coefficients of her polynomial to Bob. An alternative strategy for Alice is based on partial evaluations, which is useful when $d_B < d_A$.

By expanding Bob’s polynomial in coefficient form we can rewrite $\sum_{x \in [q]} P_A(x)P_B(x)$ into

$$\sum_{x \in [q]} P_A(x)(c_0x^0 + c_1x^1 + \ldots + c_{d_B}x^{d_B}) = c_0 \sum_{x \in [q]} P_A(x)x^0 + \ldots + c_{d_B} \sum_{x \in [q]} P_A(x)x^{d_B},$$
so as second strategy Alice may send the \( d_B + 1 \) values \( \sum_{x \in \{q\}} P_A(x) x^i \) for \( i = 0, \ldots, d_B \). So she can always send at most \( \min\{d_A, d_B\} + 1 \) integers.

In our setting for defining table entries \( T_i \) for evaluating \( P_G(z) \), we think of \( d_A(v) \) as the number of edges in \( E_i \) incident to \( v \) and of \( d_B(v) \) as the number of edges incident to \( v \) not in \( E_i \). Roughly speaking, the running time of Theorem 13 is obtained by defining table entries storing Alice’s message, in which she chooses the best of the two strategies independently for every vertex.

**Definition of the Table Entries.** An orientation \( O \) of a subset \( X \subseteq E(G) \) of edges is a set of directed pairs such that for every \( \{u, v\} \in X \), either \( (u, v) \in O \) or \( (v, u) \in O \). If \( O \) is an orientation of \( X \), we also say \( O \) orients \( X \). The number of reversals \( \text{rev}(O) \) of \( O \) is the number of \( (v, u) \in O \) such that \( u \) is introduced in a bag before the bag in which \( v \) is introduced. An orientation is even if its number of reversals is even, and it is odd otherwise.

For a fixed path decomposition \( B_1, \ldots, B_{\ell} \) of the input graph \( G \), let \( L_i \subseteq B_i \) consist of all vertices in \( B_i \) of which at most half of their incident edges are already introduced in \( B_i \) or a bag before \( B_i \), and let \( R_i = B_i \setminus L_i \). Let \( l^i \) be the vector indexed by \( L_i \) such that for every \( v \in L_i \) the value \( l^i_v \) denotes the number of edges incident to \( v \) already introduced before or at bag \( B_i \). Similarly, let \( r^i \) be the vector indexed by \( R_i \) such that for every \( v \in R_i \) the value \( r^i_v \) denotes the number of edges incident to \( v \) introduced after bag \( B_i \). So for every \( i \) we have \( d(v) = l^i_v + r^i_v \).

If \( b \in \mathbb{N}_{\geq 0}^\ell \) is a vector, we denote \( \mathcal{P}(b) \) for the set of vectors \( a \in \mathbb{N}_{\geq 0}^\ell \) such that \( a \preceq b \). Here \( a \preceq b \) denotes that \( a_v \leq b_v \) for every \( v \in I \). For \( d \in \mathcal{P}(l^i) \) and \( e \in \mathcal{P}(r^i) \), define:

\[
T^i[d, e] = \sum_{x \in \{q\}^{V_i \setminus L_i}} \sum_{\omega(x) = z} (-1)^{\text{rev}(O)} \left( \prod_{u \in V_i \setminus L_i} x_u^{d^i_{u}(u)} \right) \left( \prod_{u \in R_i} x_u^{e_{u}} \right). \tag{7}
\]

Intuitively, this could be seen as a partial evaluation of \( P_G(z) \). Note we sum over all possible \( x_v \in \{q\} \) for \( v \in V_i \setminus L_i \), but let the values \( x_v \) for \( v \in L_i \) be undetermined and store the coefficient in the obtained polynomial of a certain monomial \( \prod_{u \in R_i} x_u^{e_{u}} \). Indeed, it is easily seen that \( P_G(z) \) equals \( T^i[\emptyset, \emptyset] \), where \( \emptyset \) is the unique 0-dimensional vector. By combining the appropriate recurrence for all values \( T^i[d, e] \) with dynamic programming, the following lemma is proved in the full version [28].

**Lemma 17 (★).** All values \( T^i[d, e] \) can be computed in time \( \text{poly}(n) \cdot \sum_{i=1}^{\ell} T_i \), where

\[
T_i = |\mathcal{P}(l^i)| \cdot |\mathcal{P}(r^i)| = \prod_{v \in B_i} (\min(d_{E_i}(v), d(v) - d_{E_i}(v)) + 1).
\]

Thus \( P_G(z) \) can be computed in the time stated in Theorem 13. As discussed, \( P_G(z) = 0 \) if \( G \) has no proper \( q \)-coloring. Otherwise, \( \omega \) isolates the set of proper \( q \)-colorings of \( G \) with probability at least \( 1/2 \). Conditioned on this event we have \( P_G(z) \neq 0 \), where \( z \) is the weight of the unique minimum-weight \( q \)-coloring. Therefore we output yes if \( P_G(z) \neq 0 \) for some \( z \) and obtain the claimed probabilistic guarantee. This concludes the proof of Theorem 13.

As special cases of Theorem 13 we obtain Theorems 2 and 3.

**Proof of Theorem 2.** Given a linear layout \( v_1, \ldots, v_n \) of cutwidth \( k \), define a nice path decomposition in which vertices are introduced in the order of the layout. After \( v_i \) is introduced, its incident edges to \( v_j \) with \( j < i \) are introduced in arbitrary order. Forget \( v_i \) directly after the series of edge introductions that introduced its last incident edge.
As $v_1, \ldots, v_n$ has cutwidth at most $k$, for any bag $B_i$ of this path decomposition the number of edges between $V_i$ and $V \setminus V_i$ is at most $k$. Together with the edges incident on the most-recently introduced vertex $v_j$, these $k$ edges are the only edges incident on $B_i$ that are not in $E_i$. Consider the term $\prod_{v \in B_i} (\min\{d_{E_i}(v), d(v) - d_{E_i}(v)\} + 1)$. Vertex $v_j$ contributes at most one factor $n$. For the remaining vertices in $B_i$, the only incident edges not in $E_i$ are those in the cut of size at most $k$. By the AM-GM inequality, their contribution to the product is maximized when they are all incident to distinct vertices, in which case the algorithm of Theorem 13 runs in time $O^*(2^k)$.

Proof of Theorem 3. Follows from Theorem 13: $\min\{d_{E_i}(v), d(v) - d_{E_i}(v)\} \leq \lfloor d(v)/2 \rfloor$. ▶

4 Lower Bounds for Graph Coloring

In this section we discuss the main ideas behind our lower bounds, whose proofs are deferred to the full version [28]. We first start with Theorem 4, which rules out algorithms for solving 3-\textsc{Coloring} in time $O^*((2 - \varepsilon)^{ctw})$, even on planar graphs. (We remark that a companion paper [22] was the first to present lower bounds for planar graphs of bounded cutwidth.) The overall approach is based on the framework by Lokshinaov et al. [34]. We prove that an $n$-variable instance of CNF-SAT can be transformed in polynomial time into an equivalent instance of 3-\textsc{Coloring} on a planar graph $G$ with a linear layout of cutwidth $n + O(1)$. Consequently, saving $\varepsilon$ in the base of the exponent when solving graph coloring would violate SETH. By employing clause-checking gadgets in the form of a path [27], crossover gadgets [21], and a carefully constructed ordering of the graph, we get the desired reduction.

The second lower bound, Theorem 5, rules out algorithms with running time $O^*((\lfloor d/2 \rfloor + 1 - \varepsilon)^{pw})$ for solving $q$-\textsc{Coloring} for $q := \lfloor d/2 \rfloor + 1$ on graphs of maximum degree $d$ and pathwidth $pw$, for any odd integer $d \geq 5$. The reduction employs chains of cliques to propagate assignments throughout a bounded-pathwidth graph. A $t$-chain of $q$-cliques is the graph obtained from a sequence of $t$ vertex-disjoint $q$-cliques by selecting a distinguished terminal vertex in each clique and connecting it to the $(q - 1)$ non-terminals in the previous clique. Any proper $q$-coloring of a chain assigns all terminals the same color, and terminals have $2(q - 1)$ neighbors in the chain. Therefore, we can propagate a choice with $q$ possibilities throughout a path decomposition. We encode truth assignments to variables of a CNF-SAT instance through colors given to the terminals of such chains. We enforce that the encoded truth assignment satisfies a clause, by enforcing that an assignment that does not satisfy the clause, is not the one encoded by the coloring. To check this, we take one terminal from each chain and connect it to a partner on a path gadget that forbids a specific coloring. Hence each vertex on a chain will receive at most one more neighbor, giving a maximum degree of $d := 2(q - 1) + 1 = 2q - 1$ to represent a $q$-\textsc{Coloring} instance. Then solving this $q$-\textsc{Coloring} instance in $O^*((\lfloor d/2 \rfloor + 1 - \varepsilon)^{pw}) = O^*((\lfloor (q - 1) + 1 - \varepsilon \rfloor)^{pw})$ time will contradict SETH for the same reason as in the earlier construction [34] showing the impossibility of $O^*((q - \varepsilon)^{pw})$-time algorithms.

5 Conclusion

We showed how graph decompositions using small edge separators can be used to solve $q$-\textsc{Coloring}. The exponential parts of the running times of our algorithms are independent of $q$, which is a significant difference compared to algorithms for parameterizations based on vertex separators. The deterministic $O^*(2^{ctw})$ algorithm of Theorem 1 for the cutwidth parameterization follows cleanly from the bound on the rank of the partial solutions matrix.
It may serve as an insightful new illustration of the rank-based approach for dynamic-programming algorithms in the spirit of [8, 11, 12, 18].

One of the main take-away messages from this work from a practical viewpoint is the following. Suppose $H$ is a subgraph of $G$ connected to the remainder of the graph by $k$ edges. Then any set of partial colorings $S$ of $H$ can be reduced to a subset $S'$ of size $2^k$, with the guarantee that if some coloring in $S$ could be extended to a proper coloring of $G$, then this still holds for $S'$. The reduction can be achieved by an application of Gaussian elimination, which has experimentally been shown to work well for speeding up dynamic programming for other problems [15]. We therefore believe the table-reduction steps presented here may also be useful when solving graph coloring over tree- or path decompositions, and can be applied whenever processing a separator consisting of few edges.
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