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Abstract

In the emerging �eld of self-tracking, it is of great importance that users trust their devices to
prevent a discontinuation of using the product and lowered trust in future, related, technologies.
Given that trust decreases after an occurrence of a mistake, this study examines the e�ect of
mistakes, made by either machines or humans, on the established trust in self-tracking devices.
Using both an implicit (Implicit Association Test (IAT)) and explicit (questionnaire on self-reported
trust) measure, the trust level is measured before and after a mistake is introduced. Results for the
explicit trust measure seem to show that self-reported trust decreases after a mistake is made by
either a machine or a human. However, this trend was not shown using the measure of implicit trust
(D-score, calculated from the response speed during the IAT). Also no signi�cant e�ect was found
between the two scenarios when using explicit or implicit measures. Next to that, participants
seemed to show an attribution e�ect as they attributed mistakes by machines to humans. These
results imply that there seems to be no di�erence in the lowering of trust when a mistake is made
either by a machine or a human.
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Chapter 1

Introduction

1.1 Self-tracking

Where machines were purely used in the industry during the industrial revolution, nowadays there
is a great variety of machine usage in daily life, e.g. robots, cars, mobile phones, and wearables.
Especially the �eld of wearables has grown signi�cantly in the last ten years: since the release of
the Fitbit in 2008 there was a big growth in the selling of clip-on and wristband trackers (Crawford,
Lingel & Karppi, 2015; Fitbit, 2018). The usage of wearables increased even more through the
development of smartwatches in 2012 (Swan, 2012).

Within the group of wearable technologies, health and �tness trackers and smartwatches are
used to monitor physiological and behavioral data of the user (NPD Group, 2018). Users of these
devices utilize them to monitor their own behavior; hence the collective name "self-tracking devices"
or "self-trackers" for these devices. Although "self-tracking" can also include the user recording
food intake and other activities, in this report we use the term "self-tracking devices" purely to
describe devices that measure sport- or physiology related activities.

As these self-tracking devices are used for monitoring certain physiological states, they are
equipped with di�erent sensors like a heart rate monitor, an accelerometer, a gyroscope, a
compass/magnetometer, and a barometer (Majumdar, 2015). The input from one or more sensor
is transformed to understandable measures for the user: measurements derived from these sensor
output are heartrate, duration of active moments, the number of steps during the day, the quality
of sleep, and the calories burned.

The growth of the sales for these self-tracking devices can be attributed to di�erent reasons,
one being that people want to learn more about themselves in order to have a healthier lifestyle
(Innovatemedtec, 2018). A community which is focused on doing this is the Quanti�ed Self : the
members of this community want to monitor their own lives and gain insights from this data in
a very detailed way (Quanti�ed Self Labs, 2015). Next to this community, an emerging number
of people over the world are using wearable devices for gaining personal insights, and thus using
information from the built-in sensors (NPD Group, 2018; Tractica, 2018).

As these self-tracking devices become more involved in daily life, it is important that people
have trust in these devices and the output they give: mistakes by the device can inuence the
established trust (Ho� & Bashir, 2015). If a mistake in a self-tracking device might inuence the
acceptance of the device, and hence self-tracking devices, this might also inuence the acceptance
of future, related, technologies. Trust, however, is not easily measured as it is built up from several
dimensions.

1.2 Trust in automation

In its most basic form, the term trust is used to indicate the level of reliability, truth, ability,
and/or strength people lay in others. The exact de�nition of trust is exible and changes over time
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CHAPTER 1. INTRODUCTION

and through context, but always indicates some sort of social relationship between a trustor and
trustee. For a long period in time, this relationship was foremost used for humans and animals,
but that changed roughly thirty years ago. Due to the industrial revolution, this social relationship
expanded by also involving machines as people started applying social rules and expectations
to machines (Nass, Steuer, Henriksen & Dryer, 1994; Nass & Moon, 2000). Since then, special
frameworks have been proposed on which factors could inuence the trust given to machines (Muir,
1987; Gold, K�orber, Hohenberger, Lechner & Bengler, 2015).

1.3 Work by Hoff and Bashir

A meta study by Ho� and Bashir (2015) summarized these aforementioned frameworks into a
greater model based on the di�erent ways that trust is established and changed through interaction.
Figure 1.1 shows a simpli�ed way to cover the most important parts of this framework. There
are three main ways through which trust is established and changed: through situational trust
(which entails external and internal inuences at play), dispositional trust (which explains trust
through demographics and personality), and learned trust (which includes both initial trust before
interaction and dynamic trust developed while interacting). As Ho� and Bashir explain, part of the
trust in a system is already established before the �rst interaction: situational trust, dispositional
trust, and the initially learned part of learned trust is established beforehand, while the dynamically
learned part (as the title indicates) changes over time through interaction with the system.

1.3.1 Situational trust

As can be seen in Figure 1.1, the situational trust can be inuenced through external (e.g. the
type of system, the complexity of the system, and the di�culty of the task) and internal (e.g.
self-con�dence of the user, expertise of the user, and the mood of the user) variables. Although
some of these values can change through multiple sessions of interaction with a system, these are
all considered to be �xed at the start of each interaction.

1.3.2 Dispositional trust

The same can be said about the factors inuencing the dispositional trust: culture, age, gender,
and personality are relatively stable factors which do not tend to change much when interacting
with a system. Dispositional trust is thus, just as situational trust, considered to be �xed at the
start of each interaction.

1.3.3 Learned trust

The factors of the third block, learned trust, indicate both an initially established and a dynamically
changing part to learned trust. For the initially learned factor the same counts as for the factors
on situational trust: the initial trust can change between di�erent sessions of system usage but is
�xed throughout the interaction with the system.

The second factor, dynamically learned trust, is mostly inuenced by design features and
system performance. Although the factor design features is fairly straight-forward and includes e.g.
appearance of the system, ease-of-use, communication style, and level of control, the factor system
performance is rather unclear. Ho� and Bashir (2015) summed up the following characteristics
of system performance: reliability, validity, predictability, timing of error, di�culty of error, type
of error, and usefulness. Other research on trust on continuance intention for systems, de�ne
the system performance in a more measurable way: system performance is the sum of perceived
usefulness, system unreliability, system capability shortcomings, perceived routine constraints, and
perceived trustworthiness (Buchwald, Letner, Urbach & von Entress-Fuersteneck, 2015).

In the case of self-tracking devices, the user normally chooses his own device based on knowledge
and/or preference. Using the model described above, after purchasing a self-tracking device, most
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CHAPTER 1. INTRODUCTION

Figure 1.1: Simpli�ed model on inuences on trust in machines, categorized by situational trust,
dispositional trust, and learned trust as proposed by Ho� and Bashir (2015)

of the trust is then already established. However, the performance of a machine can still inuence
the trust the user has in the device. Not much research is done on how learned trust diminishes
when a machine makes mistakes, especially compared to the diminishing of trust when a human
makes the same mistake. Because of this lack of knowledge, this research focuses on how learned
trust changes when a mistake is made by either a machine or human.

1.4 Human-automation trust versus human-human trust

The combined model by Ho� and Bashir (2015) purely focuses on human-machine trust, and it
di�ers from the trust model of human-human trust (Madhavan & Wiegmann, 2007). Madhavan
and Wiegmann (2007) published a review on the similarities and di�erences between human-human
and human-automation trust. In this review, they developed a model to illustrate the di�erences
between trust in a human versus an automated Decision Support System (DSS). Multiple di�erences
in biases and response tendencies are explained, of which cognitive schema and monitoring behavior
show great di�erences. For the cognitive schema, people tend to expect a perfect performance of
the automated aid while they use the schema of imperfection for human advisors. This cognitive
schema is reected in the monitoring behavior, as humans are more observant of errors in the
automated aid and they are more forgiving towards the human advisor.

Although literature shows that people are more observant of errors in machines then in humans,
it is not (yet) known to what extent mistakes by either machines or humans impact already
established trust. Especially in self-tracking it is of great importance that the user trusts the device.
If the company has knowledge on the reducing of trust due to mistakes, they can e�ectively repair
the damage made or know if measures need to be taken. Due to this di�erence in trust models,
next to investigating the di�erence in (learned) trust through a mistake, it will be investigated if
the diminished trust di�ers between a scenario in which the human makes the mistake versus when
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CHAPTER 1. INTRODUCTION

a machine makes the mistake.

1.5 Measuring trust

Trust is developed partly consciously and partly unconsciously (Blomqvist, 1997), which is already
shown by Ho� and Bashir (2015) as some factors of the trust-model are part of a subjects personality.
As people are not always aware of unconsciously developed trust, it is hard to measure the whole
concept of trust using one speci�c method.

Di�erent methods have been developed to measure trust, and these can be roughly divided
in explicit methods and implicit methods. Combining the �ndings of both a self-reported and a
behavioral measure could cross validate �ndings to a certain extent (Nosek, Greenwald & Banaji,
2007).

1.5.1 Explicit methods

Explicit methods contain measurements which are expressed by a person. The most well-known
method is self-reporting. In this method the participant answers a questionnaire with open and/or
closed questions which is later interpreted by the experimenter. In the �eld of trust in automation,
a questionnaire was designed by Jian, Drury and Llinas (2010). The questionnaire contains 12
questions and uses a 7-point Likert scale for responding.

Advantages and disadvantages for self-reported trust

An advantage of the explicit method is that it is easy to execute and interpret. A downside is that
the unconscious attitude/trust towards something is not measured in this way. Next to that, the
participant can show a�rmative behavior or over-think while answering, which might give less
reliable results (Baumeister, Vohs & Funder, 2007). Despite the negative features, this method is
useful as it is veri�ed to measure a speci�c (explicit) attitude and can be used as a baseline when
combined with other methods.

1.5.2 Implicit methods

Next to explicit methods, also implicit methods can be used to measure behavior or an attitude for
a given subject. These implicit measures each have their own features. Two kinds of measures
will be described together with their usage in the �eld of trust: psychophysiological measures and
behavioral measures with a focus on the Implicit Association Test (IAT).

Psychophysiological measures

Psychophysiological measures are used to assess the state of people using physiological measures.
These measures include Electroencephalogram (EEG), Heart Rate Variability (HRV), and Electro
Dermal Activity (EDA) (Dirican & G�okt�urk, 2011). Literature on this method and trust shows
that psychophysiological measures like the electroencephalography (EEG) and the Galvanic skin
response (GSR) could show a physiological reaction to a certain stimulus, which therefore could
be interpreted as changed trust. However, these measures should be calibrated per person and
a learning algorithm should be improved for classi�cation as only 60% accuracy was reached for
the classi�cation set (Hu, Akash, Jain & Reid, 2016). This low accuracy can also be attributed
to the various many-to-many relations for psychophysiological measures (Fairclough, 2007). This
low accuracy makes it hard to interpret results and to know if the target measurement is really
measured through the used physiological techniques. Hence, this kind of implicit measure will
be too unreliable to measure trust until the algorithm is developed further and the di�erent
relationships between trust and physiological measures are revealed.

4 The e�ect of mistakes on trust in self-tracking devices
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Behavioral measures

For behavioral measures within the human to human interaction, the trust game and the envelope
drop are often used. These are used to measure unconscious trust as these methods rely on
analyzing natural responses (Ho� & Bashir, 2015; Lazzarini, Madalozzo, Artes & de Oliveira
Siqueira, 2005). Using behavioral measures can be an advantage over using self-reported measures
because of the earlier mentioned possibility of a�rmative behavior and over-thinking.

In human-machine interaction, these behavioral methods are harder to use because for most of
these methods other people are needed for interaction. When looking back at Figure 1.1, most of
the inuencers of trust are not easily measured in a questionnaire, speci�cally the dynamically
learned trust could be hard to capture and measure.

To measure trust or another sort of attitude which is (partly) unconsciously developed, current
methods needed to be expanded. In order to measure trust, or a di�erence in trust, the Implicit
Association Test can be used as it measures unconscious attitudes. Dynamically learned trust
indicate a change in trust over time, so the test should be able to capture di�erences over time.
The IAT can be used to measure trust, however using it twice for measuring a di�erence in trust is
a relative new concept.

Implicit Association Test (IAT)

In 1998, Greenwald, McGhee and Schwartz developed a new method in which implicit associations
could be measured. This method is nowadays known as the Implicit Association Test (IAT) and
gives an indication how strong the link is between two target concepts and an attribute. This
method does not ask people to answer a questionnaire but measures the reaction speed and thus
relative strength of a concept. In this way, it can be seen as a behavioral measure.

The test consists of a few blocks in which di�erent key-assignments are used; 3 training blocks,
1 test block, 2 training blocks, and �nishing with another test block. The aim for participants
is to categorize items, either belonging to a concept or attribute, to the correct response key.
Pairings for the �rst training and test blocks are di�erent from the second training and test blocks;
the concepts’ response keys are changed while the attributes stay on the same response key. If
the target concept (which is of interest for the researcher) is paired with one attribute on the
left response key in the �rst training and test block, this concept will be paired with the other
attribute on the right response key in the second training and test block. As the order of pairing
can inuence the outcome, half of the participants start with the target concept with one attribute
on the left response key (congruent trial), of which only the concept switches to the right response
key after the �rst test block (incongruent trial). The other half of the participants start with the
target concept and other attribute on the right response key (incongruent trial); after the �rst test
block, the target concept will be switched to the left response key (congruent trial).

De Houwer (2002) presented a paper in which the IAT is used as a consecutive measurement to
compare the relative associations with target concepts before and after a psychological treatment.
This indicates that the IAT can not only be used purely to see relative di�erences between target
concepts, but also to measure a change in these relative di�erences over time.

As the target category is di�erent each time, research has been done to �nd out how to properly
choose the categories. The strength of the measured association is dependable on the concepts used.
Lane, Banaji, Nosek and Greenwald (2007) explained that it is preferred to use categories which
have an obvious comparison category (e.g. male, female), but other combinations are possible as
well. If there is no clear comparison category, it can be decided to use a Go/No-Go association
test which only uses one category. If the IAT is preferred over the Go/No-Go association test, the
second category can be either a sensible, mutually exclusive category preferable from the same
domain, either be representing the domain absent of the target category, or be a neutral, unrelated
category (Lane et al., 2007).
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Secondly, they also argue that the categories which are easily categorized will have the lowest
error variance in an IAT. This categorization is done using individual stimuli, which should be
chosen with care. These individual stimuli can be represented by e.g. text or images, and should
not overlap to avoid confusion by the participant. Next to that, the stimuli should not have other
characteristics which makes them confound for another category (e.g. having only 5 letter words
for good stimuli and 8 letter words for bad stimuli) (Lane et al., 2007).

Concluding for the IAT, it is a measure which can be used to show implicit associations at a
speci�c moment but also how it changes over time. The stimuli should be chosen with care to
prevent a high error variance in the IAT or unwanted associations which inuence response speed.

Advantages and disadvantages for the IAT

There are a few reasons why (not) to use the IAT in an experiment. Firstly, the IAT makes use of
response speed which is not easily a�ected by the participant as for explicit measurements (Ste�ens,
2004), which makes it a reliable method compared to self-reported measures.

On the other side, the IAT can be hard to interpret as it only measures relative association
strength. This makes it easy to compare among di�erent participants but makes it harder to
interpret to what exact extent a positive or negative attitude a participant has.

Another negative issue for the IAT is that it (almost) always shows an order e�ect; the order
of congruent versus incongruent combination as �rst task inuences the performance on the
combination that follows (incongruent follows congruent, and vice versa) (Sriram & Greenwald,
2009). Nosek, Greenwald, and Banaji (2005) did research on this problem and suggested to double
the training block for target category and response key (from 20 to 40 trials) after the combination
switch to lower or even diminish the pairing order e�ect. Including this change in an IAT should
thus eliminate or minimize the inuence of pairing order.

Next to that, people show a learning e�ect when doing multiple IATs. Research showed that
people with IAT experience showed a decline in IAT e�ect magnitude (Gattol, S�a�aksj�arvi & Carbon,
2011; Nosek et al., 2007). In a methodological and conceptual review on the IAT after 7 years of
the development, Banjani, Nosek and Greenwald (2007) also indicate that IAT experience should
not be ignored if a design contains multiple IATs in a single session. They suggest having a
control group which only does the IAT multiple times (just as the design prescribes) for comparing
purposes, as there is no other method to easily correct for a possible learning e�ect.

Concluding, although the IAT is a reliable measure for implicit associations, one should be
careful interpreting the results of an IAT as it shows a relative association, the order e�ect should
be controlled for as it is a known e�ect for the IAT, and the learning e�ect for having done multiple
IATs before should be considered while interpreting results.

1.6 Research aims

In short, the emerging technology of self-tracking needs to be reliable for users to make sure the
technology will be accepted and used. To solve trust issues in these devices, we investigate the
trust-development for this technology. As it is hard to measure the inuence of factors on each
aspect of trust, and little to no research has been done on the e�ect of making mistakes on trust in
machines, this research focuses on the e�ect of mistakes by either machines or humans on developed
trust. Next to that, the di�erence in diminishing trust between a scenario where a machine makes
a mistake and a scenario where a human makes that same mistake is examined as there should be
a di�erence, but it is unknown to which extent this di�erence is visible in the reduced trust. This
will be done by using both an implicit (IAT) and explicit (questionnaire on trust in automation)
measurement, before and after a change in trust is made.
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CHAPTER 1. INTRODUCTION

1.6.1 Research Question

The research question can be formulated as: To what extent do mistakes in either machines or
humans lower the established trust in self-tracking devices?

1.6.2 Hypotheses

To investigate the research question, a few hypotheses are used to address sub-questions. To test
whether the trust indeed decreases after a mistake is introduced, the self-reported trust measure is
used. This explicit measure is chosen as it has shown to be a valid method, in contradiction to the
less validated IAT for such measures.

Hypothesis 1: After a mistake by humans or machines in a self-tracking device is
described, the participant will have a lower level of self-reported trust in the self-
tracking device.

According to literature that is discussed, people focus on mistakes in automation while they have a
more forgiving attitude towards humans (Madhavan & Wiegmann, 2007). To check if this trend is
visible in our study, our second hypothesis is as follows:

Hypothesis 2: There is a bigger di�erence in the reducing of trust when the mistake is
made by machines than by humans.

As the IAT is not used often as consecutive measure in trust literature, the third hypothesis has an
explorative nature. To see whether the self-reported trust show the same trend as the values of the
IAT when trust should be less, the following hypothesis is added:

Hypothesis 3: The di�erence between two consecutive IATs align with the di�erence
found in the self-reported trust measure for trust in wearable devices.
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Chapter 2

Method

2.1 Design and Participants

In order to investigate the e�ect on mistakes made by either machines or humans on the established
trust in self-tracking devices, a study was performed in which 70 participants (35 males and 35
females) did a computer task in which trust was measured twice; before and after a mistake was
introduced. The mean age of the participants was 23 years (SD=3.1). Participants were excluded
from participating if they had visual or motor impairments, and an age range between 18 and 35
was used as these people already might be familiar with self-tracking devices. Participants were
reimbursed with partial course credits or e5,- for their participation, with an extra amount of e2,-
for people from outside the TU/e. The participants were recruited through the JSF participant
database.

The study had two conditions in which trust was measured before and after a manipulation of
trust: the manipulation in one condition (n=33: 14 males, 19 females) was a scenario in which a
human made a mistake (a mistake in following a checklist by the programmer of the application),
and in the other condition (n=37: 21 males, 16 females) it was a scenario in which a machine
made a mistake (the algorithm decided not to identify certain input as a movement). During the
experiment, two ways of measuring trust were used to de�ne the amount of trust in self-tracking
devices: one explicit and one implicit method.

2.2 Setting and Stimulus Materials

The setting of the experiment was in a lab with small computer rooms in which the participants
performed the computer task which was made using Inquisit 4 software (Millisecond, 2018).

2.2.1 Scenarios

While designing the scenarios, a few choices were made on how to present them. In the introductory
scenario on the self-tracking device, no negative features were mentioned about the device, but
it was also not presented as a perfect device to establish a neutral to moderate level of trust
by the participant. In the scenario in which either a machine or a human makes a mistake, the
same mistake was described to only measure the e�ect of the mistake maker and the reason that
the mistake was made between the two scenarios. In addition, a picture of an algorithm and a
programmer was added to the respective scenario as extra visual information. Both the introductory
scenario and the two scenarios can be found in Appendix A.
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2.3 Pilot

To make sure the task was comprehensible and complete, a pilot was conducted with �ve people.
This helped in revealing a few mistakes in the code which were repaired, and it showed a variance
between the �rst D-scores which indicates that there are di�erent initial attitudes towards self-
tracking devices. The di�erence in D-score for each participant was not higher (as expected), but
lower: literature shows that a learning e�ect might arise, so a question was added for participants
to indicate the amount of IATs completed up until the day of the experiment (Nosek et al., 2007).
The data of the pilot was not used in further analysis, and the persons who joined the pilot were
excluded from participation in the experiment.

2.4 Measurements

Two kinds of measurement were used in this study to measure trust: the IAT (to measure implicit
trust) and a questionnaire (to measure explicit trust). Next to that, questions were asked on
di�erent statements and participants had to answer questions on the presented scenario.

2.4.1 Implicit measure – IAT

The IAT was designed according to the guidelines of Nosek, Greenwald, and Banaji (2007): the
pictures for the categories were selected while keeping in mind that the di�erence is obvious, and
they do not share any other features on which they could be grouped. Because of the natural use of
self-tracking devices, the pictures had a common theme; they were all sport-related. The titles for
groups of pictures were "Self-tracking devices" and "Non-technical images". For the attributions
"good" and "bad", the same words were used as in the paper by Nosek, Banaji and Greenwald
(2002). A summary of the pictures and words used can be found in Appendix B.

In Table 2.1, the set-up for the IAT blocks used in the experiment can be found. The same order
of blocks was used as originally proposed by Greenwald, Mcghee, and Schwartz (1998). Following
the paper by Nosek, Greenwald, and Banaji (2005) on validity of the IAT, the amount of trials for
block 4 was doubled (from 20 to 40 trials) to diminish possible order e�ects. Next to that, only
half of the participants got the order which is depicted in Table 2.1; the other half began with
"self-tracking devices" on the right-key response to counterbalance the e�ect of presented order in
the IAT which is discussed in the introduction.

The trust measure which can be derived from the reaction times in each IAT is called the
D-score. Per participant, two D-scores were calculated using the improved scoring algorithm as
described by Greenwald, Nosek, and Banaji (2003). Only the test trials (see Table 2.1) were used
for calculating the D-score (Equation 2.1). The D-score is calculated using values of both test
blocks: the mean and standard deviation of the latency and the number of trials. This improved
algorithm was used as this corrects for the absolute latency by using relative latency in the equation
of a D-score compared to the original D-score calculation (Nosek et al., 2007).

Table 2.1: Blocks used in the congruent-�rst IAT with corresponding trials, functions, items, and
key-responses

Block No. of
trials Function Items assigned to

left-key response
Items assigned to
right-key response

1 20 Practice Self-tracking devices Non-technical images
2 20 Practice Good Bad
3 20 Practice Good or Self-tracking devices Bad or Non-technical images
4 40 Test Good or Self-tracking devices Bad or Non-technical images
5 40 Practice Non-technical images Self-tracking devices
6 20 Practice Good or Non-technical images Bad or Self-tracking images
7 40 Test Good or Non-technical images Bad or Self-tracking images
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M2 � M1q
((n1 � 1) � SD1

2 + (n2 � 1) � SD2
2) + ( (n1+n2)�((M2 �M1 )2=4)

(n1 +n2 �1) )
(2.1)

2.4.2 Explicit measure – Questionnaire

To measure trust explicitly, the questionnaire on trust in automation adapted from Jian, Bisantz,
and Drury (2010) was used. It was adapted in a way that the system was replaced by the self-
tracking device. The answer options for the 12 questions consisted of a 7-point Likert scale ranged
from 1 ("not at all") to 7 ("completely"). The value of Cronbachs Alpha for this measure is about
0.92. The full questionnaire can be found in Appendix C. The self-reported trust was measured
twice: after the introductory scenario was presented and after a scenario was presented in which
either the human or the machine made the mistake. The self-reported trust was calculated by
averaging the answers on all 12 questions.

Questions on the mistake maker and the reason of the mistake were asked after the scenario with
mistake was presented to check whether participants read the manipulations. The multiple-choice
questions gave immediate feedback to the participant to ensure they knew whose mistake (machine
or human) it was and why the mistake emerged.

2.4.3 Assumption check

As a few assumptions were made in the hypothesis, participants had to answer a few questions on
attribution of mistakes. An example of an assumption is that people are more forgiving towards
mistakes in humans than towards mistakes in machines. Three statements were given on which
participants had to indicate their opinion and an additional text box was provided to give some
explanation:

1. Do you think a device can make mistakes?

2. What is worse? Having a device that makes a mistake or having a human making the same
mistake?

3. Every error in a machine or device is an (in)direct error made by humans.

Participants were asked in the demographic questions whether they use a self-tracking device and
the frequency of using that device to check for certain bias.

2.5 Procedure

Before the start of the experiment, the participant was asked to read and sign an informed consent
form. Then, (s)he took place in a smaller room with a computer to begin the task. The participant
�rst got general instructions and instructions for the IAT after which (s)he performed the �rst
IAT. After that, the �rst introduction was provided on a self-tracking device the participant
hypothetically bought. The participant then needed to �ll in the �rst questionnaire on trust.
Subsequently (s)he read the scenario in which a mistake was presented and answered the multiple-
choice questions on the mistake maker and reason. After the feedback on the given answers was
presented, the participant performed the IAT a second time and answered the questionnaire on trust.
As the last few tasks, (s)he answered the three statements, gave some additional information, and
answered the demographic questions to end the computer task. The participant received his/her
compensation, was debriefed about the experiment and manipulations and had the opportunity to
ask questions. The experiment lasted approximately twenty to twenty-�ve minutes per participant.
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2.6 Statistical analysis

In the result section, next to the two D-scores and two values of self-reported trust, other values are
used as well in the statistical analysis. For each person, the di�erence between the two self-reported
trust values was calculated, in which a negative value indicates a lower level of trust. Also the
di�erence between the two D-scores was calculated per participant. A negative value for this
di�erence indicates a decrease in trust in self-tracking devices.
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Results

Before the hypothesis are answered, a few tests are done. These tests check for outliers, inital
trust, an order e�ect in the D-scores of the IATs, and if the scenarios were understood by the
participants.

3.1 Outliers

The values of six variables were inspected to control for extreme values obtained through odd
behavior by a participant. These variables included the D-scores for both IATs, the values for the
�rst and second self-reported trust measure, the di�erence between the D-scores, and the di�erence
between the self-reported trust values. These values are chosen as they serve as main measurement
for trust. Values were inspected if they had a distance equal or greater than 2 standard deviations
(SD) from the mean, these were inspected. For the outliers found, no apparent reason was identi�ed
to assume odd behavior (all answered the questions regarding the scenario correct, no extreme
latency for each task, and no more mistakes are made during the IATs than average). Next to
having no apparent reason for being outliers, the extreme values did not inuence the outcomes for
the hypothesis tests. Hence, all collected data was included in further analyses.

3.2 Initial trust

In the �rst introductory scenario, the aim was for people to have a neutral to moderate level of
trust in the hypothetically bought self-tracking device. The self-reported trust value after the
introductory scenario (M =4.76, SD=0.58) indeed showed this neutral to moderate level, as the
self-reported trust value could range from 1 (lowest) to 7 (highest).

3.3 Order effect

An independent t-test for the compatible and incompatible order in the IAT showed an order e�ect,
which is visualized in Figure 3.1. This e�ect was apparent in the �rst IAT for the compatible
(M =0.23, SD=0.65) and the incompatible order (M =-0.25, SD=0.59); t(68)=3.20, p<0.01, d=0.77.
In the second IAT, this e�ect was also visible between the compatible (M =0.17, SD=0.51) and the
incompatible order (M =-0.21, SD=0.52); t(68)=3.07, p<0.01, d=0.74. This means that the order
of IAT (compatible or incompatible) had an e�ect on the D-score of the participant.
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Figure 3.1: The D-scores for the compatible or incompatible order �rst, split by �rst and second
IAT

3.4 Questions on scenario reading

After presenting the scenario, questions were asked to check whether participants had read the
scenario in which a mistake was explained. The results can be found in Table 3.1.

Table 3.1 shows that participants in the condition where the human made the mistake, had
a higher percentage of correct answers (84.8%) than the participants in the condition where the
machine made the mistake (67.6%). This might indicate that people are more sensitive to mistakes
by machines. However, all participants in the machine condition answered the �rst question correct.
For the second question, 10 out of 12 participants answered that the mistake was due to the
programmer of the application, while the correct answer was "Algorithm of the device". This
�nding is in line with people remembering machine mistakes more accurate and gives a hint towards
an attribution e�ect as people attribute mistakes of the devices algorithm to humans. In general,
it can be concluded that participants correctly remembered the story given in the scenario, but as
the answers in the machine scenario point towards an attribution e�ect, it cannot be said with
certainty that all participants had the right manipulation in mind when doing the experiment.

Table 3.1: Frequencies of answers given for the scenario check questions, split for both scenarios

Scenario Number of responses

Machine

None correct 0
Only �rst question correct 12
Only second question correct 0
All correct 25

Human

None correct 2
Only �rst question correct 0
Only second question correct 3
All correct 28
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3.5 Hypothesis 1

Hypothesis 1 was as follows: After a mistake by humans or machines in a self-tracking device is
described, the participant will have a lower level of self-reported trust in the self-tracking device. To
answer this hypothesis, a paired t-test is performed for the self-reported trust before and after the
mistake was described. The test shows that there is a signi�cant di�erence between the self-trust
before (M =4.76, SD=0.58) and after (M =4.27, SD=0.79); t(69)=5.94, p<0.01, d=0.72. The value
of Cohens e�ect size suggests a moderate to high e�ect of the scenario. These results show that
there is indeed a lower level of self-reported trust after a mistake is described.

Figure 3.2: Self-reported trust for the �rst and second questionnaire, split by scenario

Next to that, the di�erence in self-reported trust for each scenario is tested and visualized in
Figure 3.2. For the human condition, the �rst (M =4.85, SD=0.60) and second (M =4.46, SD=0.74)
self-reported trust di�ered signi�cantly; t(32)=3.04, p=0.01, d=0.58. In the machine condition,
a stronger di�erence was found between the �rst (M =4.68, SD=0.56) and the second (M =4.09,
SD=0.80) self-reported trust; t(36)=5.47, p<0.01, d=0.85 compared to the t-test in the human
scenario. This means that the machine condition showed a stronger e�ect, and thus is more likely
to be observed in the population than the di�erence in the human conditions. Next to that, the
self-reported trust after a mistake is much lower in the machine scenario compared to the change
in trust for the human scenario.

3.6 Hypothesis 2

This hypothesis was formulated as follows: There is a bigger di�erence in the reducing of trust
when the mistake is made by machines than by the humans This hypothesis is split up in two
parts: one part in which the hypothesis is answered using the self-reported trust measure, and one
part in which the hypothesis is answered using the D-scores from the IATs.
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Figure 3.3: The di�erence in self-reported trust for the machine and human scnenario

3.6.1 Self-reported trust

For the di�erence between the two scenarios, no signi�cant e�ect was found between the human
(M =-0.39, SD=0.74) and the machine scenario (M =-0.59, SD=0.65); t(68)=1.18, p=0.24, d=0.29.
What can be seen in Figure 3.3 (which shows this di�erence), is that there was a broader range
in (negative) di�erence of self-report for the machine scenario compared to the human scenario.
Next to that, a group of participants seem to strongly inuence the results for the human scenario.
They did not di�erentiate from other data points in behavior (all answered the questions regarding
the scenario correct, no extreme latency for each task, and no more mistakes are made during the
IATs than average) so there might be other unaccounted factors that inuence self-reported trust.

3.6.2 D-score

When testing the di�erence in D-score for each scenario, no signi�cant e�ect was found between the
human (M =0.03, SD=0.39) and the machine scenario (M =-0.06, SD=0.32); t(68)=1.03, p=0.31,
d=0.25. As the data for the D-scores have a normal distribution, the 95% Con�dence Interval
(CI) is used to visualize the data (Wilhelm, 2017). Figure 3.4 shows the 95% CI for the di�erence
in D-score for both scenarios. The mean in the machine scenario is lower than in the human
scenario and the range of di�erence in the human scenario includes more positive changes while
these changes are mostly negative in the machine scenario. As there was no signi�cant e�ect, no
valid statistical inferences can be made regarding the di�erence in trust between the human and
machine scenario using the di�erence in D-scores.

As an order e�ect was found, Figure 3.5 shows the di�erence in D-score with a 95% CI for each
scenario and order. Although a di�erence in range for the compatible �rst order seems to exist, no
interaction e�ect of order on the di�erence in D-score is found (F=0.49, p=0.49). Next to that,
and due to the low number of cases for each group, no statistical support can be given using an
independent t-test.
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Figure 3.4: The 95% Con�dence Interval for the di�erences in D-score for the machine and the
human scenario

Figure 3.5: The 95% Con�dence Interval for the di�erences in D-score for the machine and the
human scenario, split by compatible or incompatible order �rst
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3.7 Hypothesis 3

Comparing the di�erences in self-reported trust and in D-scores should give an indication if two
consecutive IATs show the same trend as the self-reported trust measure. No signi�cant correlation
is found between the two measures. When the order of congruent or incongruent trials �rst for the
IATs was considered for the correlation test, still no signi�cant correlation is found between the
di�erences of the IATs and self-reported trust.

When correlating the �rst and second measure for each method, no signi�cant correlation is
found between the �rst D-score and the �rst self-reported trust measure. However, a connection
between the second self-reported trust measure and the second D-score is found: r=0.26, n=70,
p=0.03. This shows that there is a small positive correlation between a higher self-reported trust
value and a more positive attitude derived from the (second) IAT. This might point to the fact
that the self-reported trust shows the same trend as the values calculated from the IAT. This
correlation is shown in Figure 3.6.

Figure 3.6: The correlation between the D-score of the second IAT and the second self-reported
trust measure
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3.8 Exploratory analyses

Assumptions on attitudes on mistake making behavior in machines were made based on literature,
and questions were added in the experiment to check these assumptions.

3.8.1 Mistakes by devices

For the yes/no question if a device can make a mistake, 81% of the respondents answered "yes".
In their explanation for this choice, many of the respondents indicated that a mistake is most of
the time due to the person behind the code and/or algorithm. Even the persons responding that a
device cannot make a mistake used the reasoning that a mistake can occur, but that the person
behind the code and/or algorithm would have caused it; this is also illustrated by the quote below.

"Given that most devices are not fully self-learned yet, any mistake that occurs in their
functioning is technically a mistake by the person or company that made it." (id:63)

"I do not think technology is at such a stadium that objects can be held responsible
for their actions. The errors are caused by faulty instructions of broken hardware, not
by the intentions of the object." (id:15)

The second quote is interesting as it shows an attribution of responsibility: machines cannot be
held accountable for their actions yet, and the respondent does not see a device as an object with
intentions.

3.8.2 Worse mistake maker

For the question "What would be worse: having a machine making a mistake or having a human
making the same mistake", 75% answered that having the machine making the mistake is worse,
the rest (25%) answered that having the human making the mistake is worse. The argumentation
is in line with the comments given for the �rst question; the main theme is that the machine is
supposed to behave as programmed, and humans can use feedback and retrospect on decisions
made. Next to that, another argument often given is that humans are allowed to make mistakes,
as it would be human nature. A few illustrating quotes are listed below.

"Machines simply do what we tell them to, humans can think about what they do and
the consequences." (id:4)

"A machine is expected to behave the way it is programmed. A human has own will
and is prone to slips and errors. That’s just human nature." (id:9)

"If the machine makes a mistake it feels to me as if I cannot trust the device itself.
Whereas when a human makes a mistake this does not mean that there is anything
wrong with the device itself."(id:42)

"Assuming the machine is not of the self-learning type, it will not learn from its mistakes,
whereas a human does have the ability to do so and by doing so to improve." (id:13)

The last quote taps into arti�cial intelligence as the participant talks about a self-learning type
of machine. This was not speci�ed in the text, although the machine scenario hinted at it ("The
algorithm decided the steps were invalid"). These quotes show the human side of making mistakes
and the tougher attitude towards machines making (the same) mistakes.
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Figure 3.7: Responds to the statement "Every error in a machine or device is an (in)direct error
made by humans"

3.8.3 Attribution of making mistakes

For the last statement "Every error in a machine or device is an (in)direct error made by humans.",
most respondents agreed slightly or fully with this statement. Figure 3.7 shows the various answers
given for this statement.

Looking at the explanation the respondents gave, the same theme from the �rst two questions
remain: the human is responsible for the programming of the machine or device, and subsequently
(in)directly responsible for its mistakes. There are some exemptions for this attribution to humans,
which are illustrated by the quotes below.

"Sometimes a technology breaks down just because the hardware does not work anymore
in that case the human is not directly to blame." (id:17)

"Most of the times it is, maybe except for a power outage. But a machine is produced
by a human and will not do anything that the human did not program it to do." (id:55)

"It is the programmer who makes the machine, and therefore is responsible for its fully
functioning." (id:24)

In conclusion, participants seem to have a strict view in general that machines or devices cannot
make their own decisions and act purely on what humans tell them to do. They think it is worse
if a machine makes a mistake as it cannot reect upon mistakes made while humans have this
mechanism. Next to that, participants feel that it is human nature to make mistakes, which makes
it less bad if they make mistakes compared to machines. In general, participants attribute mistakes
to humans as they do the programming of the device or machine.
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Discussion

In this study, trust in self-tracking devices is measured before and after a mistake was introduced.
Using methods for measuring both implicit and explicit trust, it was investigated how a mistake
by either humans or machines changed the trust in self-tracking devices. To answer the research
question, three hypotheses were formulated.

The �st hypothesis that self-reported trust is lower after a mistake, independent from the mistake
maker, is con�rmed. Next to that, the di�erence in self-reported trust also di�ers signi�cantly
if looked at either the human or the machine scenario. The results found for the di�erence in
self-reported trust show that the used scenarios indeed lowered trust in a self-tracking device.

The second hypothesis was answered by using both the explicit trust and the implicit trust
measure. For the self-reported trust, there was no signi�cant di�erence between the lowering
of trust in the human or the machine scenario. It should be noted, however, that a trend was
visible as the range of di�erence in trust was bigger for the machine scenario compared to the
human scenario. Despite showing the same visible trend as the di�erence in self-reported trust, no
signi�cant e�ect was found using the di�erence in D-scores for answering the second hypothesis.

The third hypothesis focused on the use of IAT as consecutive measure of trust, compared to
the self-reported trust measure. No signi�cant correlation between the di�erences in self-reported
trust and the IATs was found. There is a correlation between the second self-reported trust and
second IAT score, which might give an indication that the IAT score shows the same trend as the
self-reported trust. However, this e�ect is not found in the D-score for the �rst IAT and the �rst
self-reported trust measure.

In this case, (two consecutive) IATs show not to be the best way to measure a di�erence in
trust the same way as self-reported trust does.

Several explanations exist for not �nding a di�erence between the two scenarios and between the
two methods of trust measurement. An attribution e�ect and the chosen scenario might explain the
lack of di�erences found for the scenarios, and di�erent trust components, the chosen measurements
methods, and the experience e�ect might give explanations for not �nding a di�erence between the
two methods of measuring trust.

4.1 Attribution effect

The results of answering questions on the scenario and the opinions on mistake making in humans or
machines showed an attribution e�ect; people strongly indicate that a mistake made by a machine
is a mistake made by a human. This kind of attribution error is di�erent from the Fundamental
Attribution Error as described by Ross (1977). In this report, the term "Attribution E�ect" refers
to the observation that people attribute mistakes by machines to humans.
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4.1.1 Questions on scenario reading

The results on the multiple-choice questions presented after the scenario in which a mistake was
described already showed that the participants in the human condition had more answers correct
than participants in the machine condition. Interestingly, in the machine condition all participants
correctly remembered which mistake was made (the algorithm decided the steps were not counted)
but many of them attributed this mistake to the programmer of the application instead of the
algorithm of the device. This leads to the conclusion that the participants interpreted the second
question di�erent and answered according to their own ideas instead of following the scenario.
Although people who made a mistake answering the question were reminded of the correct answer,
it is not known how strong this attribution e�ect inuenced the results of the IAT. The clear
attribution of machine mistakes to humans is also found in the questions in the end of the study,
as most people (slightly to fully) agreed that a mistake of a device an (in)direct error made by
humans is.

4.1.2 Interpreting mistakes

Participants �lled in questions regarding their opinion on making mistakes and attribution. Striking
was the common reaction that the humans program and the device or machine follows the orders.
Although this division of coding and executing is split nowadays, this will shift in the (near) future
due to arti�cial intelligence (AI). When AI is implemented in machines and devices, they have the
ability to train themselves to make decisions. The algorithm making them learn is then still made
by humans, but through self-learning algorithms, the machine continues this coding which makes
the line between the involved actors and responsibilities a gray area. The fact that participants
stated that it is worse when a machine makes a mistake but also attribute that error (in)directly to
humans will only strengthen with the introduction of AI in daily life. In future work, these opinions
on accountability and attribution should be monitored as they can shift with the introduction of
AI; these shifted opinions can inuence people’s responses to and evaluations of AI systems.

Literature on accountability and mistakes focuses mostly on how mistakes are interpreted
within an organizational structure (Holden, 2009; Woods & Cook, 1999; Woods & Hollnagel, 2005).
As Naquin and Kurtzberg (2004) showed: organizational accidents caused by human error are
interpreted di�erently than caused by a machine failure. For the human error, the organization
was held more accountable than for the machine error. The results in their study show that
despite this di�erence between scenarios, the participants still held the organization accountable
to a certain extend in the machine scenario. Although the paper does not go into depth on
this point, this might also hint towards the same attribution error found in the current study.
Another paper on similarities and di�erences between human-human and human-automation trust
addressed the attribution of mistakes to machines (Madhavan & Wiegmann, 2007). Madhavan and
Wiegmann (2007) show that in the 90s, people blamed technology for mistakes and errors, while
they had reluctance to attribute positive outcomes to the technology, thus proving the fundamental
attribution error. Next to that, Jian et al. (2010) show that distrust in humans seem more negative
than distrust in a non-human entity which might explain why the range in trust for the human
mistake seem to be smaller than the range for the machine mistake in this study.

4.2 Trust components

When looking back at Figure 1.1 (the trust model as depicted by Ho� and Bashir, 2015), the
di�erent features through which trust is built are shown. As indicated, this study focused on
changing part of the learned trust through the introduction of a mistake. Although the model shows
all parts of trust individually, they do interact with each other (Ho� & Bashir, 2015). This might
be one of the reasons why not all hypotheses are con�rmed; another factor of trust is interacting
with the targeted parts of learned trust. Examples which could have been interacting are the
expectations of the system, the expertise of the participant, and the mood of the participant. To
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account for a possible interaction e�ect, these aspects of trust should be measured too in future
work.

4.2.1 Personality

In psychology, the "Big-Five" are often used to assess personality traits of people. The test assesses
persons on �ve factors: neuroticism, agreeableness, extraversion, conscientiousness, and openness
(Goldberg, 1990). According to DeNeve and Cooper (1998), trust is one of the sub items forming
agreeableness as it depicts relationships. A study by Evans and Revelle (2008) investigated the
relationship between the "Big Five" and trustworthiness, and found positive correlations between
trustworthiness and agreeableness (r=0.70), and between trustworthiness and conscientiousness
(r=0.52). Since a violation of trust could be responded to di�erently by humans, the factors
agreeableness and conscientiousness could be underlying factors of the di�erence in measured trust,
thereby inuencing the �ndings of the current study. As these factors were unaccounted for, it
is unknown to which extent they might have inuenced the results in this study. Future work in
which trust is measured should also take these personality traits into account to give insights on
the e�ect of personality traits on trust.

4.3 Experience effect

Literature shows that the magnitude of the e�ect found in an IAT is partly due to the amount of
times a person already performed an IAT before (Nosek et al., 2005, 2007). Results in this study,
however, showed no signi�cant di�erence between groups who did up to 2 IATs before and who
did more than 2. This di�erence with literature can be due to the usage of the improved scoring
algorithm which uses relative reaction time for calculating the D-score (Greenwald et al., 2003).
This leads to a smaller di�erence between a faster (mostly experienced) participant compared to a
slower (mostly new to a reaction task) participant. Using this algorithm does not eliminate the
e�ect in total, but no signi�cant changes due to such experience e�ect were found in this study.

4.4 Measurement methods

Using the IAT combined with an explicit measurement can be done in di�erent orders. Based on
the low correlation between explicit and implicit trust in our data, the attitude towards self-tracking
devices might not necessarily have a one-to-one relation with the measured self-reported trust.
Research showed that the measurements for implicit and explicit methods do not always show the
same strong association (Nosek et al., 2007; Hofmann, Gawronski, Gschwendner, Le & Schmitt,
2005). Especially for socially non-sensitive subjects (e.g. consumer preferences), there was no
clear connection between implicit and explicit methods (Greenwald, Poehlman, Uhlmann & Banaji,
2009). Nosek, Greenwald, and Banaji (2007) do stress that not �nding a connection between such
measures does not directly imply a lack of truth as they both are real assessments; it only shows
that they measure di�erent viewpoints (implicit and explicit)(Nosek et al., 2007). In this study,
it could partly explain why there was no similar trend for the explicit trust and implicit trust
measure; people implicitly might not have a lowering of trust although explicitly, they might think
they had.

Next to the IAT, the self-reported trust measure also is susceptible to bias. As already explained
in the introduction, people tend to give favorable answers which might have shown a di�erence
in self-reported trust. This means that the actual e�ect maybe was smaller, or people do not
distinguish between mistake maker in this scenario for self-tracking devices.
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4.5 Scenario

A study by Foroni and Mayr (2005) showed by using a scenario, the researchers found a di�erence
in D-score; the negative story on butteries lowered the D-score for the concept of butteries
compared to the concept of insects. This shows that the scenario concept works for changing
implicit associations. In our study, we only found that scenarios can be used to change self-reported
trust, as there was no signi�cant di�erence between the D-scores of the �rst and second IAT.

While designing the current study there was no veri�cation on how the scenarios would inuence
the implicit association. As it was hard to create two scenarios which did not include breaking
the device in a way that the device would become unusable (and thus lowering trust too much),
the scenarios contained a mistake which could be solved with an update patch. The explicit trust
measures signi�cantly changed after the scenario was introduced, so it proves to be a good scenario
to decrease trust. Next to that, when the explicit trust values were split for each scenario, the
human scenario did not show as big an e�ect as the machine scenario. Although this di�erence
can be explained since people are more forgiving towards humans, the scenario could also be more
exaggerated to create a bigger e�ect for both conditions. Apart from having a bigger di�erence in
explicit trust measures when using a more exaggerated mistake, this might also show an e�ect in
the implicit measure (just as in the study by Foroni and Mayr, 2005) as this was not the case in
this study.

Next to unaccounted factors and there not being any di�erence at all between mistakes made
by either a machine or a human in a self-tracking device, other factors could have played a role in
not �nding this di�erence.

4.6 Limitations and future work

4.6.1 Order of measurements

The IAT is often used together with an explicit measurement, and research has been done on the
order of these measurements (Nosek et al., 2005). It showed that the order of appearance should
not matter for the outcome of both methods. However, the introductory scenario was showed
after the �rst IAT was performed and before the �rst questionnaire on self-reported trust was
presented. This might have caused a di�erence in the concept of self-tracking devices compared to
the second IAT, where the participants read both the introductory scenario and the scenario in
which a mistake was described before beginning the test. Without �rst scenario, people purely
rely on their own knowledge and experience which di�er per person. Future work should present a
scenario before any measurements are taken to provide a baseline for each participant.

4.6.2 Images used in IAT

In the IATs, the attitude of the use of self-tracking devices is compared to not using self-tracking
technology. Self-tracking is hard to depict in an image, so all the images were sports-related
which might relate to a di�erent exemplar (sporting with self-tracking technology instead of using
self-tracking technology in general) (Nosek et al., 2005). Although the scenario uses a mistake
which is also sports related, this point of view might have inuenced the way participants responded
to the questionnaire on self-reported trust, which results in a di�erent measurement between the
two methods. Future work should have additional questions on the representativeness of the images
used to check if they align with the targeted exemplar.

4.6.3 Order effect

In the results, it is shown that an order e�ect was visible in the data despite the extra trials used in
block 4 (see Chapter 2: Method). Due to this e�ect, the power per group of participants was low
so no statistical inferences could be made when controlling for order and scenario. Although the
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order e�ect was visible, it was present in both scenarios which should cancel out any di�erences
found due to an order e�ect. According to Nosek et al. (2007) this e�ect should be even more
diminished when the values of the practice trials are used in calculating the D-score. In future
work, these calculations should be used as well to lower the e�ect of order even more.

4.6.4 Learning effect

The learning e�ect is related to the e�ect of doing two IATs after each other in a short period of
time. The study by Nosek et al. (2007) also explained the consequences of using the IAT multiple
times in a study, and proposed to use a third group as neutral group to investigate the e�ect
without having any other inferences. This third group would not be exposed to the manipulations
used in the study, but only serve to do the IATs to provide a baseline for the learning e�ect.
The data in this study shows that the second D-score for a participant almost always is closer
to 0 than the �rst D-score. This means that the di�erence in response time for congruent and
incongruent trials becomes smaller; are therefore points to a certain learning e�ect. Although this
study focuses on the di�erence between two scenarios, it would be better to know the magnitude
of the manipulation e�ect without this learning e�ect. Because of that, an extra group would be
preferred in future studies to account for this e�ect. The results of an extra group could predict
the change in D-score when no manipulation is used, which could show the e�ect of the used
manipulation in other groups without the learning e�ect.

4.7 Conclusion

Concluding, the e�ect of mistakes by either a machine or a human is visible using a self-reported
trust measurement. The attitudes derived from the IATs did show the same trend to a certain
extent but were not signi�cantly di�erent. Two consecutive IATs did also not show the same
trend as the self-reported trust, but this is foremost caused as the di�erence for the D-scores and
self-reported trust did not di�er signi�cantly. As a trend was visible in the di�erence in D-score,
this proves to be a measure which should be invested thoroughly in the future. Side note is that the
learning e�ect should be accounted for to provide a better measurement tool. To �nish, participants
indicated that mistakes made by machines are generally due to the human doing the coding. Since
this view can change over the years due to the introduction of AI, attitudes towards mistake
making behavior by machines can change. This change should be monitored as it might inuence
the overall trust between humans and machines. To focus on the relation between making mistakes
and self-tracking devices, this study did not provide evidence that people di�erentiate between
mistakes by humans or machines in self-tracking devices. This leads to the �nal notion that each
mistake, made by a human or machine, should be monitored carefully to not let consumers lose
trust in this fairly new technology, which will have an increasing inuence on us in our lives.
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Appendix A

Screenshots of scenarios

Screenshots of the introductory scenario, the machine scenario, and the human scenario.

Introductory scenario
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APPENDIX A. SCREENSHOTS OF SCENARIOS

Machine Scenario

Human Scenario
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Appendix B

IAT stimuli

Words for the attribution "Good":
Joy, Love, Peace, Wonderful, Pleasure, Friend, Happy, Laughter

Words for the attribution "Bad":
Agony, Terrible, Horrible, Nasty, Evil, War, Awful, Failure
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APPENDIX B. IAT STIMULI

Images for the category "Self-tracking devices":
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APPENDIX B. IAT STIMULI

Images for the category "Non-technical images":
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Appendix C

Questionnaire on self-reported
trust

Questions used in the questionnaire on self-reported trust:

1 = "The self-tracking device is deceptive"

2 = "I am wary of the self-tracking device"

3 = "I am con�dent in the self-tracking device"

4 = "The self-tracking device provides security"

5 = "The self-tracking device has integrity"

6 = "The self-tracking device is dependable"

7= "The self-tracking device is reliable"

8= "I can trust the self-tracking device"

9= "I am familiar with the self-tracking device"

10 = "The self-tracking device behaves in an underhanded manner"

11 = "I am suspicious of the self-tracking device’s intent, action or outputs"

12 = "The self-tracking device’s actions will have a harmful or injurious outcome"
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