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Abstract—Artificial Neural Networks (NNs) can effectively be used to solve many classification and regression problems, and deliver state-of-the-art performance in the application domains of natural language processing (NLP) and computer vision (CV). However, the tremendous amount of data movement and excessive convolutional workload of these networks hampers large-scale mobile and embedded productization. Therefore these models are generally mapped to energy-efficient accelerators without floating-point support. Weight and data quantization is an effective way to deploy high-precision models to efficient integer-based platforms. In this paper a quantization method for platforms without wide accumulation registers is being proposed. Two constraints to maximize the bit width of weights and input data for a given accumulator size are introduced. These constraints exploit knowledge about the weight and data distribution of individual layers. Using these constraints, we propose a layer-wise quantization heuristic to find a good fixed-point network approximation. To reduce the number of configurations to consider, only solutions that fully utilize the available accumulator bits are being tested. We demonstrate that 16-bit accumulators are able to obtain a Top-1 classification accuracy within 1% of the floating-point baselines on the CIFAR-10 and ILSVRC2012 image classification benchmarks.

Index Terms—quantization, fixed-point, efficient inference, narrow accumulators, convolutional neural networks

I. INTRODUCTION

Neural Networks (NNs) are a class of machine-learning algorithms that deliver state-of-the-art performance on many natural language processing (NLP) (e.g. speech recognition and natural language understanding) and Computer Vision (CV) tasks, such as object localization, classification, and recognition of objects. Unfortunately, both the training and inference phase of the NNs are computationally demanding. As a result, NNs are usually developed and trained on high-performance clusters, whereafter the resulting model (learned weights) is mapped to an optimized hardware platform for efficient model deployment on mobile and embedded devices. These hardware platforms generally use reduced-precision integer arithmetic, which simplifies the data path and reduces memory storage, bandwidth, and energy requirements.

The process of converting a pre-trained floating-point NN model to reduced-precision is called quantization. Typical quantization procedures for NNs check a number of possible reduced-precision solutions for both weights and intermediate data within a given network, and choose the cheapest minimal bit width solution within a tolerable model accuracy penalty. Due to the enormous set of potential quantization solutions, it is not feasible to find an optimal solution. Typically just a small number of solutions are evaluated. We identify that the bit width of partial result accumulators is generally a bottleneck on platforms that are not specifically optimized for large kernel computations. Kernel computations are the core of many NN architectures, such as traditional fully-connected NNs, Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs).

This accumulator bottleneck further complicates the quantization procedure. To address this issue, we formulate the NN quantization problem as a function of accumulator size. For a fixed accumulator bit width, we aim to maximize the model accuracy by maximizing the bit width of input data and weights. To increase the maximum data and weight bit width, we introduce two constraints that provide a more optimistic maximum accumulator range estimate, while still providing analytical guarantees on avoiding potential accumulator overflow. The main contributions of this paper are:

- A new quantization method that considers a limited accumulator size. This is very useful for platforms with narrow accumulators.
- A heuristic for fast quantization of complete CNNs for image classification.
- An evaluation of our layer-wise quantization heuristic on three popular CNN benchmarks.

The rest of the paper is organized as follows: Section 2 summarizes related work in CNN quantization. Section 3 covers preliminaries and introduces notation and background for fixed-point inference. Section 4 introduces the quantization method for accumulator-constrained accelerators. Section 5 explains the heuristic for layer-wise CNN quantization. Evaluation and experimental results are provided in Section 6. Concluding remarks follow in Section 7.

II. RELATED WORK

Recent works have investigated the feasibility of converting floating-point NNs to fixed-point for efficient implementation on mobile and embedded devices. It has been well-established that NNs are generally very resilient to quantization noise and do not require large bit widths for good performance. Courbariaux, David and Bengio [1] train a CIFAR-10 network with a negligible accuracy penalty, using only 10 bits...
for weights and activations (and 12 bits for weight updates). A primary innovation is the application of a dynamically scaled fixed-point format. Their training procedure monitors if overflow happens, and adjusts the scaling factors of weights and data in NN layers accordingly. FlexPoint [2] extends on this work by providing hardware support for dynamic overflow-based scaling factor management. Their custom 16-bit floating-point format with shared exponents matches the classification accuracy of 32-bit floating-point baselines on several large NN benchmarks. Rastegari et al. [3] obtains respectable classification accuracy on the difficult ILSVRC2012 benchmark with only 1-bit weights.

The downside of the previous quantization methods is that the training procedure of large NNs can be very time-consuming. For many use cases it suffices to retrain a pre-trained model on your own (similar) dataset [4]. Many related works [5]–[9] do therefore focus on quantization of a pre-trained model within a tolerable accuracy penalty. To regain some of the lost accuracy during quantization, the quantized model is generally retrained [5]–[9].

Vanhoucke et al. [10] linearly normalizes weights and (sigmoid) activations of every layer in a speed-recognition NN to 8-bit by analysing the range of weights and activations. A similar approach is implemented in several deep learning frameworks such as Tensorflow [11] and Caffe-Ristretto [12]. Lin, Talathi, and Annapureddy [6] propose an analytical model to quickly convert pre-trained models to fixed-point. The advantage of this model is that it does not require exhaustive layer-wise optimization, but rather determines the bit width of every layer based on the approximate parameter and data range distribution.

An exhaustive layer-wise optimization is a straight-forward approach for NN quantization. This procedure generally consists of testing many possible quantization solutions for every layer in the network [7], [9]. To reduce the number of solutions to consider, several heuristics were developed. Gysel et al. [12] propose an iterative quantization procedure where weights are quantized first, and activations are quantized second. A similar two-step approach is described by other related works [13]. Shan et al. [14] considers some target platform characteristics, and shows that the accumulator bit width can be reduced to 16-bit without significant a significant penalty in classification accuracy for the LeNet5 benchmark.

We consider a target platform that is not specifically optimized for large NN kernels and does not have a wide accumulator data path. Knowing that the accumulator is the bottleneck, we define several constraints that greatly reduce the number of solutions to consider. The quantization problem is reformulated to maximize the model accuracy for a fixed accumulator bit width.

### III. Background

#### A. Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a class of NNs that work very well for a variety of Computer Vision tasks. They can be used as an end-to-end approach for object classification, localization, tracking, or even higher-order tasks such as object recognition. CNNs are composed of layers that are generally connected in a feed-forward fashion. The input of the first layer is an (preprocessed) image. The model output depends on the task, and can be a class likelihood vector for image classification, a bounding box for object localization, or a combination of both.

A typical CNN consists of several stacks of convolution + activation + pooling (+ normalization) layers for feature extraction, followed up by several fully-connected (+ activation) layers for classification. The main computation of a CNN are the convolution and fully-connected layers. Both layer types can be simplified to a series of multiply-accumulate operations or dot product:

$$y = \sum_{i=1}^{K} w_i d_i$$  \hspace{1cm} (1)

where $w_i$ are the learned weights (and bias), $d_i$ are data values, $y$ is the output result of a single neuron before activation, and $K$ is the kernel size.

#### B. Fixed-point preliminaries

NN models are generally trained using the single-precision floating-point format. To approximate these models on a target platform that only supports 2’s complement integer arithmetic, we use a fixed-point number representation. This format can be represented as a combination of Bit Width ($BW$), Integer (Word) Length ($IL$), Fractional (Word) Length ($FL$), and a sign bit:

$$BW_x = IL_x + FL_x + 1$$  \hspace{1cm} (2)

where $x$ corresponds to a set of floating-point values that share the same fixed-point representation. Any real value $x \in \mathbb{R}$ can be quantized to its integer representation by scaling and rounding:

$$Q(x) = \text{round}(x \cdot 2^{FL_x})$$  \hspace{1cm} (3)

The original real value can be estimated back by scaling the integer values back:

$$\hat{x} = Q(x) \cdot 2^{-FL_x}$$  \hspace{1cm} (4)

The maximum quantization error is bounded by the choice of rounding function. For example, if we consider a round-to-nearest policy, the quantization error is bounded by half of the least significant digit e.g. $2^{-(FL_x+1)}$. To minimize this quantization error the fractional length or scaling factor should...
be maximized. However, increasing the fractional length of a fixed-point format will reduce the representable range:

\[-2^{IL_x} \leq \hat{x} \leq 2^{IL_x} - 2^{-FL_x} \tag{5}\]

If data values fall outside the range of our 2’s complement integer representation, we either need to clip these values or overflow will happen. Therefore we must ensure that the integer length is chosen large enough to prevent overflow:

\[IL_x = \lceil \log_2 (R_x) \rceil + 1 \tag{6}\]

where range \( R_x \) corresponds to the absolute maximum value within set \( x \) i.e.

\[R_x = \max_{x \in x} |x| \tag{7}\]

For example, consider a fixed-point group \( x \) with \( BW_x = 16 \) and a maximum range of \( R_x = 0.1256 \). From Equation 6 follows that we require at least \( IL_x = -2 \) to prevent overflow. Stated differently, maximum precision can be obtained by scaling all values in group \( x \) by \( 2^{IL_x} \) for \( FL_x = 17 \), using Equation 2.

The range estimate of Equation 7 has been used by others [5], and worked very well for our experiments. Other [6], [15], more optimistic, range estimates were also considered, but without much success; results of different range estimates were inconsistent between different benchmark. These findings indicate that having sufficient range is more important than precision, which is in line with the work of Lai et al. [16].

C. Range Analysis

A common approach to determine \( R_x \) is to analyse the range of weights and input data [7], [11], [12], [14] for every convolutional or fully-connected layer within a NN. The weight range is extracted from the high-precision pre-trained model. The data range can be estimated by forwarding a large batch of images through the network. Fig. 2 visualizes a typical density distribution of a layer from the popular AlexNet [17] network. It can be observed that weights are significantly smaller than input data, but that both groups are clustered together. Additionally, the range between layers also differs significantly, as is depicted in Fig. 3.

Fig. 2. Value range of weights (red) and input data (blue) of AlexNet’s third convolution layer. The two intervals suggest a potential quantization solution. Values outside the intervals cannot be represented. Zero-valued data is ignored in this distribution; Zero can always be represented (see Equation 5).

Using a single fixed-point format for the whole network is not optimal due to the large range difference between different groups and layers. To encode this network in fixed-point, we require an integer length that is large enough to prevent overflow, while the precision or fractional length should be large enough to distinguish variations in weights.

In NNs this dynamic range problem can be addressed by splitting weights and input data within a layer into separate fixed-point groups [18]. A fixed-point group is a set of values that share the same bit width and fractional length. In other words, the global scaling factor is replaced by multiple local scaling factors. An example of this is shown in Fig. 2, where both weights and data have a separated integer length and bit width to optimally capture the data range.

Using different fixed-point groups for both weights and data in layer adds minimal computational overhead. Weights can be quantized off-line and integer multiplication of two fixed-point groups with different scaling factors requires no precision alignment. Additionally, we do not reduce precision of intermediate results during kernel computation. Results of a previous layer that are used as input for the next layer might require precision alignment. This procedure consists of a single arithmetic shift with clipping and rounding, which is negligible, when we consider that every input sample can generally be reused for 100–1000s multiply-accumulations.

IV. QUANTIZATION WITH NARROW ACCUMULATORS

In the previous section we introduced the relevant concepts for fixed-point NN inference and motivated the use of multiple fixed-point groups. In this section we define our quantization methodology for convolutional and fully-connected layers for a data path with limited data bus and accumulator size.

Consider a target platform with a data bus bit width \( BW_{data} \) and accumulator bit width \( BW_{acc} \). These platform-dependent parameters restrict the bit width of weights \( BW_w \) and input data \( BW_d \):

\[1 \leq BW_w \leq BW_{data} \quad 1 \leq BW_d \leq BW_{data} \tag{8}\]
For efficiency reasons we do not consider data types that are wider than the data bus. Combinations of $BW_w$ and $BW_d$ are also bounded by the accumulator size:

$$BW_w + BW_d - 1 + \Delta \leq BW_{acc} \tag{9}$$

where $\Delta$ is a layer-dependent parameter that corresponds to the number of additional integer bits the accumulator requires to store the kernel computation.

A generic quantization approach of a convolutional or fully-connected layer can be summarized by the following steps [5]–[7]:

1. Analyse the parameter and input data range to determine integer lengths $IL_w$ and $IL_d$. The available bit widths $BW_w$ and $BW_d$ determine the precision $FL_w$ and $FL_d$ (see Equation 2).
2. Check if the chosen solution does not overflow the accumulator (see Equation 9).
3. Adapt the layer to the new configuration, and check if the network performance is still sufficient.

To test which combination of $BW_w$ and $BW_d$ provides the best model accuracy, we must decrease the bit width of groups $w$ and $d$ until the accumulator will not overflow. Testing every combination of $BW_w$ and $BW_d$ would be very time-consuming. Instead, we define several constraints that provide an upper bound on the maximum accumulator range.

1) $WC_w/WC_d$: The most pessimistic constraint considers worst-case input and weight values for every multiply-accumulation. The accumulation register must be large enough to store $K$ kernel accumulations of $w_i d_i$, i.e.

$$BW_w + BW_d - 1 + [\log_2 K] \leq BW_{acc} \tag{10}$$

Using Equation 10 we can calculate which bit width combinations of weights and input data optimally utilize the accumulator:

$$BW_w + BW_d = BW_{acc} + 1 - [\log_2 K] \tag{11}$$

By only considering solutions that fully utilize the accumulator bit width, the number of quantization solutions that need to be tested per layer is reduced from a 2-dimensional search to an 1D search, and is usually very small. For example, if we consider a target platform with a 16-bit accumulator and a kernel $K = 5 \times 5 \times 16$, only a few configurations for $BW_w$ and $BW_d$ need to be considered, as is illustrated in Fig. 4.

2) $ACT_w/WC_d$: By using knowledge about our kernel weights, we can derive a more optimistic bound on the maximum accumulator range $R_{acc}$ [19], using the fact that the sum of products is at most equal to the sum of absolute products:

$$R_{acc} = \sum_{i=1}^{K} w_i d_i \leq \sum_{i=1}^{K} |w_i||d_i| \tag{12}$$

To guarantee that this bound will not overflow the accumulator, we need to compute the maximum kernel range including quantization effects (i.e. rounding errors). Additionally, we need to assume worst-case input data for every multiply-accumulate. This results in a simple definition of the maximum accumulator range:

$$R_{acc} = R_{kernel} \cdot 2^{IL_d} \tag{13}$$

where kernel range $R_{kernel}$ corresponds to the maximum sum of absolute quantized weights over all kernels within a NN layer:

$$R_{kernel} = \max_{\text{kernels} \in \text{layer}} \left( \sum_{i=1}^{K} |\tilde{w}_i| \right) \tag{14}$$

$R_{kernel}$ depends on the scaling factor $FL_w$ and rounding policy (see Equation 4). We assume a round-away-from-zero tie-breaking policy, and pre-compute a table with the kernel range $R_{kernel}$ as a function of $FL_w$ for a given layer.

We will now use $R_{acc}$ to compute $I_{acc}$ (Equation 6). Using $I_{acc}$ we can now derive our accumulator constraint $BW_{acc}$ where we assume that the precision of products is not being reduced during kernel computation:

$$BW_{acc} = FL_w + FL_d + I_{acc} + 1 \tag{15}$$

$$= FL_w + BW_d + [\log_2 (R_{kernel})] + 1$$

Now replace $FL_w$ by $BW_w - IL_w - 1$ (Equation 2) and reorder the terms. This results in the following constraint:

$$BW_w + BW_d = BW_{acc} - [\log_2 (R_{kernel})] + IL_w \tag{16}$$

Fig. 4. Illustration of the solution space of a convolutional or fully-connected layer. Red dots are solutions that utilize all accumulator bits for the worst-case constraint. Light red dots are suboptimal as these do not utilize all accumulator bits. Blue dots represent optimal solutions for the $ACT_w/WC_d$ constraint. For small bit widths most weights are quantized to zero, which explains the distortion at $BW_w < 4$. Green represents the optimal solutions according to constraint $ACT_y$. However, these solutions may result in accumulator overflow.
This constraint will typically give more available bits than the $WC_w/WC_d$ constraint, as weights are generally very small. Since we did include worst-case representable input data and quantized kernel values, the accumulator will never overflow.

3) $ACT_y$: An even more optimistic, but potentially unsafe, accumulator constraint can be derived by exploitation of the wrap-around property of 2’s complement integer arithmetic. Note that this constraint does not prevent the intermediate accumulator result from overflowing. This is not an issue as long as the final output result fits within valid accumulator range. The maximum output range $IL_y$ was already estimated during the range analysis step, which limits the precision of $FL_w$ and $FL_d$ as follows:

$$BW_{acc} = FL_w + FL_d + IL_y + 1$$  
(17)

With some rewriting this results in the following constraint for valid combinations of $BW_w$ and $BW_d$:

$$BW_w + BW_d = BW_{acc} + 1 - \max(0, IL_y - (IL_w + IL_d))$$  
(18)

It should be emphasized that the choice of $IL_y$ is data-dependent and should therefore be chosen rather pessimistic to prevent accumulator overflow. The max-operator is necessary to ensure that the result of a single multiplication will fit into the accumulator.

In the next section we will extend this layer-wise quantization method with a heuristic to find a quantization solution for a complete network.

V. HEURISTIC LAYER-WISE OPTIMIZATION

In this section we will describe the quantization heuristic for complete CNNs. The goal of this procedure is to maximize the Top-1 classification accuracy for a fixed accumulator size and maximum data bit width.

Every convolution and fully-connected layer has a set of feasible quantization solutions. In Section IV we already proposed several accumulator constraints to reduce the solutions space for a given layer. However, testing every possible combination for every layer would still be very time-consuming. Instead we use a straightforward heuristic which iteratively quantizes the network. We start at the first eligible layer at the input of a pre-trained high-precision network, test all solutions that were proposed by the accumulator constraint, set the layer to the best solution for $BW_w$ and $BW_d$, and repeat the process for the next eligible layer. This process continues until all convolution and fully-connected layers are quantized. Similar to [18], [20] we simulate a fixed-point data path with limited precision. This approach makes it very easy to set a subset of layers to reduced-precision, while the remainder remains high-precision.

The quality of a solution in a given layer is evaluated in terms of Top-1 classification accuracy on a small validation dataset. If two quantization configurations within the same layer result in the same accuracy, we pick the solution that minimizes the Sum of Absolute Residuals (SAR). In other words, we compare the outputs of the floating-point layer to the outputs of the quantized layer, and pick the configuration that minimizes

$$\sum_{i=1}^{N} |y_i - \hat{y}_i|$$  
(19)

where $N$ equals the number of output samples within the current layer, and $y$ and $\hat{y}$ denote the floating-point and quantized output results, respectively.

The complete procedure for a 4-layer network is visualized in Fig. 5. The quality of the final quantization result is measured in terms of Top-1 classification accuracy on a large separate test dataset. Note that different layers have a different number of available bits for $BW_w + BW_d$, depending on the data and parameter range and kernel size. In this example layer conv1 has 16 bits to distribute between $BW_w$ and $BW_d$, while layer conv2 has only 14 bits.

VI. RESULTS AND EVALUATION

In this section we will evaluate the proposed quantization method from Section IV on 3 popular CNN benchmarks for image classification. In particular, we evaluate the effectiveness of the different accumulator constraints in comparison

![Fig. 5. Quantization procedure for a 4-layer network. Left: Analyse the chosen accumulator constraint for the first layer and test every eligible solution (blue dots). Middle: Set the previous layer to best-performing solution (green dot) and continue quantization of the next layer. Right: Repeat the procedure until all layers are quantized.](image-url)
to floating-point baselines. We conclude by investigating the optimality of the accumulator constraints in comparison to an optimistic lower bound.

All experiments were performed on an Ubuntu 17.10 machine with 16GB RAM, an Intel-i5 7300HQ, and a GTX1050 with 4GB VRAM. The quantization procedure, as described in Section V was implemented in PyTorch 0.3.1 and accelerated by the GPU using CUDA 8.0 with cuDNN v6. Quantized layers were simulated by reducing the precision and range of data and weights before and after the kernel computation. Overflow behaviour in the accumulator was simulated as well. For simplicity, we do only quantize convolutional and fully-connected layers. Activation, subsampling, and normalization layers are not quantized. However, these layers do generally not have a significant impact on the total CNN workload.

A. Baseline Networks

1) LeNet5: We evaluate our procedure first on a small 5-layer LeNet5(-like) network. This 5-layer CNN is trained on the 10-class MNIST dataset for handwritten digit classification. The network structure is depicted in Table I. All layers (except the last) are followed up by a ReLU activation function. Convolutional layers are also sub-sampled by a 2×2 Max-pooling filter with stride 2. 200 images were sampled from the official MNIST test set for optimization. The remaining images were used to test the final solution. Floating-point results were obtained using the same test set.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Kernel size (+ bias)</th>
<th>Output size</th>
</tr>
</thead>
<tbody>
<tr>
<td>input</td>
<td>-</td>
<td>28 × 28 × 1</td>
</tr>
<tr>
<td>conv1</td>
<td>5 × 5 + 1</td>
<td>24 × 24 × 16</td>
</tr>
<tr>
<td>conv2</td>
<td>5 × 5 × 6 + 1</td>
<td>8 × 8 × 16</td>
</tr>
<tr>
<td>fc3</td>
<td>32 × 4 × 4 + 1</td>
<td>4 × 4 × 16</td>
</tr>
<tr>
<td>fc4</td>
<td>512 + 1</td>
<td>10</td>
</tr>
</tbody>
</table>

2) All-CNN-C: This 9-layer network [21] is trained on the popular CIFAR-10 dataset. We use the pre-trained model from the Nervana model zoo1. Similar to LeNet5, 200 images were randomly sampled from the official test dataset for optimization. The remaining 9800 images were used to test the final solution. This network contains layers with larger kernels (e.g. >1000 multiply-accumulations) and is therefore potentially harder to quantize for a platform with narrow accumulators.

3) AlexNet: To investigate the limits of our quantization approach, we also quantized the well-known 8-layer AlexNet CNN [17]. This network is trained on the difficult 1000-class ImageNet ILSVRC2012 dataset. We use the pre-trained model from the PyTorch model zoo2. 1000 images were randomly sampled from the official 50K images validation set for optimization. The rest was used to validate the quantized solution. Similar to All-CNN-C, this network contains several layers with large kernels.

B. Maximizing accuracy for different accumulator sizes

Fig. 6 visualizes the quantization results for different accumulator sizes. For this experiment the maximum data bit width BW_data is set equal to BW_acc. For all three benchmarks a 32-bit accumulator yields no loss in Top-1 classification accuracy, compared to the floating-point baseline. As expected, the WC_w/WC_d constraint performs worse than the other constraints, since its pessimistic accumulator range estimate limits the precision within the kernel computation. Although the ACT_y constraint is potentially unsafe, it matches or outperforms the other two constraints on all benchmarks for different accumulator bit widths. For the small LeNet5 benchmark the accumulator bit width can be reduced to 12-bit, before the relative error increases by more than 20%. For the other benchmarks the accumulator bit width can be reduced to 16-bit within a 5% relative error penalty.

C. Maximizing accuracy for various data bit widths

In the previous experiment the maximum data bit width BW_data was fixed to BW_acc. However, to satisfy the accumu-

---

1https://gist.github.com/nervanazoo
2https://github.com/pytorch/vision

---

Fig. 6. Quantization results for various accumulator bit width for the 3 constraints. The dashed line indicates the floating-point reference accuracy. It is clearly visible that the most relaxed constraint (ACT_y) gives the highest accuracy.
accumulator constraints, $BW_w$ and $BW_d$ are generally set to values way smaller than $BW_{data}$. As a consequence, many bits are left unused on a typical general-purpose platform that only supports several bit widths. Therefore we have investigated the obtainable classification accuracy for different choices for $BW_{data}$. In this experiment we only used the most optimistic $ACT_y$ constraint. The results are listed in Table II. For a sufficiently large accumulator (i.e. 32-bit), 16-bit data yields no loss in accuracy for any of the benchmarks. This is in line with other works [5], [7]. From the results follows that the accumulator of all benchmarks can be reduced to 24-bit and 12-bit data without a performance penalty. For 8-bit data types, the classification accuracy of AlexNet is expected to drop by 1–2% [12]. This penalty only increases marginally when the accumulator is reduced from 32-bit to 16-bit.

Overall these experiments demonstrate that large CNNs can run effectively on platforms without support for wide accumulators. Additionally, it has been shown that the proposed quantization heuristic for layer-wise optimization obtains reasonable solutions for narrow accumulators for a variety of maximum data bit widths.

### D. Analysis of accumulator constraints

For all previous experiments the accumulator range was chosen such that the chances on potential overflow are minimized (or completely avoided). However, some overflow might be tolerable. This experiment aims to provide insights on an optimistic lower bound on the minimum accumulator range.

We start with a high-precision network and reduce the representable accumulator range (i.e. $IL_{acc}$) of a single layer. We then forward a small dataset (200 images) through the modified network and observe the Top-1 classification accuracy. Two types of overflow-behaviour were considered: wrap-around and clipping. The results for LeNet5 are depicted in Fig. 7. It follows from the figure that the accuracy drops very steeply when the accumulator has insufficient range. Clipping seems to delay this accuracy breakdown point by at least 1–2 bits of additional accumulator range.

To compare the minimal required accumulator range to the solutions that were found by the accumulator constraints from Section IV, two metrics have been defined: $LB_{wrap}$ and $LB_{clip}$. $LB_{wrap}$ denotes the minimum integer length of the accumulator for which the normalized classification accuracy is still above 99% for the wrap-around case. Similarly, $LB_{clip}$ denotes the minimum integer length for the case where clipping is used. For the LeNet5 benchmark the required integer lengths are listed in Table III. The optimistic $ACT_y$ constraint is generally very close to the point where the network accuracy starts to collapse ($LB_{wrap}$). If the accumulator would clip instead of wrap-around, we could potentially reduce $IL_{acc}$ by another 1 or 2 bits. The two safe constraints are too pessimistic, which results in suboptimal network accuracy for accumulators below 32-bit (see Fig. 6).

### TABLE II

<table>
<thead>
<tr>
<th>$BW_{acc}$ Max. $BW_{data}$</th>
<th>32</th>
<th>24</th>
<th>16</th>
<th>12</th>
<th>8</th>
<th>24</th>
<th>16</th>
<th>12</th>
<th>8</th>
<th>16</th>
<th>12</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet5 (99.06%)</td>
<td>99.07%</td>
<td>99.06%</td>
<td>99.06%</td>
<td>99.03%</td>
<td>99.06%</td>
<td>99.06%</td>
<td>99.03%</td>
<td>99.06%</td>
<td>99.06%</td>
<td>98.89%</td>
<td>98.86%</td>
<td>99.06%</td>
</tr>
<tr>
<td>All-CNN-C (86.87%)</td>
<td>86.89%</td>
<td>86.87%</td>
<td>86.86%</td>
<td>86.89%</td>
<td>86.72%</td>
<td>86.90%</td>
<td>86.94%</td>
<td>86.72%</td>
<td>86.94%</td>
<td>85.96%</td>
<td>86.97%</td>
<td></td>
</tr>
<tr>
<td>AlexNet (79.03%)</td>
<td>79.08%</td>
<td>79.05%</td>
<td>79.03%</td>
<td>79.06%</td>
<td>77.86%</td>
<td>79.10%</td>
<td>79.11%</td>
<td>77.86%</td>
<td>78.29%</td>
<td>78.23%</td>
<td>77.62%</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>Layer</th>
<th>$WC_w/WC_d$</th>
<th>$ACT_w/WC_d$</th>
<th>$ACT_y$</th>
<th>$LB_{wrap}$</th>
<th>$LB_{clip}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>conv2</td>
<td>11</td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>fc3</td>
<td>12</td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>fc4</td>
<td>12</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

*a* Quantization errors due to rounding were ignored for this experiment.

*b* Smallest integer length where the normalized accuracy is still above 99% (see Fig. 7).
TABLE IV

<table>
<thead>
<tr>
<th>Layer</th>
<th>WC_w/Wc_d</th>
<th>ACT_w/Wc_d</th>
<th>ACT_y</th>
<th>LBwrap</th>
<th>LB ceil</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>conv2</td>
<td>13</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>conv3</td>
<td>11</td>
<td>11</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>conv4</td>
<td>16</td>
<td>13</td>
<td>9</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>conv5</td>
<td>18</td>
<td>15</td>
<td>9</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>conv6</td>
<td>18</td>
<td>14</td>
<td>8</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>conv7</td>
<td>16</td>
<td>14</td>
<td>9</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>conv8</td>
<td>16</td>
<td>13</td>
<td>9</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>conv9</td>
<td>18</td>
<td>14</td>
<td>11</td>
<td>10</td>
<td>9</td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS

This paper presents a new quantization method for integer-based platforms without support for wide kernel accumulators. Two constraints to maximize the bit width of weights and input data for a given accumulator size are introduced. Using these constraints a layer-wise quantization heuristic for finding good fixed-point approximations is proposed. Only solutions that fully utilize the available accumulator bits are tested. We have evaluated our quantization method on three popular CNNs for image classification, and have demonstrated that 16-bit accumulators are sufficient for large CNNs. The results show that the narrow accumulators with our quantization technique can still deliver good classification performance. In future research we could exploit these findings for designing efficient accelerators and processors for NNs. Other research directions include fixed-point retraining to reduce the accuracy penalty, or finding better heuristics for faster quantization of large NNs.
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