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Accurate 3D temperature dosimetry during hyperthermia therapy by combining invasive measurements and patient-specific simulations
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Abstract

Purpose: Dosimetry during deep local hyperthermia treatments in the head and neck currently relies on a limited number of invasively placed temperature sensors. The purpose of this study was to assess the feasibility of 3D dosimetry based on patient-specific temperature simulations and sensory feedback. Materials and methods: The study includes 10 patients with invasive thermometry applied in at least two treatments. Based on their invasive thermometry, we optimised patient-group thermal conductivity and perfusion values for muscle, fat and tumour using a ‘leave-one-out’ approach. Next, we compared the accuracy of the predicted temperature (ΔT) and the hyperthermia treatment quality (ΔT50) of the optimisations based on the patient-group properties to those based on patient-specific properties, which were optimised using previous treatment measurements. As a robustness check, and to enable comparisons with previous studies, we optimised the parameters not only for an applicator efficiency factor of 40%, but also for 100% efficiency. Results: The accuracy of the predicted temperature (ΔT) improved significantly using patient-specific tissue properties, i.e. 1.0°C (inter-quartile range (IQR) 0.8°C) compared to 1.3°C (IQR 0.7°C) for patient-group averaged tissue properties for 100% applicator efficiency. A similar accuracy was found for optimisations using an applicator efficiency factor of 40%, indicating the robustness of the optimisation method. Moreover, in eight patients with repeated measurements in the target region, ΔT50 significantly improved, i.e. ΔT50 reduced from 0.9°C (IQR 0.8°C) to 0.4°C (IQR 0.5°C) using an applicator efficiency factor of 40%. Conclusion: This study shows that patient-specific temperature simulations combined with tissue property reconstruction from sensory data provides accurate minimally invasive 3D dosimetry during hyperthermia treatments: T50 in sessions without invasive measurements can be predicted with a median accuracy of 0.4°C.
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Introduction

Patients with a tumour in the head and neck (H&N) region are often treated with radiotherapy and/or chemotherapy. At our institute H&N patients can also be treated with radiotherapy combined with hyperthermia, i.e. elevating tissue temperature to 39–44°C. For this combined treatment, phase III clinical evidence shows a substantially improved clinical outcome without inducing additional toxicity [1–3]. For the hyperthermia treatments we used the HYPERcollar applicator system, which is specifically designed to treat tumours in the H&N region that are located deeper than 4 cm from the skin [4]. The HYPERcollar is a ring-shaped phased array hyperthermia applicator consisting of 12 antennas uniformly divided over two rings of six antennas, which can be individually controlled and operate at a frequency of 434 MHz [5].

Prior to the first treatment with this applicator, a hyperthermia treatment plan (HTP) is made for system settings optimisation, for decision-making, and to apply our real-time adaptive hyperthermia strategy [6]. In our current HTP, electromagnetic (EM) simulations are used to predict the energy deposition, i.e. the specific absorption rate (SAR), in the patient. Clinical studies have shown that treatment outcome is related to thermal dose [7,8], which advocates the use of temperature predictions instead of SAR predictions.

In a previous study [9] a technique was presented that optimises temperature simulation parameter values by fitting the simulated temperatures to the measured temperatures during treatment. The technique used only temperatures at steady state, while for evaluation of the complete treatment a transient temperature simulation is required.

The great strength of temperature simulations over the sparse data from the currently applied invasive thermometry is the possibility of generating temperature maps for the entire 3D volume. Further, temperature simulations provide an economic alternative for 3D magnetic resonance temperature imaging (MRTI) [10], which has not been demonstrated in the
head and neck and which might prove challenging due to motion and susceptibility artefacts [11].

The purpose of this study was to assess the feasibility of 3D dosimetry based on patient-specific temperature simulations and sensory feedback. In addition, we established the accuracy of replacing invasive temperature measurements in each hyperthermia session by temperature predictions combined with invasive temperature data of the first session. First, we optimised the thermal conductivity and perfusion patient-group parameter values for muscle, fat and tumour, and assessed the accuracy of the transient temperature simulation in a ‘leave-one-out’ approach. Next, we compared the accuracy of the predicted temperature (AT) and the hyperthermia treatment quality (T50) of the optimisations based on the patient-group parameter values to those based on patient-specific parameter values. The parameters were optimised using an applicator efficiency factor of 40% and 100%. The accuracy of the optimisation with an applicator efficiency factor of 100% was used only for comparison with previous studies and as a robustness check of the optimisation technique.

Materials and methods

In our view there are two approaches to validate the 3D simulated temperature using sensory measurements. The first approach is to validate within one treatment by applying a leave-one-out experiment on the measurements points in the 3D volume. In such an experiment, the simulated 3D temperature can be optimised on a number of measurement probes and tested on a measurement probe that is not used in the optimisation. In theory, for the best accuracy this approach requires at least two measurement points per tissue, i.e. six or more for fat, muscle and tumour, to provide validation of the 3D temperature distribution for one treatment only. In an alternative approach we optimised the patient-specific 3D temperature using all probes of the first treatment to predict the temperature for subsequent treatments. This approach not only provides an estimate of the 3D temperature prediction accuracy, including repeatability uncertainty, but also allows for improving patient comfort since at subsequent treatments it provides the accuracy of replacing invasive probes by predictions.

Treatment procedure

Patients were treated once or twice a week with deep local H&N hyperthermia depending on the radiotherapy radiation schedule. Before the hyperthermia treatment, closed-tip thermometry catheters were placed interstitially, intra-lumenally and/or at the skin. The interstitial catheters were assumed to be located in tumour, muscle or fat tissue. They were placed under computed tomography (CT) guidance or under anaesthesia in an operating room. In the hyperthermia treatment room the patient was positioned in the same orientation with respect to the applicator as in the HTP. After patient positioning, fibre-optic temperature sensors (FISO, Quebec, Canada) were inserted into the closed-tip catheters. The hyperthermia treatment was started by applying 200 W of total input power with antenna phase and power settings from the HTP. Power was increased in steps of 30 W, till one of the tolerance limits was reached [4] or when the patient indicated a hot-spot at a site without thermometry. During the treatment, two phases were defined: 1) ‘power-up phase’, and 2) ‘plateau-phase’, and the transition was assumed to be always after 15 min of heating.

Patient data

Over the past 7 years, 45 patients have been treated with deep local H&N hyperthermia in our institution. From these patients we selected the patients that had invasive temperature monitoring for at least two treatments. In total 10 patients (35 treatments) were included in the study with tumours in the oropharynx, nasopharynx, parotid gland and thyroid gland (Table 1).

EM-based hyperthermia treatment planning (HTP)

Approximately 1 week before treatment a CT scan was acquired for EM-based HTP purposes. This CT was converted into a 3D patient model by automatically segmenting normal and critical tissues using a multi-atlas-based approach [12]. Then the tumour and the target were manually segmented by an H&N radiation oncologist, as in Verhaart et al. [13]. EM tissue property values were assigned as indicated in Table 2. The EM-based HTP procedure was applied using simulation settings as in Rijnen et al. [6].

The locations of the closed-tip catheters were reconstructed using a second CT scan. The measurement points were distributed over muscle (65%), fat (18%) and tumour (17%) tissue, of which 28% are located superficially (probe depth <1 cm), 62% intermediately (1 cm ≤ probe depth < 4 cm) and 10% deep (probe depth >4 cm), relative to the skin surface. An example of the reconstructed probe location can be seen in Figure 1(A), further examples can be found in the report of Paulides et al. [4] and a detailed description of the reconstruction can be found in the report of Verhaart et al. [9].

Temperature simulations

SEMCAD-X (version 14.8.5, Schmid & Partner Engineering, Zurich, Switzerland) was used to predict the

<table>
<thead>
<tr>
<th>Patient no.</th>
<th>Tumour location</th>
<th>No. of treatments</th>
<th>Tumour</th>
<th>Muscle</th>
<th>Fat</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Oropharynx</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Nasopharynx</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Parotid gland</td>
<td>3</td>
<td>0</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Oropharynx</td>
<td>6</td>
<td>8</td>
<td>29</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Oropharynx</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Oropharynx</td>
<td>4</td>
<td>4</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Thyroid gland</td>
<td>3</td>
<td>0</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>Oropharynx</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>Thyroid gland</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Thyroid gland</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1. Patient and treatment characteristics, i.e. tumour location, number of treatments and number of probes per tissue as used in the evaluation, thus excluding the first treatment since this data was already used for parameter optimisation. Note that for all treatments invasive probe measurements were available.
3D temperature dosimetry during HT therapy

3D temperature distribution according to the Pennes’ bioheat equation [14]:

\[
\rho c \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + \rho Q + \rho S - \rho_b c_b \rho_b \omega (T - T_b)
\]

where \( T \) is the temperature, \( t \) is the time, \( \rho \) is the density of mass, \( c \) is the heat capacity, \( k \) is the thermal conductivity, \( \omega \) is the volumetric blood perfusion rate, \( Q \) is the metabolic heat generation rate, \( S \) is the SAR and the subscript \( \rho \) denotes a blood property. To account for temperature losses, we applied a mix of convective and Neumann (fixed flux) boundary conditions:

\[
k \frac{\partial T}{\partial n} + h(T - T_{outside}) = F
\]

where \( n \) is the direction normal to the surface (in m), \( T_{outside} \) is the temperature outside the boundary (in °C), \( h \) is the heat transfer coefficient due to convective and radiative losses (W m\(^{-2}\) °C\(^{-1}\)) and \( F \) is the fixed heat flux due to perspiration (W m\(^{-2}\)). The boundary conditions were applied at the following interfaces: tissue–surrounding air (\( h_{surrounding\ air} = 8\ W\ m^{-2}\ °C^{-1} \)), tissue–waterbolus (\( h_{WB} = 82\ W\ m^{-2}\ °C^{-1} \)), tissue–internal air, tissue–lung and tissue–metal implants (\( h_{internal\ air/metal} = 50\ W\ m^{-2}\ °C^{-1} \)). The initial temperature in the tissues was set to 37 °C while the temperature of the surrounding air and the waterbolus was set to 20 °C, as measured during hyperthermia treatments.

To apply actual treatment power steering in the temperature simulation, user-defined sources were created when the applied treatment power and/or phase changed more than ±5 W or 5 °C respectively. For the user-defined source, the

Table 2. Literature values of EM and thermal tissue properties for T simulations at 37 °C, Baseline [5,25–28,31]. See Table 3 for ‘thermal stress’ (T-stress) and ‘steady-state optimised’ (SSopt) values.

<table>
<thead>
<tr>
<th>Tissue</th>
<th>( \varepsilon_r )</th>
<th>( \sigma_{eff} )</th>
<th>( \rho )</th>
<th>( c )</th>
<th>( Q )</th>
<th>( k )</th>
<th>( \omega )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal air</td>
<td>1.0</td>
<td>0.0</td>
<td>1.2</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Lung</td>
<td>23.6</td>
<td>0.38</td>
<td>394</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Muscle</td>
<td>56.9</td>
<td>0.81</td>
<td>1090</td>
<td>3421</td>
<td>0.96</td>
<td>0.49</td>
<td>39.1</td>
</tr>
<tr>
<td>Fat</td>
<td>11.6</td>
<td>0.08</td>
<td>911</td>
<td>2348</td>
<td>0.51</td>
<td>0.21</td>
<td>32.7</td>
</tr>
<tr>
<td>Bone</td>
<td>13.1</td>
<td>0.09</td>
<td>1908</td>
<td>1313</td>
<td>0.15</td>
<td>0.32</td>
<td>10.0</td>
</tr>
<tr>
<td>Cerebrum</td>
<td>56.8</td>
<td>0.75</td>
<td>1045</td>
<td>3696</td>
<td>15.5</td>
<td>0.55</td>
<td>763.3</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>55.1</td>
<td>1.05</td>
<td>1045</td>
<td>3653</td>
<td>15.7</td>
<td>0.51</td>
<td>770.0</td>
</tr>
<tr>
<td>Brainstem</td>
<td>41.7</td>
<td>0.45</td>
<td>1046</td>
<td>3630</td>
<td>11.4</td>
<td>0.51</td>
<td>558.6</td>
</tr>
<tr>
<td>Spinal cord (myel)</td>
<td>35.0</td>
<td>0.46</td>
<td>1075</td>
<td>3630</td>
<td>2.48</td>
<td>0.51</td>
<td>160.3</td>
</tr>
<tr>
<td>Sclera</td>
<td>57.4</td>
<td>1.01</td>
<td>1032</td>
<td>4200</td>
<td>5.89</td>
<td>0.58</td>
<td>380.0</td>
</tr>
<tr>
<td>Lens</td>
<td>37.3</td>
<td>0.38</td>
<td>1076</td>
<td>3133</td>
<td>–</td>
<td>0.43</td>
<td>–</td>
</tr>
<tr>
<td>Vitreous humour</td>
<td>69.0</td>
<td>1.53</td>
<td>1005</td>
<td>4047</td>
<td>–</td>
<td>0.59</td>
<td>–</td>
</tr>
<tr>
<td>Optical nerve</td>
<td>35.0</td>
<td>0.46</td>
<td>1075</td>
<td>3613</td>
<td>2.48</td>
<td>0.49</td>
<td>160.3</td>
</tr>
<tr>
<td>Cartilage</td>
<td>45.1</td>
<td>0.60</td>
<td>1100</td>
<td>3568</td>
<td>0.54</td>
<td>0.49</td>
<td>35.0</td>
</tr>
<tr>
<td>Thyroid</td>
<td>61.3</td>
<td>0.89</td>
<td>1050</td>
<td>3609</td>
<td>87.1</td>
<td>0.52</td>
<td>5624.3</td>
</tr>
<tr>
<td>GTV</td>
<td>59.0</td>
<td>0.89</td>
<td>1050</td>
<td>3950</td>
<td>–</td>
<td>0.51</td>
<td>400.0</td>
</tr>
</tbody>
</table>

| \( \varepsilon_r \), relative permittivity; \( \sigma_{eff} \), effective conductivity (S m\(^{-1}\)); \( \rho \), density (kg m\(^{-3}\)); \( c \), specific heat capacity (J kg\(^{-1}\) °C\(^{-1}\)); \( Q \), metabolic heat generation rate (W kg\(^{-1}\)); \( k \), thermal conductivity (W m\(^{-1}\) °C\(^{-1}\)); \( \omega \), perfusion rate (mL min\(^{-1}\) kg\(^{-1}\)); GTV, gross tumor volume. Blood heat capacity \( \rho_b c_b = 4.1 \times 10^4\) J m\(^{-3}\) °C\(^{-1}\). |

Figure 1. Predicted 3D temperature distribution on the planning CT shown together with the catheter track (solid green line) with a measurement probe at the tip inside the challenging-to-heat nasopharynx tumour (A). As illustration, we show the temperature during treatment (B) for the temperature measured at the tip (solid black) compared with the predicted temperatures using Group (dash-dot purple), Patient (dashed red) and Session (solid orange) parameter values, when six parameters were optimised using an applicator efficiency factor of 100%. Results for an applicator efficiency factor of 40% were similar and therefore not shown.
treatment phase and amplitude settings were applied to each antenna and the combined EM field was used to compute the SAR. The scaling factor of the source was the applicator efficiency factor ($\eta$). Thus, $\eta$ determines the fraction of the power from the antenna connectors that is transferred into the patient.

Optimisation procedure of thermal parameter values

To optimise thermal parameter values we started with the initial temperature simulation parameter values that solved the Pennes’ bioheat equation. The resulting simulated temperatures ($T_{simulated}$) were compared with the measured temperatures ($T_{measured}$). At each iteration of the optimisation procedure the parameter values were modified in order to minimise the difference ($\Delta T$) between $T_{measured}$ and $T_{simulated}$.

Figure 2 shows a block scheme of this procedure.

Optimisations based on transient temperature simulations were run using two different applicator efficiencies:

- $T_{opt} \eta: 40%$
- $T_{opt} \eta: 100%$

In both optimisations six thermal tissue parameters were optimised, i.e. $\omega_{tumour}$, $\omega_{muscle}$, $\omega_{fat}$, $k_{tumour}$, $k_{muscle}$ and $k_{fat}$. In the first optimisation an applicator efficiency of 40% was used, which was obtained for the HYPERcollar applicator by Adibzadeh et al. [17] using the power-off method [18,19]. Since the patients included in our study were all treated with the HYPERcollar applicator we used the result of this optimisation to determine the feasibility of 3D dosimetry. In the second optimisation a perfect applicator efficiency of 100% was assumed. The result of this optimisation was used only for comparison with previous studies and as a robustness check of the optimisation technique.

The temperature simulation parameter values were optimised by minimising the cumulative differences between measured and simulated temperature points over all probes and the complete treatment time, excluding the first 15 min of the power-up phase. A constrained non-linear optimisation function [20] $f_{minsearchbnd}$ in MATLAB (version R2013a, MathWorks, Natick, MA, USA) was used with a maximum number of iterations 300, relative tolerance 0.1 and constraints $\omega \in (1, \infty)$ mL min$^{-1}$ kg$^{-1}$, $k \in (0.01, \infty)$ W m$^{-1}$ C$^{-1}$. The initial values for $\omega$ and $k$ were chosen as in Verhaart et al. [9] (Table 3: ‘baseline’ values). Each simulation took on average 48 ± 28 min for $T_{opt} \eta: 100%$ and 28 ± 15 min for $T_{opt} \eta: 40%$ at a standard desktop computer with i7 3930K processor for a simulation consisting of 15 MCells using a double precision solver.

Evaluation of optimised thermal parameter values

Patient-group values

To quantify the predicted temperature accuracy using transient temperature simulations we validated the patient-group optimised temperature simulation parameter values (Group) in a leave-one-out experiment. In this experiment the data of a single patient was used as the test data, and the data of the remaining patients as the training data to optimise the parameter values. During the test the median value of the optimised parameter values of the training set was applied to the test set. This procedure was repeated such that each single patient data was used once as the test data. The advantage of this experiment was that all patients in our limited patient group could be used for training and testing, while we avoided over-tuning of the parameter values with respect to our group of patients, such that the validation held for new patients.

Patient-specific values

Patient-specific optimised thermal property values (Patient) were obtained by applying the optimisation procedure to the first treatment. These patient-specific optimised values were applied to the next treatments (Table 1) to investigate the accuracy of temperature simulation.

Session-specific values

The session-specific optimised values (Session) were obtained by applying the optimisation procedure to a treatment and using the resulting optimised thermal parameter values to the same treatment. These session-specific optimised values result in the best accuracy you could obtain with the optimisation procedure, i.e. it describes how well the (optimised) model fits the data.

Overview of analysis

First, the accuracy of the patient-group optimised parameter values of $T_{opt} \eta: 100%$ and $T_{opt} \eta: 40%$ were compared with the accuracy of using literature parameter values, i.e. from steady-state temperature simulations using six parameters ($SS_{opt}$), baseline values at 37°C (Baseline) and values scaled due to the thermal stress ($T$-stress). Second, the accuracy of temperature simulation was compared between Patient, Group and Session parameter values. Third, the accuracy between $T_{opt} \eta: 100%$ and $T_{opt} \eta: 40%$ was compared to check the robustness of the optimisation technique. Since the patients included in our study were all treated with the HYPERcollar applicator...
applicator, we used the result of $T_{\text{opt}} \eta$: 40% to determine the feasibility of 3D dosimetry.

The accuracy of temperature simulation was reported by the median and the inter-quartile range (IQR) of the absolute temperature difference ($\Delta T$) between measured and simulated temperature points over all treatments, all probes and the complete treatment duration, excluding the first 15 min of the power-up phase. IQR is the difference between the 75th and the 25th percentiles of the samples in $\Delta T$, as indicated by the edges of the box-plots in Figures 3 and 4. The feasibility of 3D dosimetry is quantified by $\Delta T_{50}$, defined as the difference between the measured and simulated $T_{50}$ in the target. $T_{50}$ is a frequently used hyperthermia treatment quality parameter and is defined as the temperature exceeded by 50% of the monitored probes in the whole target and averaged over all treatments per patient [8]. Note that $\Delta T$ and $\Delta T_{50}$ are in fact measures of inaccuracy; however, for readability reasons we used the term accuracy. We tested for statistical significance ($p < 0.05$) using the non-parametric Wilcoxon signed-rank test [21].

Results

Table 3 shows the patient-group optimised values for transient temperature simulations using an applicator efficiency factor of $\eta$: 100% and $\eta$: 40%. The values of $\eta$: 40% agree most with the literature values.

Figure 3 shows three results. First, it compares the accuracy of the predicted temperature using Group parameter values optimised using either steady-state temperature simulations ($SS_{\text{opt}}$) or transient temperature simulations ($T_{\text{opt}} \eta$: 100% and $T_{\text{opt}} \eta$: 40%). The accuracy improved when replacing steady-state by transient optimised parameters, i.e. $\Delta T$ reduces from 1.6°C (IQR 1.2°C) for $SS_{\text{opt}}$ to 1.3°C (IQR 0.7°C) for $T_{\text{opt}} \eta$: 100% and 1.4°C (IQR 0.9°C) for $T_{\text{opt}} \eta$: 40%. Overall, our optimised parameter values strongly improved the accuracy compared to the accuracy based on literature values: 10.9°C (IQR 11.5°C) for baseline values and 2.9°C (IQR 3.4°C) for T-stress values (not shown). Second, Figure 3 provides the accuracy of the optimisation procedure using either Group, Patient or Session parameter values for transient temperature simulations using an applicator efficiency factor of $\eta$: 100% and $\eta$: 40%. A significant improvement in accuracy was found when using patient-specific parameter values of the first treatment for temperature predictions in following treatments for $T_{\text{opt}} \eta$: 100%, i.e. $\Delta T$ significantly reduced from 1.3°C (IQR 0.7°C) to 1.0°C (IQR 0.8°C). Although not significant, $T_{\text{opt}} \eta$: 40% shows a similar improvement, i.e. $\Delta T$ reduced from 1.4°C (IQR 0.9°C) to 1.1°C (IQR 1.4°C). Third, Figure 3 compares $T_{\text{opt}} \eta$: 100% with $T_{\text{opt}} \eta$: 40%. In general, the optimised parameter values resulted in similar accuracies, indicating the robustness of the optimisation method.

Figure 1(B) illustrates this improvement, since it clearly shows that the Patient values predicted the measured temperature better than the Group parameter values. Note that the Session parameter values resulted in an almost complete match with the measured temperatures.

Figure 4 further stresses the improvement in 3D temperature simulation with the frequently used hyperthermia treatment quality parameter $T_{50}$ in the target, for the eight patients that had invasive measurements available inside the target. It shows a significantly reduced median difference between measured and predicted $T_{50}$ in the target when comparing the application of Group versus Patient parameters, i.e. $\Delta T_{50}$ significantly reduced from 0.9°C (IQR 0.8°C) to 0.4°C (IQR 0.5°C).

Discussion

3D temperature simulation accuracy

In this study we assessed the feasibility of 3D dosimetry based on patient-specific temperature simulations and sensory feedback. The temperature simulations using patient-specific tissue properties in combination with patient-specific 3D models significantly improved temperature prediction accuracy compared to patient-group averaged properties. In a set of eight patients, the 3D median tumour temperature ($T_{50}$) can be predicted with a median accuracy of 0.4°C (IQR 0.5°C) using these patient-specific properties. This makes our patient-specific temperature simulations a promising tool for minimally invasive 3D dosimetry during hyperthermia treatments.

Other approaches that investigated accuracy of 3D temperature dosimetry were based on the power-off method [18,19] or MRTI. The power-off technique allows SAR or the effective perfusion to be determined, i.e. a combination of perfusion and thermal conduction from the measured temperature decay at power-off, e.g. at the end of the treatment. Raaymakers et al. [22] used this technique to iteratively optimise the tissue perfusion parameter value for the thermal simulation of each single patient. For seven patients they found a patient average absolute temperature difference of 1.3 ± 1.1°C (68% of data values). We should compare this with our accuracy of the Session values: median: 0.5°C (IQR 1.0°C) for $T_{\text{opt}} \eta$: 100%, and median: 0.5°C (IQR 0.8°C) for $T_{\text{opt}} \eta$: 40% (50% of data values). There are several possible explanations for this difference between both studies: the difference in the region of interest: prostate versus head and neck, difference in the less accurate probe reconstruction due to a courser imaging (ultrasound 5 mm versus CT 0.3 × 0.3 × 0.5 – 1 × 1 × 3 mm) and a less accurate temperature simulation due to a less detailed patient-model (MR versus CT + MR).

MRTI is a non-invasive temperature imaging technique, which provides an accuracy in the extremities or in the pelvic

| $\omega_{\text{tumour}}$ | 2933.1 | 848.0 | 400.0 | 80.0 | 1146.0 |
| $\omega_{\text{muscle}}$ | 785.6 | 442.8 | 39.1 | 300.0 | 563.6 |
| $\omega_{\text{fat}}$ | 524.4 | 255.0 | 32.7 | 200.0 | 76.7 |
| $k_{\text{tumour}}$ | 3.3 | 1.5 | 0.51 | 0.64 | 0.97 |
| $k_{\text{muscle}}$ | 4.1 | 0.4 | 0.49 | 0.64 | 5.75 |
| $k_{\text{fat}}$ | 2.3 | 0.5 | 0.21 | 2.21 | 0.38 |

$\omega$: mL min$^{-1}$kg$^{-1}$, perfusion; $k$: W m$^{-1}$C$^{-1}$, thermal conduction; $\eta$: applicator efficiency factor.
Figure 3. Comparison of the transient temperature simulation accuracy ($\Delta T$) when applying Group, Patient or Session parameter values from transient simulations using an applicator efficiency factor of 100% ($\text{Tr}_{\text{opt}} \eta: 100\%$) or 40% ($\text{Tr}_{\text{opt}} \eta: 40\%$). As a cross-check, the Group parameter values from steady-state simulations ($\text{SS}_{\text{opt}}$) are given. Statistically significant differences are indicated for Group versus Patient ($\Delta$), Group versus Session ($\triangleleft$) and Patient versus Session ($\triangleright$). In the box-plots, the central mark is the median, the edges are the 25th and 75th percentiles, the whiskers extend to the most extreme data points not considered outliers (99.3%), and outliers are plotted individually (+).

Figure 4. The feasibility of 3D dosimetry quantified by the difference in measured and simulated T50 in the target ($\Delta T50$) using transient temperature simulation with an applicator efficiency of 40% when applying Group, Patient or Session parameter values. Note that the T50 could only be computed for eight patients since they received invasive measurements inside the target. Statistically significant differences are indicated for Group versus Patient ($\Delta$), Group versus Session ($\triangleleft$) and Patient versus Session ($\triangleright$). In the box-plots the central mark is the median, the edges are the 25th and 75th percentiles, the whiskers extend to the most extreme data points not considered outliers (99.3%) and outliers are plotted individually (+).

lower than 1°C [23,24]. However, accuracy has not been demonstrated for the H&N and MRTI in this region is expected to be challenging due to motion and susceptibility artefacts [11]. Hence, our transient temperature simulation optimisation technique combined with limited invasive thermometry currently provides the best option for 3D temperature dosimetry during head and neck hyperthermia.

A number of limitations may have affected our results. Firstly, to reduce simulation time, metal implants were not modelled as volumes with metal properties, but instead as inactive while mimicking their impact by a mixed boundary condition. An additional investigation in one patient model showed that this only affected the predicted temperatures $<0.5$ cm from metal, and hence only a small impact on overall simulation accuracy can be expected. Secondly, the reconstruction of the temperature sensor locations was assumed to be 100% accurate. However, earlier we showed that manual tracking and registration errors affect reconstruction accuracy [9], and thus possibly also the optimised parameter values and reported accuracy. Thirdly, most measurement sensors were available in oropharynx patients, where reconstruction and measurement accuracy is the poorest [4]. Since this region is a worst-case estimate, measurements in other regions should be better. Fourthly, temperature dependency of perfusion is to be expected, but not incorporated in our study. Therefore our optimised values are expected to be less accurate for higher temperatures. Lastly, our results and conclusions are based on H&N hyperthermia treatment data only, but the optimisation of temperature simulations using sensory data is a generic method that can be applied to other sites as well.

Optimised tissue property values

The six optimised parameter values ($\omega$ and $k$ for tumour, muscle and fat tissue) using an applicator efficiency factor of 100% ($\text{Tr}_{\text{opt}} \eta: 100\%$) were all much larger, i.e. one or two orders of magnitude, than previously reported in literature [25–29]. However, they are in agreement with the values previously found with the steady-state simulation-based technique [9]. The values of these parameters became lower and closer to physiological values when an applicator efficiency factor of 40% ($\text{Tr}_{\text{opt}} \eta: 40\%$) was used (Table 3). In this optimisation the largest deviations in tissue properties were found in tumour tissue. This discrepancy in tumour tissue properties could be caused by differences in tumour pathology and physiology. Baseline literature values were from brain tumours [28] and thermal stress values were from pelvic tumours, i.e. cervix, prostate, rectum [29]. Nevertheless, note that in the present study we aimed to assess the feasibility of 3D dosimetry using patient-specific temperature simulation and not necessarily with physiological thermal parameters.

Despite the variation in optimised tissue property values using an applicator efficiency factor of 40% or 100%, a similar T50 accuracy was found. As treatment decisions are based on T50, these decisions will not be dependent of the applicator efficiency used. However, note that a re-optimisation of the tissue property values is needed when a different applicator efficiency factor than 40% or 100% is used.

In one of our optimisations we used an applicator efficiency factor of 40%. Applicator quality assurance measurements showed that 30% can be explained by mismatches and heat generation in the antenna and connector. Hence, a
large proportion of SAR modelling uncertainty is caused by an incorrectly modelled water-bolus shape. In our new applicator the HYPERcollar3D [30], we therefore implemented a much more reproducible and conformable water-bolus shape in order to substantially improve the accuracy of simulations. Such a reproducible set-up should further improve the applicability of the method presented here, and hence the clinical potential of this procedure.

Conclusion

In this study we assessed the feasibility of 3D dosimetry based on patient-specific temperature simulations and sensory feedback. The hyperthermia T50 treatment quality parameter in the target can be predicted with a median accuracy of 0.4 °C (IQR 0.5 °C) using patient-specific properties. Our analysis clearly shows the potential of patient-specific temperature simulations combined with sensory data as a promising tool for minimally invasive 3D dosimetry during hyperthermia treatments.
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