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Fully Coupled Smoothed Particle Hydrodynamics-Finite Element Method Approach for Fluid–Structure Interaction Problems With Large Deflections

In this study, a combination of the smoothed particle hydrodynamics (SPH) and finite element method (FEM) solving the complex problem of interaction between fluid with free surface and an elastic structure is studied. A brief description of SPH and FEM is presented. Contact mechanics is used for the coupling between fluid and structure, which are simulated with SPH and FEM, respectively. In the proposed method, to couple mesh-free and mesh-based methods, fluid and structure are solved together by a complete stiffness matrix instead of iterative predictive-corrective or master–slave methods. In addition, fully dynamic large-deformation analysis is carried out in FEM by taking into account mass and damping of the elastic structure. Accordingly, a two-dimensional fluid–structure interaction (FSI) code is developed and validated with two different experiments available in the literature. The results of the numerical method are in good agreement with the experiments. In addition, a novel laboratory experiment on a dam break problem with elastic gate in which the length of the initial water column is larger than its height is conducted. The main difference between the previous experiments and the one conducted in this study is that an upward water motion parallel to the elastic gate is observed at the upstream side of the gate. This motion is captured with the numerical method. [DOI: 10.1115/1.4043058]

Introduction

Fluid–structure interaction (FSI) is an important subject in a wide range of engineering problems. Although simulating FSI problems is complex and requires high computational effort, much progress has been made [1–4]. In the remainder of the introduction, a very brief review of smoothed particle hydrodynamics (SPH) and contact mechanics, which together with finite element method (FEM) form the current FSI model, will be given. After that, previous studies on the proposed FSI method will be addressed briefly.

Smoothed particle hydrodynamics, used to obtain mathematical solutions of fluid or solid equations by replacing the material with a set of particles, was developed in 1977 by Gingold and Monaghan [5] and Lucy [6] to simulate astrophysical problems. Then, Monaghan [7] applied SPH to fluid dynamics problems. The equations in SPH are in Lagrangian form so that global conservation of momentum and energy is guaranteed. In SPH, in order to define interactions between particles, and satisfy the laws of fluid dynamics, Gingold and Monaghan [5] used a kernel estimation technique. Over the past decades, SPH has been applied to multiphase flows [8–10], gravity currents [11], heat conduction [12], solid mechanics problems [13,14], pipe flows [15,16] and flows in complex systems [17]. FSI modeling capabilities of different methods including SPH were investigated in Ref. [18].

Contact mechanics is needed to prevent the penetration between two domains. There are many formulations of contact mechanics [19–22]. These formulations have been developed for the interaction of different solid bodies [23]. Dynamic contact problems have been focused upon in Refs. [20] and [21]. The discrete finite element method [24] can be used to solve these types of problems. It works well for moving solid structures and in contact with other solid structures. Our proposed method is different from those researches by combining meshless and mesh-based methods with contact mechanics; SPH is used as the meshless method to model the fluid and FEM is used as the mesh-based method to model the solid.

There are a number of studies with coupled SPH-FEM. The first study was conducted to deal with structure–structure impact [25]. Then, in Ref. [26], SPH-FE was applied to fluid–structure impact problems. SPH code was coupled with commercially available finite element (FE) software. In their method, FE nodes were regarded as SPH particles and a particle-to-particle contact approach was applied. The same approach was also used in the studies Refs. [27] and [28]. Violent FSI interactions in the presence of free-surfaces and elastic structures were studied in Refs. [29] and [30]. In Ref. [31], a search algorithm to improve the computational efficiency of the SPH-FE method was developed. Lately, the robustness of SPH-FE was studied by using a weak coupling strategy in which the forces calculated from SPH are transferred to FE software, the displacements of FE nodes are calculated according to these forces, and new positions of these nodes are transferred to SPH software [32]. In Ref. [33], a ghost particle method for coupled SPH-FEM in which the kernel support domain is divided into subareas to produce ghost particles was proposed. The method is applicable for complex geometries, but the computational time is high since ghost particles should be produced at every time-step. Damping effects in FSI problems with SPH-FEM algorithm was investigated both experimentally and numerically in Ref. [34].

As summarized previously, in most of the studies in the literature the coupling was satisfied by calculating forces from one domain and applying them to the other domain and vice versa. Researches in the literature are mainly grouped into three. In the first approach, pressure is directly calculated from the
predetermined fluid region defined on the contact surface. The pressure is calculated by using fluid equations. In the second approach, SPH particles are fixed on FE nodes on the contact surface. The calculated forces on these SPH particles are directly applied to FE nodes. In the third approach, a method named "master–slave" is used. In this method, structural nodes are defined as master nodes and SPH particles in the contact region are named “slave nodes.” This method is a penalty method in which the interaction is calculated from the overlap of slave SPH particles in the master (or solid) domain.

In this study, two main novelties are introduced. First, contact mechanics rules the interaction between solid and fluid domains by solving together fluid particles invading the solid domain and the whole structure. Instead of iterative solutions, domains are coupled and solved together. This technique guarantees the completeness of the whole system by eliminating predictive corrective steps. Moreover, in this technique, instead of defining fixed master nodes on the boundary of the structure, a continuous boundary is achieved by shifting it. Thus, bunching of suspended particles is eliminated and it is guaranteed that all particles suspended in the same region are distributed regularly. Additionally, there are forces applied to SPH particles in tangential direction to the boundary even for serried and regularly positioned master nodes. However, there is no tangential force applied to particles even if the boundary is very rough. Nevertheless, a uniform tangential force through the boundary may be applied to SPH particles near the boundary with a predefined frictional constant depending on the roughness of the surface of the structural domain. As a major drawback of the method, kernel truncation may occur near the boundaries since SPH particles do not exist outside the boundaries, i.e., ghost or mirror particles are not used. However, this method has been developed for complex geometries and it is not efficient to place and modify boundary particles at every time-step. In fact, there are already SPH-FE algorithms in which ghost particles methods are used [28,35,36]. According to Ref. [37], the kernel of boundary particles still may not be complete and treatment of complex geometries is difficult for these ghost particles methods.

The second novelty is the solid structure is solved dynamically. In the time history analysis, structural mass and damping are taken into consideration in addition to the stiffness of the structure. In the time history analysis, structural mass and damping are taken into consideration in addition to the stiffness of the structure. In this study, the continuity equations show here. For example, in this study the continuity density approach may be preferred instead. A nice introduction to SPH is given in Ref. [38]. In Eq. (6), \( p \) represents artificial viscosity which is mainly used to approximate the viscous stresses of fluid and stabilize the numerical algorithm by mimicking the physical viscosity. Artificial viscosity can be calculated by

\[
\pi_q = -\phi \mu_q c_q^2 + \phi \mu_q^2 \rho_q
\]

where \( \phi \) and \( \varphi \) are empirical coefficients taken as 1 and 0.2, and

\[
\tilde{c}_q = \frac{c_q + c_j}{2}, \quad \tilde{\rho}_q = \frac{\rho_q + \rho_j}{2}
\]

\[
\mu_q = \frac{h(V_i - V_j) \cdot (r_i - r_j)}{r_{ij}^2 + 0.001h^2}
\]

Here, \( c \) is an artificial sound speed which is usually taken much lower than the actual speed to limit central processing unit time in SPH and \( r_{ij} \) is the distance between two particles, \( i \) and \( j \). In order to ensure the neighboring particles to move with closer velocities and prevent unphysical velocity fluctuations, Monaghan [39] proposed the XSPH correction (where X is the unknown vector)

\[
\frac{dr_i}{dt} = V_i + \varepsilon \sum_{j} m_j \left( \frac{V_i - V_j}{\tilde{\rho}_i} \right) W_{ij}
\]

In the simulations, this correction is applied with \( \varepsilon \) equal to 0.05. In SPH simulations, the fluid is usually taken slightly compressible in order not to solve the Poisson equation for pressure. Monaghan [39] proposed to calculate pressure is calculated from density according to

\[
P = \frac{\rho_0 c_0^2}{\gamma} \left( \frac{\rho}{\rho_0} \right)^\gamma - 1
\]

where the factor \( \gamma \) is taken as seven and \( \rho_0 \) and \( c_0 \) are reference density and speed of sound of the fluid, respectively. The compressibility effects are calculated from squared Mach number, \( M = V_{max}/c_0 \), and by taking Mach number equal to 0.1, the density variations are kept below 1% according to the slight compressibility concept. To integrate Eqs. (5), (6), and (10), the leap-frog interpolation for a function \( f \) can be expressed as

\[
f(r) = \int \left( f(r')W(r - r', h) \right) dr'
\]

where \( W \) is the kernel, \( r' \) is the vector of the spatial coordinates, and \( h \) is the smoothing length. When the kernel is the delta function, the integration gives the exact value of function \( f \). There are various kernel functions proposed in the literature. Here, the cubic spline kernel is used

\[
W(R, h) = \begin{cases} 
\frac{2}{3} - \frac{R^2}{2} + \frac{1}{2}R^3 & 0 \leq R < 1 \\
\frac{1}{6} - \frac{R^2}{2} & 1 \leq R < 2 \\
0 & R \geq 2
\end{cases}
\]

where \( \chi_0 = 1/h \) for one-dimensional, \( \chi_2 = 15/\pi h^3 \) for two-dimensional, and \( \chi_3 = 3/2\pi h^3 \) for three-dimensional problems. \( R \) is the relative distance.
algorithm is used. The maximum time-step is calculated from the Courant–Friedrichs–Lewy stability condition based on maximum velocity \[40,41\].

The free-slip wall boundary condition is imposed with the mirror particle method (see Ref. \[42\], for details) where the deformation of the structure is not important. In SPH, the movement of the free surface is implicitly captured.

In the regions where structural deformation is important, contact mechanics is used. It is assumed that a fluid particle slides on the solid structure during contact. This assumption is the slip condition in fluid mechanics problems. There is no force applied to an SPH particle in local tangential direction according to this assumption. Therefore, potential coming from contact forces will be applied only for local normal direction or in other words, there is no skin friction. In this way, the parallel movement of a water particle to the boundary is not disturbed. The boundary condition between elastic structure and moving fluid is explained intensively in the part of coupling with contact mechanics.

**Finite Element Method and Time History Analysis**

The finite element method is a well-known tool to analyze structures. In this research, it is used to solve the structural part of the FSI problem. Bathe \[43\] suggested a convenient formulation for nonlinear structural analysis in Lagrangian form and his notation is adopted herein.

Time history analysis is carried out for both domains of the FSI problem. An implicit time integration method, namely Wilson’s method, is selected and redefined according to Chopra \[44\]. In this method, it is assumed that accelerations vary linearly over an extended time-step. Governing Eq. (12) describes the structural part of the problem

\[
M \ddot{u} + C \dot{u} + Ku = 0
\]

where \(M\), \(C\), and \(K\) are mass, damping, and stiffness matrices, respectively, \(\ddot{u}\), \(\dot{u}\), and \(u\) are acceleration, velocity, and displacement vectors, respectively.

Damping has been included in the form of Rayleigh damping

\[
C = b_0 M + b_1 K
\]

where \(b_0\) and \(b_1\) are constants depending on the structure under consideration. Detailed formulations can be found in Ref. \[42\].

**Coupling With Contact Mechanics**

Contact mechanics is used to eliminate the overlapping of domains in the FSI coupling mechanism. A line-to-line contact mechanism is defined in Refs. \[18\] and \[45\] for structure-to-structure contact. In SPH-FEM coupling, it is needed to define node to line contact. Details of node to line contact mechanics are given in the Appendix.

There is one deformable solid body and a large number of fluid particles for the FSI problems simulated with the proposed SPH-FEM method. Fluid particles and the structure are in motion and governed by SPH and FEM, respectively. In first instance, fluid particles are allowed to invade the structural domain, but this invasion is eliminated by solving the following equation derived for node to line contact mechanics (see Appendix):

\[
\begin{bmatrix}
\tau_i M_{\text{solid}}(t-1)
0
0
\end{bmatrix}
\begin{bmatrix}
\Delta K_{\text{solid}}(t-1)
\Delta M(1-t)
\Delta K_{\text{solid}}(t-1)
\end{bmatrix}
\begin{bmatrix}
\Delta M(1-t)
\Delta K_{\text{solid}}(t-1)
\end{bmatrix}
= \begin{bmatrix}
\tau_i \Delta M(1-t)
\tau_i \Delta M(1-t)
\end{bmatrix}
\begin{bmatrix}
\Delta u(1-t)
\Delta \lambda(1-t)
\end{bmatrix}
\]

where \(\Delta K_{\text{solid}}(t-1)\) is tangential stiffness matrix of solid structure, \(\Delta M(1-t)\) is contact stiffness matrix, \(\tau_i \Delta M(1-t)\) is mass matrix of SPH particles, \(\Delta u(1-t)\), and \(\Delta \lambda(1-t)\) are incremental displacements vectors, \(\Delta \lambda(1-t)\) is incremental contact force vector, \(1-t \Delta R\) is total applied external loads vector, \(t_i \Delta F_{\text{line}}(t-1)\) is equivalent nodal forces vector, \(t_i \Delta R_{\text{line}}(t-1)\) is contact force vector, and \(t_i \Delta F_{\text{solid}}(t-1)\) is overlap’s vector.

Equation (14) gives the contact force between fluid particles and the structure, \(\Delta \lambda(1-t)\), displacement of the structure \(\Delta u(1-t)\), and displacement of the invading fluid particles \(\Delta \lambda(1-t)\). Contact force \(\Delta \lambda(1-t)\) is applied to the structural nodes and corresponding displacement, \(\Delta \lambda(1-t)\) relocates the invading SPH particle from the structural domain in one iteration (iteration indices \(i\) are used in equations for the sake of completeness).

Accelerations and velocities of invading fluid particles are calculated with known structural displacements (see the Appendix). Thus, positions, velocities, and accelerations of fluid particles for the proceeding time-step are ready to use in the SPH algorithm. This method violates the continuity of the SPH method when SPH particles are in the domain of the structure, because they are subjected to equations of motion different from the SPH equations.

Discontinuity and/or large external displacements lead to instabilities on the surface of the structure (see Fig. 1) which disturb adjacent particles, and this leads to a deadlock. In Figs. 1(a) and 1(b), the velocity vectors of the fluid particles just before and just after hitting the structure are shown.

The authors propose a novel method for this problem, namely shifting the surface of the structural domain (SSOSD). Basically, an intermediate boundary layer (see Fig. 2) is defined in the fluid domain located at the surface of structural domain. If fluid particles enter this intermediate boundary layer, then these particles are relocated based on a predefined nonlinear function. Thus, particles are not relocated in a single time-step and they may remain in the intermediate boundary layer depending on the flow. This method stabilizes the system. Besides, velocity fields become very smooth even when the gate is opened considerably as seen in Fig. 3.

Relocation of SPH particles should be performed systematically. In this study, an exponential function, Eq. (15), is derived and used. According to Eq. (15), SPH particles may stay within the intermediate boundary layer while exposed to displacements, so that intermediate boundary violation is allowed. The following equation reads:

\[
\begin{bmatrix}
\Delta u(1-t)

\end{bmatrix}_n = \begin{bmatrix}
\Delta \lambda(1-t)

\end{bmatrix}_n - d + e^{-\frac{d}{(\sqrt{c^2 - d^2})}} \cdot d
\]

where \(\Delta \lambda(1-t)\) is the overlap of particle \(p\) in normal direction \(n\) of the boundary surface (see Appendix), \(\Delta u(1-t)\) is the new assumed overlap (which is the amount of displacement to be applied to particle \(p\)), and \(d\) is a flow dependent vector in local normal direction \(n\). This parameter defines the depth of the boundary violation. Defining a large depth for the intermediate boundary layer, \(d\), leads to large calculation times by keeping more SPH particles within the layer. However, this increases the stability of the solution.

Stability of the method is obtained by applying SSOSD; however, the discontinuity problem is still there. Even the method causes the discontinuity problem, and applying small displacement in each time-step with help of the SSOSD does not violate the system. In Ref. \[46\], SPH particles are slightly shifted to increase the robustness of the conventional SPH method. Although the method is not strictly conservative, it does not cause inaccuracies as long as the shifting distance is small enough. Application of displacements complying with the limits defined in Ref.
[43] is possible by defining limits for $|d|$. Accordingly, limits for $|d|$ are derived now.

Assuming that $|\Delta^{(i-1)}_p|$ is equal to the maximum particle convection distance, $V_{\text{max}} \Delta t$, where $V_{\text{max}}$ is the maximum particle velocity, and $V_{\text{max}} = V_{\text{max}} \| n$, is assumed to be in local normal direction as $\left( \Delta^{(i-1)}_p \right)_n$, Eq. (15) becomes

$$\left( \text{new} \Delta^{(i-1)}_p \right)_n = V_{\text{max}} \Delta t - d + e^{-\left( \frac{V_{\text{max}} \Delta t}{d} \right)} \| d \tag{16}$$

Keeping the $\left( \text{new} \Delta^{(i-1)}_p \right)_n$ in the limits of shifting distance proposed in Ref. [46], $C_s V_{\text{max}} \Delta t \| R_i$, in local unit normal direction $n$

$$\left( \text{new} \Delta^{(i-1)}_p \right)_n = C_s V_{\text{max}} \Delta t (R_i)_n \tag{17}$$

where $C_s$ is a constant set as 0.01–1 [46] and $R_i$ is the shifting vector calculated by

$$R_i = \sum_{j=1}^{N_i} \frac{r_{ij}^2}{s_{ij}} s_{ij} \tag{18}$$

where $r_{ij}$ is the distance between two neighboring particles, $r_{ij}$ is the average particle spacing in the neighborhood and $s_{ij}$ is the unit distance vector between particles $i$ and $j$.

Substituting Eq. (17) into Eq. (16)

$$C_s V_{\text{max}} \Delta t (R_i)_n = V_{\text{max}} \Delta t - d + e^{-\left( \frac{V_{\text{max}} \Delta t}{d} \right)} \| d \tag{19}$$

Both sides of the equation are in normal direction of the boundary. Consequently, applying second order Taylor series to scalar form of Eq. (19), it becomes

$$\frac{V_{\text{max}} \Delta t}{|d|} = 2C_s |(R_i)_n| \tag{20}$$

In order to decrease the computational time, $|(R_i)_n|$ is assumed to be constant. Remembering that the shifting distance should be...
small enough to prevent inaccuracy of the equation and $C_a$ is between 0.01–0.1

$$5 \leq \frac{|d| \sigma_d}{V_{\text{max}} \Delta t} \leq 50$$

where $\sigma_d$ is used to represent $|\langle R \rangle_i|$. It is convenient to take $\sigma_d$ as the initial distance between two adjacent particles assuming that the initial horizontal and vertical distances between particles are the same. $V_{\text{max}}$ is also assumed to be constant and it is roughly guessed before the simulation starts. Thus, limits for $|d|$ can be

Fig. 5 (1) Experimental and SPH-SPH results of Antoci et al. [47], and (2) SPH-FEM results of our method at every 0.04 s from $t = 0$ s (a) until $t = 0.4$ s (d) without gap and (3) with gap
determined from Eq. (21). If the depth of boundary layer, $|d|$, is higher than the lower limit of Eq. (21), then stability is satisfied; if it is lower than the upper limit, continuity is not violated significantly.

Since the particles are shifted from their original position, the hydrodynamic variables should be modified accordingly. Taylor series is used to modify according to Ref. [46].

$$\text{new} \Delta_i \approx \omega_i + \text{new} \Delta_p^{(i-1)} - \nabla \omega_i \tag{22}$$

where $\omega_i$ is a general hydrodynamic variable such as pressure, $\text{new} \Delta_p^{(i-1)}$ is the distance between the particle’s old position and new position.

Validation

Dam Break With Elastic Gate. In order to validate the proposed SPH-FEM algorithm, the experiment of Ref. [47] was used. The experimental setup can be seen in Fig. 4. An elastic gate is deformed due to the released water mass. The elastic gate is a rubber plate fixed to a rigid wall at its upper end and it is free at its lower end. A rigid support is placed at the dry side of the elastic gate. The rubber starts to deform by suddenly removing the rigid support. The water level in the tank and the displacement of the free bottom end of the rubber plate are recorded.

The average value of Young’s modulus of the rubber is approximately 10 MPa. The densities of rubber and water are 1100 kg/m$^3$.
and 1000 kg/m$^3$, respectively. The mass per unit width of the rubber plate is 0.4345 kg/m.

To simulate the rubber plate numerically, 120 structural two-dimensional (2D) four-node plane-strain elements are used (30 and four elements in $x$ and $y$ direction, respectively). The initial pressure of the water particles is hydrostatic and the artificial wave speed is 30 m/s. The initial spacing in both directions between 14,000 water particles is 1 mm and the timestep is 0.02 ms, satisfying the Courant–Friedrichs–Lewy condition. It should be noted that a convergence analysis has been conducted for all the simulations and an optimum number of water particles is used.

The damping coefficient is not mentioned in Ref. [47]. A proper damping coefficient may improve the simulated behavior of the elastic gate, knowing that damping coefficients of rubbers may vary largely according to their composition. A value of 2% is used in the simulations. In the following part, a parametric study on damping coefficients is conducted.

The comparison between the frames from the experiment and our numerical simulations are displayed in Fig. 5. The water outflow is similar, but there is a difference between the upstream water levels. Although it is seen that the upstream water levels in the experiment and SPH results of Ref. [47] are nearly the same, the reservoir water levels calculated herein are higher. As Antoci et al. mentioned, in their experimental study there is a leakage on the sides of the gate. Therefore, it is expected to find a lower reservoir level in the simulations. In addition, in the simulation setup of [47] there is an initial gap between elastic gate and floor as can be seen in Fig. 5(1-a). Consequently, it is inevitable to predict higher upstream water levels in Fig. 5(2). An additional simulation was carried out with a 2 mm initial gap without resistance between elastic gate and floor, as can be seen in Fig. 5(3). Slightly lower reservoir levels are observed in the simulation with 2 mm initial gap. Even for minimum $d_{ij}$ values according to Eq. (21), the space between tip of the gate and the bottom is slightly narrowed by the mechanism of SSOSD, inevitably. Therefore, slightly higher reservoir levels are calculated.

In Fig. 6, the horizontal and vertical displacements of the free end of the rubber plate are compared with the experimental data. The calculated tip displacement of the elastic gate is slightly higher than in the experimental results. Tip displacements closer to the experiment are observed when a 2 mm gap is provided as seen in Fig. 6.

The comparison between the frames from the experiment and our numerical simulations are displayed in Fig. 5. The water outflow is similar, but there is a difference between the upstream water levels. Although it is seen that the upstream water levels in the experiment and SPH results of Ref. [47] are nearly the same, the reservoir water levels calculated herein are higher. As Antoci et al. mentioned, in their experimental study there is a leakage on the sides of the gate. Therefore, it is expected to find a lower reservoir level in the simulations. In addition, in the simulation setup of [47] there is an initial gap between elastic gate and floor as can be seen in Fig. 5(1-a). Consequently, it is inevitable to predict higher upstream water levels in Fig. 5(2). An additional simulation was carried out with a 2 mm initial gap without resistance between elastic gate and floor, as can be seen in Fig. 5(3). Slightly lower reservoir levels are observed in the simulation with 2 mm initial gap. Even for minimum $d_{ij}$ values according to Eq. (21), the space between tip of the gate and the bottom is slightly narrowed by the mechanism of SSOSD, inevitably. Therefore, slightly higher reservoir levels are calculated.

In Fig. 6, the horizontal and vertical displacements of the free end of the rubber plate are compared with the experimental data. The calculated tip displacement of the elastic gate is slightly higher than in the experimental results. One possible reason is the leakage in the experiments. Tip displacements closer to the experiment are observed when a 2 mm gap is provided as seen in Fig. 6.

The comparison between the frames from the experiment and our numerical simulations are displayed in Fig. 5. The water outflow is similar, but there is a difference between the upstream water levels. Although it is seen that the upstream water levels in the experiment and SPH results of Ref. [47] are nearly the same, the reservoir water levels calculated herein are higher. As Antoci et al. mentioned, in their experimental study there is a leakage on the sides of the gate. Therefore, it is expected to find a lower reservoir level in the simulations. In addition, in the simulation setup of [47] there is an initial gap between elastic gate and floor as can be seen in Fig. 5(1-a). Consequently, it is inevitable to predict higher upstream water levels in Fig. 5(2). An additional simulation was carried out with a 2 mm initial gap without resistance between elastic gate and floor, as can be seen in Fig. 5(3). Slightly lower reservoir levels are observed in the simulation with 2 mm initial gap. Even for minimum $d_{ij}$ values according to Eq. (21), the space between tip of the gate and the bottom is slightly narrowed by the mechanism of SSOSD, inevitably. Therefore, slightly higher reservoir levels are calculated.

In Fig. 6, the horizontal and vertical displacements of the free end of the rubber plate are compared with the experimental data. The calculated tip displacement of the elastic gate is slightly higher than in the experimental results. One possible reason is the leakage in the experiments. Tip displacements closer to the experiment are observed when a 2 mm gap is provided as seen in Fig. 6.

**Collapse of Water Column With an Elastic Obstacle.** Many researchers use the experiment of Ref. [48], which is a typical fluid–structure interaction problem concerning the collapse of a water column onto an elastic obstacle. A water column was placed on the left side in a container, and an elastic obstacle was placed at the center of the container. Surface profiles were recorded for the water column moving toward and hitting the elastic obstacle. The layout of the experiment is given in Fig. 7, where $L = 0.146$ m, $h = 0.08$ m, and $w = 0.012$ m. The density of water is 1000 kg/m$^3$ and it is 2500 kg/m$^3$ for the obstacle, which has a Young's modulus of 1 MPa. This experiment is solved numerically by our method. The water column is represented by 25,000 SPH particles. The elastic obstacle is meshed into 120 equal 2D four-node plane-strain elements with 30 rows in the length and four columns in the width. Comparisons of water surfaces, profiles, and elastic deformations of the obstacle are given in Fig. 8. The calculated and experimental results agree reasonably well in view of the complexity of the flow. It should be noted that the free-surface profiles during the initial stage of the simulations are affected by the lift time of the gate. In the simulations, we assume that the gate is removed instantaneously. Although surface profiles after 0.4 s are not available in the published experimental results of Ref. [48], calculated surface profiles are given in Fig. 9 without any comparison.

Figure 10 shows the horizontal displacement of the free end of the obstacle computed herein and by many other researchers (see Refs. [49–52]). The results are similar until reaching the peak tip deflection of the elastic obstacle. There is a difference during the return of the elastic obstacle after peak tip deflection as shown in Fig. 10. Researchers did not mention any damping ratio in their model for the elastic obstacle. To see the effect of damping on the
return of the elastic obstacle to its initial position, a parametric study is conducted. As can be seen in Fig. 10, different damping coefficients do not affect the simulation results, significantly.

The fluid flows over the elastic obstacle hits the downstream wall and moves toward the right side of the elastic obstacle. Particles come back and hit again the elastic obstacle from the other side and this causes a negative displacement starting from $t = 0.9\, \text{s}$ as shown in Figs. 9 and 10. Although the peak displacements are very close in all numerical models, differences are observed after the peak.

**Dam Break With a Long Elastic Gate.** In addition to the previous validations, the authors designed their own experiment at Middle East Technical University, inspired by the study of Ref. [47]. The new experiment was conducted with different
dimensions. A longer elastic gate is the main difference. In addition, the length of the initial water column is longer than its depth and a larger mass of water is used. In the experiment of Ref. [47], the upstream water surface remains almost horizontal during the collapse of the water column, since the initial water level is nearly two times higher than the height of the gate. This horizontal water surface is not expected to occur in the new experimental setup, because the gate/depth ratio is much smaller. Depth and length of the water column are 0.14 m and 0.2 m, respectively, (see Fig. 11).

The elastic rubber flap is 0.12 m high and 6 mm thick and placed in contact with the water. There is no gap between the elastic gate and the floor. Modulus of elasticity and Poisson’s ratio of the rubber are determined experimentally as 35 MPa and 0.4, respectively.

The elastic rubber is kept in position with a plexiglass plate having the same dimensions. A sudden release is achieved by rotating the plexiglass as fast as possible. The release mechanism and experimental setup can be seen in Fig. 12.

In the numerical simulation of the experiment, the water column is represented by 28,000 SPH particles. The elastic obstacle is meshed into 90 equal 2D four-node plane-strain elements with 30 rows in the length and three columns in the width. The damping ratio of the rubber is experimentally determined as 8%.

Water surface profiles and the motion of the elastic gate are shown in Fig. 13. The expected initial wavy water surface profile is observed in both the experimental and numerical results. The water surface level predicted by our proposed FSI method is slightly higher than in the experiment. This is due to leakage at both sides of the elastic gate, which is unavoidable in the experiment and ignored in the numerical model.

The maximum tip deflection of the elastic gate occurs approximately at \( t = 0.15 \) s. After maximum deflection, an upward water motion parallel to the elastic gate is observed at the upstream side of the gate as seen in Figs. 13(e) and 13(g). This motion was captured in the numerical simulation. The horizontal and vertical displacements of the tip of the elastic gate are displayed in Fig. 14.

As explained previously, vector \( \mathbf{d} \), the depth of shifting of the surface in SSOSD, is an effective parameter regulating the accuracy and the stability of SPH-FEM. The effect of \( |\mathbf{d}| \) within the limits defined in Eq. (21) on the computational time is shown in Fig. 15 for 2000 time steps. The increase in length of vector \( \mathbf{d} \) increases the number of suspended particles within the boundary layer. Therefore, the dimensions of the matrix in Eq. (14) increases linearly and this causes an exponential increase in computational time.

**Conclusion**

An FSI method solving fluid and structure with SPH and FEM, respectively, is proposed. The method solves SPH fluid particles and elastic structure together by means of a complete stiffness matrix which includes all mass and damping effects. A 2D FSI code is developed and validated against two experiments available in the literature and with one newly conducted experiment. Our method offers a complete solution for FSI problems by solving fluid and structure domains together, i.e., a monolithic approach. Contact mechanics is used to couple fluid and structure. Stability is obtained by a newly developed technique, SSOSD, in which adjacent particles are suspended in an intermediate boundary layer with a nonlinear equation prescribing relocation of particles. Additionally, the inherent motion of the elastic structure is defined more realistically by taking into account structural mass and damping effects, although the latter were small in the inertia-driven problem considered herein.
Fig. 13 Free-surface profiles of (1) experimental and (2) numerical model at every 0.04 s from $t = 0$ s (a) until $t = 0.24$ s (f)
Appendix: Contact Mechanics

In Fig. 16, the geometry of the contact interface is defined where \( t + dt \) \( A \), \( t + dt \) \( B \), \( t + dt \) \( C \), and \( p \) are coordinates of nodes \( A \), \( B \), \( C \), and \( p \) after iteration \( i \). In the defined geometries, \( A \) and \( B \) are nodes of the target, \( p \) is a fluid particle, and \( C \) is the contact point.

In these variables, \( t \) is used for time and \( i \) is used for iteration. The motion of a particle from time \( t \) to time \( (t + \Delta t) \) is defined by SPH. Particles are taken away from the solid structure’s domain from time \( t + \Delta t \) to time \( (t + \Delta t) \) (pseudo time interval) by contact mechanics in one iteration.

Parameter \( \delta_i \) is defined as

\[
\delta_i = \frac{n_i}{l_i} \left[ (t + \Delta t) \mathbf{x}_{A}^{(i-1)} - (t + \Delta t) \mathbf{x}_{C}^{(i-1)} \right]
\]

where

\[
\mathbf{x}_{C}^{(i-1)} = (t + \Delta t) \mathbf{x}_{C}^{(i-1)} - \mathbf{x}_{A}^{(i-1)}
\]  

Fig. 14 The horizontal and vertical displacements of the bottom end of the elastic gate

Fig. 15 Computational time of dam break problems for 2000 time steps

Fig. 16 Geometry of contact interface

Fig. 17 Contact forces

Fig. 18 Particle motion
where \( \mathbf{n} \) is the local unit normal vector.

Reational forces at node \( A \) and \( B \) can be written in terms of the contact force \( \mathbf{z}^{(i-1)} \) as

\[
\mathbf{r}_p^{(i-1)} = \mathbf{n}^T \left[ \mathbf{r}_p^{(i-1)} - \mathbf{r}_p^{(i-1)} \right]
\]

(A2)

where \( \mathbf{r}_p^{(i-1)} \) is the incremental potential in local tangential direction can be eliminated for each contact, there is no need to determine the force in local tangential direction.

Equation (A9) defines the governing equation of motion where \( \mathbf{r}_p^{(i)} \) is the target surface as shown in Fig. 17, in this specific problem, there is no need to determine the force in local tangential direction due to the assumed sliding of water particle. Therefore, the potential in local tangential direction can be eliminated for this specific problem.

A new potential \( \Pi_{\text{new}} \) can be derived by subtracting the potential of contact forces \( \Psi_p \) from the potential leading to the incremental equilibrium equations without contact \( \Pi \).

\[
\Pi_{\text{new}} = \Pi - \sum_p \Psi_p
\]

(A8)

If \( \delta \Pi_{\text{new}} = 0 \), the governing finite element equations will be

\[
\begin{bmatrix}
\mathbf{r}_s^{(i)} \mathbf{K}^{(i)} \mathbf{K} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \\
\mathbf{r}_s^{(i)} \mathbf{K}^{(i)} \mathbf{K} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \\
\vdots \\
\mathbf{r}_s^{(i)} \mathbf{K}^{(i)} \mathbf{K} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \mathbf{K}^{(i)} \\
\end{bmatrix}
\begin{bmatrix}
\Delta \mathbf{u}^{(i)} \\
\Delta \mathbf{h}^{(i)}
\end{bmatrix}

= \begin{bmatrix}
\mathbf{r}_s^{(i)} \mathbf{R}^{(i)} \\
\mathbf{r}_p^{(i)} \mathbf{R}^{(i)} \\
\mathbf{r}_s^{(i)} \mathbf{A}^{(i)}
\end{bmatrix}

\]

(A9)

Equation (A9) defines the governing equation of motion where \( \mathbf{r}_s^{(i)} \mathbf{K}^{(i)} \) is the tangential stiffness matrix of the total system, \( \mathbf{r}_s^{(i)} \mathbf{K}^{(i)} \) is the contact stiffness matrix, \( \Delta \mathbf{u}^{(i)} \) is the incremental displacements vector, \( \Delta h^{(i)} \) is the incremental contact forces vector, \( \mathbf{r}_s^{(i)} \mathbf{R}^{(i)} \) is the total applied external loads vector, \( \mathbf{r}_s^{(i)} \mathbf{A}^{(i)} \) is the equivalent nodal forces vector, \( \mathbf{r}_s^{(i)} \mathbf{A}^{(i)} \) is the contact forces vector, and \( \mathbf{r}_s^{(i)} \mathbf{A}^{(i)} \) is the overlaps vector.

In order to solve Eq. (A9), the \( \Delta \mathbf{u}^{(i)} \) term should be written in terms of \( \Delta \mathbf{u}^{(i)} \). This relation is set by using the Newmark method [53] taking \( \gamma = 0.5 \) and \( \beta = 0.25 \), which stands for the method of average constant acceleration (see Fig. 18).

The acceleration between \( \mathbf{r} \) and \( \mathbf{r} + \Delta \mathbf{r} \) is defined as constant

\[
\mathbf{u} = \frac{\mathbf{r} + \Delta \mathbf{u} - \mathbf{r}}{\Delta t}
\]

(A10)

Substituting Eq. (A11) into Eq. (A12), the velocity of a particle at time \( \mathbf{r} + \Delta \mathbf{r} \) can be calculated from

\[
\mathbf{u} = \frac{\mathbf{r} + \Delta \mathbf{u}}{\Delta t} = \frac{2 \mathbf{u}}{\Delta t} - \mathbf{r}
\]

(A13)

Substituting Eq. (A13) into Eq. (A10)

\[
\mathbf{u} = \frac{\mathbf{r} + \Delta \mathbf{u}}{\Delta t} = \frac{2 \mathbf{u} - 2 \mathbf{u}/\Delta t}{\Delta t}
\]

(A14)

From the SPH calculations, it is known that

\[
\mathbf{u} = \frac{2 \mathbf{u}}{\Delta t}
\]

(A15)

Substituting Eqs. (A12) and (A15) into Eq. (A14)

\[
\mathbf{u} = \frac{2 \mathbf{u}}{\Delta t} - \mathbf{r}
\]

(A16)

Adding mass participation of particles by substituting Eq. (A16) into Eq. (A9)

\[
\begin{bmatrix}
\mathbf{r}_s^{(i)} \mathbf{K}^{(i)} \\
\mathbf{r}_s^{(i)} \mathbf{K}^{(i)} \\
\vdots \\
\mathbf{r}_s^{(i)} \mathbf{K}^{(i)} \\
\end{bmatrix}
\begin{bmatrix}
\Delta \mathbf{u}^{(i)} \\
\Delta \mathbf{h}^{(i)}
\end{bmatrix}

= \begin{bmatrix}
\mathbf{r}_s^{(i)} \mathbf{R}^{(i)} \\
\mathbf{r}_p^{(i)} \mathbf{R}^{(i)} \\
\mathbf{r}_s^{(i)} \mathbf{A}^{(i)}
\end{bmatrix}

\]

(A17)

where \( \Delta \mathbf{u}^{(i)} \) is incremental displacement of system containing solid and water particles, \( \mathbf{K}^{(i)} \) is tangential stiffness matrix of the solid structure, and \( \mathbf{M} \) is mass matrix of fluid particles.

References


