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Abstract

This research presents a prescriptive analytics study focused on optimal resource allocation in a sales context. Sales agents visit customers in order to prevent customers churn. This study proposes a system which selects which customers to visit in a non-subscriptual customer-company relation. A system is developed which uses predictive modelling to forecast a customer’s churn probability, the effect of a visit on that churn probability and the expected future value of the customer. The system proposed in this study prioritizes for visits that lead to the highest increase in the sum of the expected future value from all current customers, customer lifetime equity (CLE). The result of a case study shows that compared to a baseline without visits, the CLE can be increased by 3.2 percent when using the system. The actual visits, as done by the case company, resulted in an increase of the CLE by 0.6 percent when compared to the baseline without visits. This indicates that value can be generated by using the prescriptive system. Furthermore, the result of the system was achieved with 78 percent less visits when compared to the actual number of visits, showing that the system also increases efficiency. This study shows that prescriptive resource allocation can be beneficial in a non-subscriptual context and increases efficiency.
Executive summary

There are multiple decisions that have to be made within a sales department. All these decisions can have direct influence on the chance of making a sale, the height of the revenue and keeping or losing a client. Knowing how to make these decisions in an optimal way can be beneficial for a company and create a competitive advantage. Where these decisions previously had to be made by humans, the introduction of big data changed this decision process. With the use of prescriptive analytics, optimal decisions can be made based on historical data.

This research proposes a prescriptive system which prescribes what short term actions sales agents need to undertake to prevent customers from leaving. The system maximizes the value of existing customers by selecting the actions which generate the highest value based on the effect of the action and the potential value of the customer. The system uses a churn model per customer cluster and predicts all customers’ churn probability with and without a visit by a salesagent. The action effect is combined with the future value of all individual customers resulting in a list of optimal visits as shown in figure 1. The list resulting from the system prescribes which customers need to be visited in the coming month to maximize future value.

The system was evaluated using a case study with the customer data of the small scale outlets in the Netherlands. This showed that by using the visits as proposed by the system, the sum of all future customer value (CLE) can be increased by 3.2 percent when compared to the situation without visits.
Compared to the results of the actual visits as done in the tested period the CLE was increased by 2.6 percent while decreasing the number of visits by 78 percent.

Table 1: Evaluation of the prescriptive system

<table>
<thead>
<tr>
<th>Situation</th>
<th>CLE</th>
<th>Number of Visits</th>
<th>Return of visits</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without visits</td>
<td>€74,663,533</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Using actual visits</td>
<td>€75,124,699</td>
<td>85</td>
<td>€437,694</td>
<td>0.6%</td>
</tr>
<tr>
<td>Using prescriptive system</td>
<td>€77,045,032</td>
<td>19</td>
<td>€2,381,498</td>
<td>3.2%</td>
</tr>
</tbody>
</table>

The system can directly be used as a support system which identifies what customers to visit in the coming month. New customers can be assigned to the cluster most applicable, and use the models to predict the churn probability. The customer can then be included in the visit selection.

Figure 2 shows a possible setup of the system in the visits selection process. The prescriptive system serves as a support system which identifies beneficial visits and is combined with expert knowledge from sales agents. The customers which are selected by both the prescriptive system and the sales agents can have a high priority and the customers selected by only the sales agent or only by the prescriptive selection can have a medium priority.

Since the prescriptive system is a system with static clusters and pretrained models, it is advisable to monitor the performance of the churn model for the newly predicted month. The performance of the churn model will change due to customers churning and the acquisition of new customer, because this will reduce the relevance of the used trainset. Therefore, the churn model should revaluated regularly.

A limitation of the system is that the churn model is able to correctly classify 57 percent of all churn observations and 38 percent of the observations classified as churn is an actual churn observations. It is therefore not directly usable as full replacement for manual visit planning, but can serve as a support system. Improving the model could make this possible in the future.
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Chapter 1

Introduction

This chapter introduces the subject and motivation behind this study. This is followed by an explanation of the research goals and the research design of this thesis.

1.1 Motivation

Almost all companies rely on some sort of sales to attract revenue. In the business to business sales, this sales process is usually centered around sales agents who manage accounts and visit business clients. There are multiple decisions that have to be made within a sales department. What client to contact, how to contact a client, when to contact a client, who to assign to what client and what to offer a client. All these decisions can have direct influence on the chance of making a sale, the height of the revenue and keeping or losing a client. Knowing how to make these decisions in an optimal way can be beneficial for a company and create a competitive advantage.

Where these decisions previously had to be made based on domain knowledge, on human intuition or on a static intervals, the introduction of big data changed this decision process. With the use of big data analytics, decisions can be made based on historical data. The big data analytics can be categorized in three tiers, the descriptive, predictive and prescriptive tier. Descriptive analytics aims to describe what happened in the past, predictive analytics tries to predict what will happen in the future and prescriptive analytics aims to optimize decision-making based on predictions. The potential for sales processes lies in this last tier, where a system prescribes what decisions to make.

The goal of this research is to create such a prescriptive system which prescribes what short term actions sales agents need to undertake to prevent customers from leaving. The system will maximize the value of existing customers by selecting the actions which generate the highest value based on the effect of the action and the potential value of the customer. More specific, the churn probability of a specific customer and lifetime value of this customer will be predicted in order to calculate the expected value that will be lost when a customer leaves. This will be complemented by a forecast of the effect of sales agent actions on reducing churn. These three elements are used to optimize the actions of the sales agents in a given period to maximize customer value of existing customers.
Where other literature focuses on using prescriptive analytics for keeping subscription customers, will this study focus on using prescriptive analytics for resource allocation in a non-subscriptual B2B setting.

1.2 State of the art

Previous research on prescriptive analytics in sales processes has focused on optimal assignment of sales agent to new opportunities (Baier et al., 2012), optimizing the size of teams for the current new opportunities (Kawas, Squillante, Subramanian, & Varshney, 2013) and on creating the optimal sales teams (Von Bischhoffshausen, Paatsch, Reuter, Satzger, & Fromm, 2015). The aim of these researches was to optimize for a maximized chance of a sale coming from a new opportunity.

However, as Fü, Matzler, and Faullant (2006) state, attracting a new client can be five to six times as expensive as keeping a current client. This shows the relevance of not only looking at new opportunities but also to look at keeping current customers. The chance that a customer will leave in the next period is called the churn rate or churn probability. Predicting churn has been an active subject in the academic world (Rubinstein, 1985; Peppers & Rogers, 1995; Zhao, Li, Liu, & Ren, 2005; Khodabandehlou & Zivari Rahman, 2017). These predictions are used to decide which customer to prioritize and to gain insight in the risk of loosing customers.

In the last two decades a shift can be seen in what methods are used to predict churn probability. Where Murtaugh, Burns, and Schuster (1999) and Bolton (1998) predict the churn by using statistical analysis like the Kaplan-Meier survival estimate or Cox proportional hazard regression, more recent literature focuses on using data-mining techniques. These are techniques like artificial neural networks (Buckinx & Van Den Poel, 2005), decision trees (Coussément & De Bock, 2013), support vector machines (Zhao et al., 2005) and k-nearest neighbor (Keramati et al., 2014). Khodabandehlou and Zivari Rahman (2017) compare these different machine learning techniques and conclude that artificial neural network has the highest accuracy for churn prediction and show the relevance of using boosting methods for further improvement of churn prediction models.

Other than the shift towards data mining techniques, the churn prediction field of study does not shift its focus towards a different setting. The research remains mostly focused on churn prediction in a subscription setting like insurance companies (Hendrikse, 2017; Huigevoort, 2015; Srigopal, 2018) or other companies providing a service (Gür Ali & Aritürk, 2014; N. Lu, Lin, Lu, & Zhang, 2014). One of the reasons for this is that this a setting with a clearly defined churn moment. However by mostly focusing on this setting, non-subscriptual settings like B2B retail settings without contracts are ignored.

The step towards using this churn prediction in a prescriptive way, especially in the B2B non-subscriptual setting, is still in an immature phase. There has been some research on this topic like the research of E. Lee et al. (2018) or the research of Srigopal (2018), but more progress can be made. Therefore, this research will focus on the use of prescriptive analytics for keeping current clients in a B2B non-subscriptual setting.
1.3 Research goal

As described in the previous sections, the goal of this research is to create a prescriptive resource allocation system which maximizes future value by predicting which actions most increase the probability of a high-profit customer staying as a customer. The research goal is formulated as follows:

*The goal of this research is to create a prescriptive resource allocation system for sales agents which indicates what actions to undertake in order to maximize the total future value of existing customers in a B2B non-contractual setting.*

A prescriptive resource allocation system consists of both forecast models and an optimization model. The optimization model needs input about the generated value of actions to be able to determine if an action is most beneficial for the total expected value. The expected value of a customer is calculated using two parts as shown in equation 1.1. The first part of the right hand side of the equation shows the probability that a customer will remain customer including the effect of an action. The second part of the right hand side is the future value of this customer.

\[
\text{Expected Value} = \left[1 - \text{Churn Probability} + \text{Action Effect}\right] \cdot \text{Customer Lifetime Value} \quad (1.1)
\]

The action effect has a positive effect on the expected value and by predicting which actions generate the most value, the optimal actions can be selected to maximize expected future value. Based on equation 1.1, the four subgoals are formulated to create the resource allocation system. Subgoal one, two and three are forecast models and serve as input for the optimization model as formulated in subgoal four.

For determining the expected loss in value and the value of decreasing the churn chance for a specific customer the following subgoals are formulated:

1. Model customer churn probability (CR) in a B2B non-contractual setting
2. Model customer lifetime value (CLV) in a B2B non-contractual setting

For determining the effectiveness of specific actions on the churn probability of a specific customer the following subgoal is formulated:

3. Model effect of salesagent actions (AE) on customer churn probability

The optimization model should lead to the optimal trade-off between costs of specific actions and the benefit of these actions for the total future value of all customers. For creating this optimization model which determines what actions to execute in order to maximize future value over all customers, the following subgoal is formulated:

4. Create resource allocation model (RA) with sales agent actions as decision variables
1.4 Research Design

To achieve the research goal, all subgoals need to be studied after which a method is chosen and applied. All subgoals follow the same procedure which starts with a literature search resulting in an overview of used methods, followed by a decision on which model to use and ends with a modelling phase. The prescriptive system will be formed by joining these elements as illustrated in figure 1.1.

The literature review will be based on recent academic publications and form an overview of methods that are used for optimizing resource allocation and methods for calculating CR and AE and CLV. These methods will be evaluated on usefulness for a B2B non-contractual setting and the available data. The chosen methods from the literature review will be used to formulate the proposed system.

The proposed system will be evaluated using a case study. For this the data of a producer of chemicals will be used, which sells their products in a non-subscriptual B2B relation. The provided data is based on the availability of the data and what the company was legally and for competitive reasons allowed to share. The different variables are selected in consultation with company experts and their expectation of churn probability affecting variables.

The case study focuses on the Small Scale Outlet (SSO) customer group, which consists of 1500 business to business clients like small stores with a total of 181,000 orders. The scope is limited to this group, since these shops have higher responsiveness to actions than larger hardware stores according to company experts and are visited by sales agents throughout the year. Furthermore, the scope is limited to the Dutch market because the data of the Dutch market is considered by company experts to be reliable and complete.
1.4. Research Design

The company provided the following data:

- Daily transaction data per customer per order per brand for all Small Scale Outlets (SSO) in the Netherlands from 2015-01 to 2018-11
  - Customer code, Customer name, Brand, Order code, Date, Quantity in liter, Revenue, Discounts given, Contribution margin
- Complete Customer Relationship Management (CRM) data for all SSOs
  - Customer code, Customer name, Visits, Demographics, Assigned sales agent

For the case study the Cross-Industry Standard Process for Data Mining cycle will be used as shown in figure 1.2. This CRISP-DM cycle is used in multiple studies (Caetano, Cortez, & Laureano, 2015; Sen & Ucar, 2012; Moro & Laureano, 2011) for case studies and sets a framework for applying data mining to projects. It consists of the phases Business Understanding, Data Understanding, Data preparation, Modelling, Evaluation and Deployment. The phases are discussed in chapter four, five and six.

![CRISP-DM Cycle](image)

The evaluation of the model is performed by calculating the expected future value of the customers in the dataset when sales agents assign the actual amount of resources to specific actions for specific customers. This is then compared with the expected future value when using the actions of the prescriptive system. A higher expected future value when using the prescriptive system indicates that an advantage can be achieved when using the proposed system.

Note that the deployment phase of the CRISP-DM cycle is not explicitly discussed. This report will be the first step towards deployment.

The next chapters will follow the structure as shown in figure 1.1 and figure 1.2. First the relevant literature will be discussed to determine usable methods. This is followed by proposition for a prescriptive resource allocation system, after which this system is evaluated using a case study with the CRISP-DM cycle. This thesis will end with a conclusion, applications and a thorough discussion of the results.
Chapter 2

Literature Review

The aim of this chapter is to provide a literature review on the relevant subjects as explained in chapter 1.4. The methods from this chapter will be used as input for the proposed model in chapter 3. First an overview of the status quo of prescriptive analytics will be given followed by an overview of prescriptive analytics in sales processes and methods for churn calculation. This chapter will end with current methods for customer lifetime value calculation. For the section 2.1 and 2.2 a review protocol is used, which can be found in appendix A. Section 2.3 and 2.4 are based on literature reviews of Khodabandehlou and Zivari Rahman (2017) and Esmaeiligookeh, Tarokh, and Tarokh (2013) respectively.

2.1 Prescriptive Analytics

This section describes the status quo of prescriptive analytics and starts by introducing the concept. This is followed by how prescriptive analytics can be applied and the different methods for prescriptive analytics. This section ends with a conclusion on the states quo of prescriptive analytics.

2.1.1 General background

Prescriptive analytics is considered to be the third and last tier of business analytics (Evans & Lindner, 2012; Soltanpoor & Sellis, 2016; Pladdet, 2018). It uses different techniques to determine what actions to undertake to achieve an optimal outcome. There are two other tiers of business analytics which are descriptive analytics and predictive analytics. Figure 2.1 shows all tiers of business analytics and the underlying question they try to answer.

Every tier uses the insights of the previous tier and adds more value by generating new insights. Descriptive analytics focuses on determining what happened in the past until present time. This can be done in the form of dashboards and KPIs and gives insight in how a company is doing. Predictive analytics focuses on the future and uses historical data to forecast what will happen in the future. Prescriptive analytics in general consists of a predictive part in the form of forecast models and an optimization part
2.1. Prescriptive Analytics

in the form of optimization models. The forecast models predict certain variables which are used as input in the optimization model and the optimization model prescribes a set of actions to undertake which will lead to an optimal situation. This can result in a decision support system, but also in an autonomous decision system.

2.1.2 Application of Prescriptive Analytics

Prescriptive analytics is applied in a variety of industries and for a variety of goals. Figure 2.2, shows the distribution in the found literature resulting from the used review protocol. It can be seen that prescriptive analytics is mostly used in the production industry and mostly for job scheduling and control. A reason for this could be that there are multiple parties and processes involved when producing goods. This leads to more facets that can be optimized and more costs that can be reduced from implementing prescriptive analytics.

Furthermore, the literature shows that prescriptive analytics is used for six different purposes. Job scheduling and control (Y. Liu et al., 2010; Souza, 2014; Lombardi, Milano, & Bartolini, 2017; Kuo & Lin, 2010; Krumeich, Werth, & Loos, 2016), resource planning (Souza, 2014; Ramezani, Lu, & Hussian, 2013; Von Bischhoffshausen et al., 2015), revenue management (J. Lee, Shi, Wang, Lee, & Kim, 2016; Souza, 2014), investment decisions (Guedes, Pinto, Vale, Sousa, & Sousa, 2013; Lash & Zhao, 2016), strategic planning (Y. Liu et al., 2010; Souza, 2014) and energy control (Zavala, Constantinescu, Krause, & Anitescu, 2009). In these different purposes there are three main goals for which prescriptive analytics is used. These are cost minimization, revenue maximization and cycle time minimization.
2.1.3 Methods for Prescriptive Analytics

The methods for prescriptive analytics consist of a forecast method and an optimization method. These methods depend on the goal and setting in which the prescriptive analytics is used. Table 2.1 shows the combinations of forecast method and optimization method as found in the literature resulting from the review protocol. What can be seen is that neural networks are very commonly used as forecast method and linear programming is a widely used method for optimization.

<table>
<thead>
<tr>
<th>Forecast method:</th>
<th>Optimization method:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>X</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>X</td>
</tr>
<tr>
<td>Regularized Regression</td>
<td>X</td>
</tr>
<tr>
<td>Neural Network</td>
<td>X X X X X X X</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>X</td>
</tr>
<tr>
<td>Support Vector Regression</td>
<td>X</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>X X</td>
</tr>
<tr>
<td>Gaussian Processes</td>
<td>X X</td>
</tr>
<tr>
<td>Exponential Smoothing</td>
<td>X</td>
</tr>
</tbody>
</table>


The general approach is using formulas with variables that affect the objective function and constraints. The outcome of interest in the optimization for prescriptive analytics is not the optimal value of the objective function $f(x)$, but the values of the decision variable $x$ (Pladdet, 2018). Equation 2.1 shows the formulation of the objective function to extract the optimal outcome of the decision variables.

$$\arg\max_x f(x) \text{ or } \arg\min_x f(x) \quad (2.1)$$

The optimization model can include multiple constraints which limit the possible values for the decision variables and enable the calculation of an optimal outcome. How these constraints are formulated depends on the optimization method.

2.1.4 Conclusion

Prescriptive analytics can be valuable in a variety of applications. It combines forecasts with optimization techniques to be able to pro-actively manage processes and companies. Both revenue maximization and cost minimization are important goals when applying prescriptive analytics. Based on the number of relevant articles found about prescriptive analytics, it can be stated that the research on prescriptive analytics is still in an immature stage. According to domain experts, companies are still mostly focused
on descriptive analytics and some also on predictive analytics. However, prescriptive analytics is were big data can be of its most value and therefore an increase in articles on this subject can be expected. This study will therefore contribute by adding extra research about prescriptive analytics and focus on resource allocation in sales processes.

2.2 Prescriptive analytics in Sales Processes

This section will further elaborate on the use of prescriptive analytics in sales processes. It will start by providing general background and is followed by different prescriptive analytics studies in a sales process context. It will end with a conclusion on the use of prescriptive analytics in sales processes.

2.2.1 General background

As stated in the introduction, there are multiple studies about allocating the optimal amount of resources in a sales context. The focus in these papers is mostly on attracting new customer where the sales agent is assigned to a customers who is most likely to make the sale. Srigopal (2018) describes the use of prescriptive analytics for current customers. The used optimization methods vary between the different papers. Well known methods for resource allocation optimization are integer programming, mixed integer programming, linear programming and multi objective programming.

2.2.2 Optimal allocation of sales teams to customers with Integer programming

Von Bischhoffshausen et al. (2015) use integer programming to formulate the optimal sales teams and allocate these to customers which maximizes revenue. The benefit of this method is that the optimization only takes integer values into account. The disadvantage is that it is therefore also less flexible. A sales-response function was calculated, which predicts the probability of a sales for every customer-sales team combination. The authors created a decision variable for each sales agent-team combination and a decision variable for every team-customer account combination. These decision variables are binary and take the value of 1 when the salesagent is in a specific team and 0 if a team is assigned to a specific customer account. Von Bischhoffshausen et al. (2015) include constraints which assure that a team can only be assigned to a customer account which it is capable to, that only one team is assigned to one customer account, that the maximum workload is not exceeded and that the maximum travel time of the sales agent is not exceeded.

2.2.3 Optimal allocation of salesagents per team with Mixed integer programming

Kawas et al. (2013) describe the use of mixed integer programming for prescriptive resource allocation of the number of sales agents for different categories of sellers to be able to assign the most effective teams. Mixed-integer programming is a variant of integer programming which allows for the combination of integer and continuous decision variables. The benefit of using mixed-integer programming is that it is
more flexible than integer programming and it allows for resources to be scheduled partially. This can be required in situations where one resource is allocated to multiple tasks. A disadvantage of using mixed integer programming is that it is computationally demanding and can become very complex (Pladdet, 2018).

The goal of Kawas et al. (2013) is to identify how much agents must be assigned to these different seller categories to maximum revenue. The authors use a sales response function to calculate the estimated revenue potential for combinations which they then use to create an objective function with all these response decision. Kawas et al. (2013) use constraints for the maximum amount of hires and fires and cost to model a more realistic situation.

### 2.2.4 Resource allocation with Linear programming

Vanderbei (2014) describes the use of linear programming for resource allocation problems. Linear programming is an optimization method which can be applied in a wide range optimization problems (Pladdet, 2018). It can be solved fast and uses linear equations to describe the relations between variables. The disadvantage of this method is that it does not allow non-linear relations and can become a simplified version of the real situation. Vanderbei (2014) combine the costs of the resources with the returns of the resources when used for different application to create an optimal allocation. The returns and costs are directly incorporated in the objective function. The constraints are the amount of resources that are available and possibly the minimum amount of resources that need to be used (Vanderbei, 2014). The latter is the case in the resource allocation for sales processes, because a fixed number of resources is available and agents are not fired or hired.

### 2.2.5 Resource allocation with Multi objective programming

Ramezani et al. (2013) use multi objective programming to optimize resource allocation in order to increase speed and reduce cost. Multi objective programming is an optimization method which can be used when multiple objectives need to be optimized simultaneously (Lotfi, Hatami-Marbini, Aghreli, Aghayi, & Gholami, 2012). The advantage is that a balance can be found between multiple objectives. This can however lead to sub optimal solutions for both objectives. In sales processes, the main driver is revenue, but it is possible to optimize resources for both revenue maximization and cost minimization.

### 2.2.6 Optimal resource allocation of retention investments

Srigopal (2018) describes the use of prescriptive analytics for allocating resources to different retention actions. This is an example of prescriptive analytics which is focused on existing customers instead of new customers. Srigopal (2018) uses a combination of survival analysis and ranking to determine what resources should be allocated to retention investments. The research uses customer data of an insurance company in a B2B subscription setting. By predicting when a customer will end its subscription and the effect of different actions. An optimal allocation can be determined.
2.2.7 Conclusion

Prescriptive analytics shows beneficial in sales context. The papers of Von Bischhoffshausen et al. (2015) and Kawas et al. (2013) focus on how to allocate resources in order to maximize revenue for new customers. Their aim is to find the combination of sales agent and customer that is most likely to lead to a sale. Vanderbei (2014), Ramezani et al. (2013) and Lotfi et al. (2012) describe the use of prescriptive analytics in a general resource allocation setting, where the minimum amount of resources are used to reach the optimal result. Srigopal (2018) describes the use of prescriptive analytics for existing customers in a subscription setting. This research will also focus on the use of prescriptive analytics for existing customers, but where Srigopal (2018) focused on customers in a subscription setting will this research focus on customers in a non-subscriptual setting. Figure 2.3 shows how the research is positioned in the current literature compared to other literature.

![Figure 2.3: Prescriptive analytics research for different customer focus and company product context](image)

The resource allocation optimization problem in this study does not allow for partial resource allocation and can therefore best be modelled using integer programming as described by Von Bischhoffshausen et al. (2015).

2.3 Churn probability calculation

This section provides an overview of the current research on churn probability. It starts by explaining the concept of churn, which is followed by methods for churn probability calculation. This section ends with an conclusion about the usefulness of the different methods in this research.

2.3.1 General background

Churn rate describes the probability that a customer will defect in the next period and is the opposite of the retention rate. This defection can have different forms like customers leaving a company (Huang
et al., 2010), customers switching to a competitor (Huang, Kechadi, & Buckley, 2012; N. Lu et al.,
2014; Hung, Yen, & Wang, 2006), no use of the service in a given period (Chen, 2016; Coussement &
De Bock, 2013), customer changes purchase patterns (Buckinx & Van Den Poel, 2005), no renewal of
a product (Coussement & Poel, 2009) and customer with decreasing CLV over time (Glady, Baesens,
& Croux, 2009). These reasons can be voluntarily when a customers chooses to churn by itself or
involuntarily when a company or other entity decides to churn the customer. This happens for instance
when a customer stops paying and the company discontinues a contract.

Churn calculation is used to determine the risk of loosing value and to decide how to allocate resources.
For the entire customer base, this can be calculated by using equation 2.2, where inclusion of customers
in the customer base is based on the churn definition. By using segmentation, a more specific churn
rate can be calculated. However for a customer specific churn rate more advanced techniques need to be
used.

\[
Churnrate = \frac{\text{customerBase}_{t=0} - \text{customerBase}_{t=1}}{\text{customerBase}_{t=0}} \cdot 100\% \tag{2.2}
\]

2.3.2 Methods for Churn rate calculation

Khodabandehlou and Zivari Rahman (2017) present a comparison of different supervised machine learn-
ing techniques for customer churn prediction. Table 2.2 shows the methods used in the literature included
in this research. From this overview can be concluded that Logistic regression (LR), Support Vector
Machine (SVM), Classification and Regression Trees (CART) and Artificial Neural Network (ANN)
are dominant methods for churn prediction. In addition, Srigopal (2018) describes the use Cox pro-
portional hazard model in recent literature. The benefits and relevance of the four dominant methods
from Khodabandehlou and Zivari Rahman (2017) and Cox proportional hazard model will be further
explained.

Logistic Regression

Logistic regression is a popular method for classification and is a variant of linear regression. The
benefits of this method are that it uses input variables which effects are directly interpretable from the
equation and has an output ranging from 0 to 1 (Pladdet, 2018). The latter is the reason why logistic
regression is ideal in binary situations.

Table 2.2 shows the relevance of logistic regression in churn rate calculation. Perlich, Provost, and
Simonoff (2004) state that logistic regression is especially relevant for predictions with small training
sets, where it provides higher accuracy than methods like decisions trees. The reason for this is, as King
and Zeng (2001) state, that the accuracy of logistic regression is sensitive to event rarity. Since customer
churn is usually a rare event, logistic regression can be useful for churn prediction in small data sets
(Gür Ali & Aritürk, 2014).
Table 2.2: Churn rate methods as discussed in literature of Khodabandehlou and Zivari Rahman (2017)

<table>
<thead>
<tr>
<th>Method</th>
<th>Association Mining</th>
<th>SEM</th>
<th>Survival Analysis</th>
<th>LR</th>
<th>ANN</th>
<th>Random Forest</th>
<th>CART</th>
<th>SVM</th>
<th>AdaBoost</th>
<th>K-means</th>
<th>NB</th>
<th>LC</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ali &amp; Ariiuk (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bucking and vd Poel (2004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coussement and de Bock (2013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coussement and Poel (2009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Devi Prasad and Madhavi (2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glady (2009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guo-en and Weidong (2009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hosseini et al (2010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huang et al (2010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huang et al (2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keramati et al. (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al. (2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lu et al. (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noyan and Simsek (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qureshi et al. (2013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Runge et al. (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tamaddoni Jahromi et al. (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsai and Chen (2010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Umayaparvathi and Iyakutti (2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vafeiadis et al. (2015)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yu et al. (2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Classification and Regression Trees

Classification and Regression Trees are another popular and commonly used method for classification (Khodabandehlou & Zivari Rahman, 2017). The benefit of this method is that it is able to include missing values and is easily interpreted. A disadvantage is that decision trees do not give the chance of belonging to a class but only what class an observation belongs to (Pladdet, 2018). This can however be overcome by using a combination of decision trees, being called a random forest or by using the number of observations in the end node. Decision trees are well used in churn predictions as can be seen in table 2.2. The reason for using this method are the possibility of using both categorical and numerical data and that it is relatively fast and efficient (Keramati et al., 2014).

Support Vector Machine

Support vector machine (SVM) is a classification method used for non-linear and linear classifications problems (Crone, Lessmann, & Stahlbock, 2006). Advantages of this method are that it can handle overlapping classes and that it is flexible (Pladdet, 2018). A disadvantage is that it can be slow when using large datasets. SVM shows good results for churn prediction (Huang et al., 2010). Khodabandehlou and Zivari Rahman (2017) even conclude that SVM outperforms decision trees in most of the studies. According to Yu, Guo, Guo, and Huang (2011), the reason for this is that SVM can take sample imbalance into account, which is usually the case for churn prediction. This method however does not give a probability of being a churn observation.

Artificial Neural Network

Artificial neural networks (ANN) is a method that uses a chained network of equations in order to produce an output. The advantage of this method is that it is able to extract complex relations between the input variables and the output variables (Pladdet, 2018). Neural networks are trained based on historical data and can easily be adapted when new data becomes available. A disadvantage of neural networks is that it is a blackbox method. This means that effects of variables are not interpretable and that it is unknown how an output is calculated. Table 2.2 shows the popularity of ANN in churn prediction literature of which most researchers use the multi-layer-perceptron variant (Khodabandehlou & Zivari Rahman, 2017). The reason for this is that ANN outperforms decisions trees and in some studies also outperforms support vector machines.

Cox proportional hazard model

In addition to these methods for churn calculation shows Srigopal (2018) the use of the Cox proportional hazard model for churn calculation. The Cox proportional hazard model is a method of survival analysis and creates a survival curve. This is a different approach than the aforementioned methods in that it does not predict the chance of churning in the next period, but it predicts the chance of reaching a specific period. Srigopal (2018) uses this model to determine if an action will have effect on the
expected customer lifetime. An advantage of this method is that it is able to create different survival curves for different customers based on customer specific variables. A disadvantage is that an underlying assumption is that the variables which create the customer specific survival curve do not change over time. It is therefore only possible to use method with actions when these actions occurred at the beginning of a customers’ life. However, most visits do not take place at the start of the customerlife and are therefore affecting the expected customerlife from a later point. This makes the effect of the visit biased towards a higher effect when using this model.

2.3.3 Conclusion

The discussed methods for churn forecasting calculate different churn parameters. The first selection criteria for choosing a churn calculation method is that the method needs to forecast a churn probability. The logistic regression and classification trees can predict the probability of belonging to a churn or non-churn class, where the support vector machine and artificial neural network predicts what class an observation belongs to. The Cox proportional hazard model predicts the chance of reaching a specific period and could therefore also be used. The second criteria is that the effect of different retention actions should be directly interpretable from the method by including it as a variable. As discussed does this lead to biased results when using Cox Proportional hazard model. Therefore the logistic regression and decision tree will be used as methods for churn calculation.

2.4 Customer Lifetime Value Calculation Methods

This section provides an overview of the current research in customer lifetime value calculation. First general background information will be provided after which different calculation methods will be discussed. This section will end with a conclusion about the usefulness of the different methods for this study.

2.4.1 General background

Customer lifetime value (CLV) is a measurement of what a customer is worth at the present point in time. It takes into account what the customer is expected to generate in terms of cashflows in the future and the costs that will be made for this customer. CLV is used to determine what customers to focus on (Groeger & Buttle, 2014), to gain insight in what can be expected from customers in terms of profit (Kim, Jung, Suh, & Hwang, 2006) and to recommend certain products (Shih & Liu, 2008).

The basic formula for the present value of future cashflow is shown in equation 2.3. In this equation PV represents the present value, FV represents the future value in period $t$ and $r$ represents the discount rate. The sum of all discounted future values of a specific customer represent the present value of the expected customer.
The basic CLV formula is formed by replacing $FV_t$ in equation 2.3 by $CM_t$ for contribution margin in period $t$ and $C_t$ being the costs made for this customer in period $t$ and adding the acquiring costs $AQ$ for that specific customer. This results in equation 2.4

$$CLV = \sum_{t=1}^{\infty} \frac{CM_t - C_t}{(1+r)^{t-1}} - AQ$$

(2.4)

The challenge is in how $CM_t$ and $C_t$ are calculated for every individual customer and period.

### 2.4.2 Methods for Customer Lifetime value calculation

Esmaeiligookeh et al. (2013) conducted a literature review about CLV calculations in which they studied the literature from 1985 to 2012. Table 2.3 shows the different used methods and the formulas of the articles using survival analysis. The calculation methods for CLV calculation in the article of (Esmaeiligookeh et al., 2013) can be categorized in three categories; Survival Analysis (SA), Markov Chain Modelling (MCM) and Recency, Frequency, Monetary modelling (RFM).

**Survival Analysis**

As can be seen in table 2.3 is survival analysis the most used method for calculating customer lifetime value. The aim of survival analysis is to create a survival curve, which resembles the probability of reaching a specific period. These probabilities are combined with expected contribution margin (J. Lu, 2003), with future cost (Kumar, Moorthy, Aeron, & Janakiraman, 2010) and other variables to create the expected future value of a customer. The benefit of this method is that a survival curve can be calculated with limited data. The KaplanMeijer estimate, as shown in equation 2.5, creates a survival curve using the duration of a customer life and if a customer has churned or not.

$$\hat{S}(t) = \prod_{t_j \leq t} \frac{n_j - d_j}{n_j}$$

(2.5)

Where $t_j$ is a $t$ where at least one churn event happened, $d_j$ the number of churners at time $t_j$ and $n_j$ the number of customers that are still customer at $t_j$.

This survival curve can be further tailored to specific customers by creating the survival curve for different customer clusters or by using COX regression. In this method customers have different survival curves based on customer properties (Ozenne, Sørensen, Scheike, & Torp-pedersen, 2017). J. Lu (2003) combines the survival probabilities with monthly margins and a discount rate to calculate the present worth of the expected future contribution margin of a specific customer in equation 2.6. This calculation method is similar to the one from Lehman and Gupta (2003), where the difference is that they calculate the CLV using yearly margins and yearly survival rate.
2.4. Customer Lifetime Value Calculation Methods

\[ CLV = MM \cdot \sum_{t=1}^{T} \frac{p_t}{(1 + \frac{r}{12})^{t-1}} \]  

(2.6)

Where \( MM \) is the average monthly margin, \( T \) is the last period until the CLV is calculated, \( p_t \) is the probability of surviving until period \( t \) and \( r \) is the yearly discount rate.

Others extend this model by including the costs made for the customer (Blattberg & Deighton, 1996; Berger & Nasr, 1998). This further specifies the expected value that can be expected from a customer but also requires more forecasting. Hwang, Jung, and Suh (2004) propose combining past profit contribution and potential benefit with survival analysis. They include opportunities for cross-selling at current customers in their potential benefit calculation which further extends the customer valuation. Ahmadi, Taherdoost, and Fakhravar (2011) state that different calculation methods should be used for different buyer seller relationships. They state that simple PV calculation, as in equation 2.3, can be used in situations where risks affecting the customer cashflow are low. For situations where this risk is high, Ahmadi et al. (2011) show that real options analysis is more accurate in predicting CLV than PV based models.

**Markov Chain Modelling**

Another method for customer lifetime calculation is using Markov chain modelling. In Markov modelling, all possible states of a customer are counted (Pfeifer & Carraway, 2000) and used to form a chain. A possible state in the churn context is staying customer for another period or churning in that period. These possibilities form a chain, where the probability of moving to another state can be determined by using chain theory. Pfeifer and Carraway (2000) use this method and state that the benefits of using Markov modelling are that it is flexible, probabilistic and can be used in decision making. The disadvantage is that the Markov chains can become very complex when multiple states are combined to form the Markov chain. This makes calculating with Markov chains more complex.

**Recency, Frequency, Monetary modelling**

Recency, Frequency and monetary modelling is a method for choosing customers to target and is mostly applied in marketing studies (Esmaeiligookeh et al., 2013). It uses the recency, which is the time since the last purchase, the frequency, which is the total number of orders of a customer and monetary, which is the average revenue generated by the historical orders of a customer. These variables are used to determine how valuable a customer is. Fader, Hardie, and Lee (2005) use this method where customers are grouped based on these three variables and labelled as in a range from very variable to not very variable. (D. Liu & Shih, 2005) include weights for the different variables to calculate a valuability score. The benefit of this method is that customers can be easily prioritized and that companies can easily diversify their marketing budget based on different target groups. The disadvantage of this method is that it can not be used to determine future value and assumes that customers does not change its behavior (Esmaeiligookeh et al., 2013).
### Table 2.3: Methods for calculating customer lifetime value

<table>
<thead>
<tr>
<th>Model</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SA</strong></td>
<td><strong>MCM</strong></td>
</tr>
<tr>
<td>Blattberg and Deighton (1996)</td>
<td>X</td>
</tr>
<tr>
<td>Berger and Nasr (1998)</td>
<td>X</td>
</tr>
<tr>
<td>Colombo and Jiang (1999)</td>
<td></td>
</tr>
<tr>
<td>Pfeifer and Carraway (2000)</td>
<td></td>
</tr>
<tr>
<td>Lehman and Gupta (2003)</td>
<td>X</td>
</tr>
<tr>
<td>J. Lu (2003)</td>
<td>X</td>
</tr>
<tr>
<td>Rust, Lemon, and Zeithaml (2003)</td>
<td></td>
</tr>
<tr>
<td>Hwang et al. (2004)</td>
<td>X</td>
</tr>
<tr>
<td>Fader et al. (2005)</td>
<td>X</td>
</tr>
<tr>
<td>D. Liu and Shih (2005)</td>
<td>X</td>
</tr>
<tr>
<td>Haenlein, Kaplan, and Beeser (2007)</td>
<td>X</td>
</tr>
<tr>
<td>Yeh, Yang, and Ting (2009)</td>
<td>X</td>
</tr>
<tr>
<td>Kumar et al. (2010)</td>
<td>X</td>
</tr>
<tr>
<td>Ahmadi et al. (2011)</td>
<td>X</td>
</tr>
<tr>
<td>Cheng, Chiu, Cheng, and Wu (2012)</td>
<td>X</td>
</tr>
</tbody>
</table>

Variables:  
- **CLE**: Customer Lifetime Equity  
- **a**: acquisition rate  
- **m**: margin on a transaction  
- **A**: Acquisition cost per customer  
- **R**: retention cost per customer  
- **rr**: yearly retention rate  
- **d**: yearly discount rate  
- **GC**: contribution margin for each customer  
- **M**: promotion costs for each customer  
- **n**: length of the period of cash flow  
- **π_p**: past profit contribution  
- **π_f**: future cash flow contribution
2.4.3 Conclusion

The advantages and disadvantages of Survival Analysis, Markov chain modelling and the RFM model are discussed in this section. All methods are widely used but serve different purposes. The outcome of the customer lifetime value calculation method needed for this research is a monetary value. Therefore the RFM model can not be used. The Survival Analysis and Markov chain modelling both generate probabilities of reaching a specific time period. Of these two methods, the survival analysis is mostly used and therefore this method is preferred. Based on the available variables, the CLV calculation method of J. Lu (2003) as shown in equation 2.6 is used.
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Proposed Prescriptive Resource Allocation System

This chapter will explain the proposed prescriptive resource allocation system, making use of data mining techniques as described in the previous chapter. First the system flow will be presented after which all elements are explained separately. This chapter will end with the benefits of using this system and how the system will be tested in the experimental setup.

3.1 The system setup

The aim of this setup is to create an optimal resource allocation system for sales agents to reduce churn in a business to business non-subscriptual context. Figure 3.1 shows the components of the prescriptive system, which are customer clusters, churn models, action effectiveness determination, a customer lifetime value model and an optimization model. The customers are first clustered based on their customer characteristics, after which a cluster specific churn model is created. These models generate an individual churn probability for all customers in a situation with sales visits and without sales visits. Based on these probabilities the action effectiveness of visits on the churn probability of an individual customer can be determined. This is then combined with the individual’s customer lifetime value to generate a list of optimal visits in the optimization model in the coming month. These individual components will be described in section 3.2.

3.2 Individual components of the model

In this section the individual components as shown in figure 3.1 are discussed. The clustering, churn model, action effectiveness determination, customer lifetime value calculation and optimization will be explained using a running example, which will be presented first.
3.2. Individual components of the model

3.2.1 Running example

The running example used in this section will consist of five example months of individual customers as shown in table 3.1, where each row corresponds with one month of one customer. The months will serve as time $t$ for which the churn probability at the end of $t + 1$ will be predicted. For simplicity reason, the customers’ ID range from one to five an have been customer for different lengths as shown in the customerlife column. The customers can be frequent buyers or infrequent buyers and differ in the average contribution margin and average number of products per order. Future visit is zero for all customers since this has not yet happened. In reality all months of a customer’s life are included in the model and more variables are used.

<table>
<thead>
<tr>
<th>ID</th>
<th>Customer life</th>
<th>Frequent buyer</th>
<th>Contribution margin</th>
<th>Number of products</th>
<th>Future Visit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>Yes</td>
<td>100</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>Yes</td>
<td>150</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>No</td>
<td>750</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>Yes</td>
<td>280</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>No</td>
<td>135</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

3.2.2 Clustering

The first step is to create relevant clusters for the customers. There will be two clustering methods used, being k-means and Gaussian mixture modelling clustering (GMM). The outcomes of the models using
these clusters are compared with each other and with the outcomes of models without clustering after which one method is chosen. The outcome of this clustering step is a cluster weight vector for each customer as shown in equation 3.1.

\[
W_i = \begin{bmatrix}
w_{i,1} \\
w_{i,2} \\
\vdots \\
w_{i,n}
\end{bmatrix}
\]  

(3.1)

Where \(i\) is the customer and \(1,...,n\) are the number of the clusters

For k-means this will be a vector where one weight takes the value one and all other weights take the value zero. For Gaussian mixture modelling clustering the values of all weights will be between 0 and 1 with a total sum of 1. The GMM clustering is especially useful when clusters overlap. To determine the chance that an observation belongs to a certain class, Gaussian mixture modelling uses a combination of Gaussian distributions for the different clusters over the different variables. Based on the position of the Gaussian distribution and the position of the observation, the probability of belonging to a cluster is calculated. The parameter explanation and optimization are described in section 5.1.6.

The weight vectors from this step are used to create individual churn models for every customer in section 3.2.3.

**Running example**

The customers of the running example are clustered based on their customer characteristics. The assumption is that there are two clusters, which in this case cluster 1 for frequent buyers with a high average number of products per order and cluster 2 for infrequent buyers with a low number of products. Because some customers do not explicitly belong in one of these clusters, weights are assigned as if GMM was used. This leads to the weight \(w_{ID,1}\) for cluster one and weight \(w_{ID,2}\) for cluster per customer as shown in table 3.2.

<table>
<thead>
<tr>
<th>ID</th>
<th>Frequent buyer</th>
<th>Number of products</th>
<th>(w_{ID,1})</th>
<th>(w_{ID,2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Yes</td>
<td>2</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>2</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>6</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>5</td>
<td>No</td>
<td>3</td>
<td>0.2</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 3.2: Running example after clustering
3.2.3 Churn prediction

The second step is to create a churn prediction model. The churn model predicts the churn chance for individual customers at the end of $t+1$ or further in the future. The reason for this is that in order to optimally allocate resources, there has to be time to react. Predicting the churn chance at the end of at least one period in advance allows for actions to be taken in that period. This is graphically represented in figure 3.2.

![Graphical representation of prediction method](image)

Figure 3.2: Graphical representation of prediction method

The churn prediction model $f(x)$ will be created for each cluster separately. Creating a number of models equal to the number of clusters, $C$. The individual cluster weights $W_i$ in combination with the cluster models will create individual churn models per customer as shown in equation 3.2 and 3.3.

$$
Churn\ probability_{i,t+1} = \begin{bmatrix}
W_{i,1} \\
W_{i,2} \\
\vdots \\
W_{i,C}
\end{bmatrix} \begin{bmatrix}
f_1(x_{i,t}) \\
f_2(x_{i,t}) \\
\vdots \\
f_C(x_{i,t})
\end{bmatrix} \tag{3.2}
$$

Or more formally:

$$
Churn\ probability_{i,t+1} = \sum_{c=1}^{C} W_{i,c} \cdot f(x_{i,t}) \tag{3.3}
$$

Where $i$ is the customer, $t$ is the period and $C$ is the number of clusters.

The used models are variations of logistic regression and decision tree, based on the literature review. The logistic regression generates a chance between 0 and 1 as output and can therefore directly be used to model the churn probability. Classification trees however, are designed to generate the class an observation belongs to, rather than a probability of belonging to a certain class. Therefore, some alterations need to be done to make the classification tree generate a probability. The method described by Provost & Fawcett and Provost (2013) will be used for this, which uses the proportion of the different classes in the set of the end note to calculate the probability. Figure 3.3 shows this calculation.
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Running example

Since the customers of the running example are clustered in two clusters, there are two churn models created. The churn probability for the individual customers are calculated using both model $f_1(x_{ID,t})$ and $f_2(x_{ID,t})$ and then multiplied by the cluster weights as shown in 3.3. Both models include the future visit variable as variable effecting the churn probability. The churn probability at the end of $t+1$ is calculated.

<table>
<thead>
<tr>
<th>ID</th>
<th>$w_{ID,1}$</th>
<th>$w_{ID,1}$</th>
<th>$f_1(x_{ID,t})$</th>
<th>$f_2(x_{ID,t})$</th>
<th>Churn probability$_{ID,t+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6</td>
<td>0.4</td>
<td>0.4</td>
<td>0.6</td>
<td>0.48</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.3</td>
<td>0.7</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>0.9</td>
<td>0.2</td>
<td>0.4</td>
<td>0.44</td>
</tr>
<tr>
<td>4</td>
<td>0.8</td>
<td>0.2</td>
<td>0.9</td>
<td>0.6</td>
<td>0.84</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>0.8</td>
<td>0.3</td>
<td>0.5</td>
<td>0.46</td>
</tr>
</tbody>
</table>

3.2.4 Action effect calculation

The third step is to determine the effect of an action on the churn probability of a customer. For this, the actions variables in the model for predicting churn. To make the model prescriptive, future action variables should be included which are in the future up until the moment of which the churn probability is predicted. In the situation of figure 3.2 where the churn probability at the end of period $t+1$ is predicted, the visit variable for $t+1$ should be included, which allows for time to react. If the churn probability at the end of $t+2$ would be predicted, then the visit variable for $t+1$ and $t+2$ should be included.

The effect of the actions on the churn probability is determined by predicting the churn probability twice per observation. The first time the churn probability is predicted using the original variable values of the
3.2. Individual components of the model

observation, resulting in \( \text{Churn probability}_{i,t+1,a} \). The second time the churn probability is calculated again, but this time the action variable is increased by 1, indicating that a visit has taken place. This leads to \( \text{Churn probability}_{i,t+1,a+1} \), being the churn probability when the action has taken place. The effect of the action on the churn probability is then calculated by using formula 3.4, where \( i \) is the customer and \( a \) is the action.

\[
\text{Action effect}_{i,t+1,a} = \text{Churn probability}_{i,t+1,a} - \text{Churn probability}_{i,t+1,a+1}
\]

(3.4)

This action effect differs per customer and can differ per period based on what model is used.

Running Example

The churn probability is now calculated again using the same method as before but by using the data in table 3.4, where 1 future visit is added for all customers. The churn probability using this data is called \( \text{Churn probability}_{ID,t+1,a+1} \).

<table>
<thead>
<tr>
<th>ID</th>
<th>Customer life</th>
<th>Frequent buyer</th>
<th>Contribution margin</th>
<th>Number of products</th>
<th>Future Visit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>Yes</td>
<td>100</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>Yes</td>
<td>150</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>No</td>
<td>750</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>Yes</td>
<td>280</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>No</td>
<td>135</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

The action effectiveness is calculated using equation 3.4 and shown in table 3.5. The \( \text{Churn probability}_{ID,t+1} \) corresponds to the churn probability as predicted with the original data without the visit.

<table>
<thead>
<tr>
<th>ID</th>
<th>( \text{Churn probability}_{ID,t+1} )</th>
<th>( \text{Churn probability}_{ID,t+1,a+1} )</th>
<th>( \text{Action effect}_{ID,t+1,a} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.48</td>
<td>0.40</td>
<td>0.08</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.44</td>
<td>0.43</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>0.84</td>
<td>0.69</td>
<td>0.15</td>
</tr>
<tr>
<td>5</td>
<td>0.46</td>
<td>0.40</td>
<td>0.06</td>
</tr>
</tbody>
</table>
3.2.5 Customer lifetime value

The last step before optimization is to calculate the expected value that is generated by the action. For this the expected future value of the customer is calculated. The KaplanMeijer estimate will be used for this, which is a widely used method. This estimate calculates the probability that churn moment $T$ is further in the future than time $t$, $P(T > t)$. This is the probability of reaching a specific customer lifetime. Equation 3.5 is used to calculate the survival rate for every point $t$, in which all customers’ lifetime durations are included. This forms the survival curve.

$$
\hat{S}(t) = \prod_{i \cdot t_i < t} \frac{n_i - d_i}{n_i} = P(T > t)
$$

(3.5)

Where $\hat{S}$ = Survival rate at $t$, $n_i$ = number of subjects at risk at $t$ and $d_i$ = death events at time $t$

This probability of reaching period $t$ is updated in every new period by including the information that the subject remained customer until that period. The conditional probability of a customer staying until $t$ given that a customer has stayed until time $s$ can be calculated using Bayes’ theorem as shown in equation 3.6.

$$
P(T > t | T > s) = \frac{P(T > s | T > t) \cdot P(T > t)}{P(T > s)}
$$

(3.6)

Because the customer lived until $s$, $t$ must be equal or higher than $s$. This means that the probability that a customer stays until time $s$ when given that the customer stayed until time $t$ $P(T > s | T > t)$, is equal to 1. Equation 3.7 shows the new equation.

$$
P(T > t | T > s) = \frac{P(T > t)}{P(T > s)}
$$

(3.7)

Equation 3.7 can then be rewritten using the KaplanMeijer estimate as shown in equation 3.5 into:

$$
P(T > t | T > s) = \frac{\hat{S}(t)}{\hat{S}(s)} = p_{i,t}
$$

(3.8)

The survival curve created by the KaplanMeijer estimate is updated using equation 3.8 by scaling the curve at point $s$. This creates a curve where the probability of reaching $s$ is one and $s < t$ is scaled based on the probability of reaching $s$.

The rescaled survival curve of the KaplanMeijer estimate $\hat{S}(t)$ becomes a customer specific probability $p_{i,t}$ for reaching $t$. This is then used in equation 3.9 to calculate the CLV of a specific customer.

$$
CLV_i = CM_i \cdot \sum_{t=CCL_i}^{T} \frac{p_{i,t}}{(1 + \frac{r}{12})^{t-1}}
$$

(3.9)

Where $i$ is the customer, $p_{i,t}$ is the customers probability of reaching period $t$, $CM_i$ is the average monthly contribution margin of the customer, $CCL_i$ is the current customer lifetime and $r$ is the interest rate.
The $T$ in equation 3.9 can be altered in order to test the robustness of the system. The higher $T$ the higher the $CLV_i$ will be for all customers.

### Running example

The remaining customer lifetime value of the running example customers is calculated using the average contribution margin and survival curve.

<table>
<thead>
<tr>
<th>ID</th>
<th>Customer life</th>
<th>Contribution margin</th>
<th>$\sum_{t=CCL_{40}}^{T} \frac{p_{i,t}}{(1+r)^{t-1}}$</th>
<th>CLV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>100</td>
<td>3.8</td>
<td>380</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>150</td>
<td>2.4</td>
<td>360</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>750</td>
<td>4.2</td>
<td>3300</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>280</td>
<td>6.5</td>
<td>1820</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>135</td>
<td>0.4</td>
<td>540</td>
</tr>
</tbody>
</table>

### 3.2.6 Optimization

The optimization model combines the customer lifetime value, churn probability, action effect and the decision variable $a_i$. It maximizes the customer lifetime equity (CLE), which is the sum of the expected value from all customers.

$$\max (CLE) = \max \sum_{i=1}^{I} CLV_i (1 - (Churn \ probability_{i,t+1} - Action \ effect_{i,t+1,a} \cdot a_i))$$

(3.10)

With respect to:

$$\sum_{i=1}^{I} a_i \leq \text{Maximum number of visits}$$

(3.11)

Constraining for the maximum amount of visits, where the assumption is made that all visits are weighted equally as one visit.

$$CLV_i = CM_i \cdot \sum_{t=1}^{T} \frac{p_{i,t}}{(1+r)^{t-1}}$$

Churn probability$_{i,t+1} = \sum_{c=1}^{C} w_{i,c} \cdot f_c(x_{i,t})$

Action effect$_{i,t+1,a} = Churn \ probability_{i,t+1} - Churn \ probability_{i,t+1,a+1}$

$a_i = 0$ if no action has taken place, 1 if action has taken place

This equation can be optimized by using integer programming where the decision variables $a_i$ determine which action to pursue for what customer in the coming period. In practice this optimization problem
will be optimized by calculating the monetary effect of all actions and rank these based on their value. The maximum number of visits are than selected by selecting the ranks 1 to the maximum number of visits. The CLE is than calculated using these visits.

**Running example**

Table 3.7 shows the input for the optimization model from the previous sections. The inputs are used to determine the optimal visits creating optimization problem in equation 3.12

$$
max(CLE) = max((1 - (0.48 - 0.08 \cdot a_1)) \cdot 380) + (1 - (0.50 - 0.00 \cdot a_2)) \cdot 360) \\
+ (1 - (0.44 - 0.01 \cdot a_3)) \cdot 3300) + (1 - (0.84 - 0.15 \cdot a_4)) \cdot 1820) \\
+ (1 - (0.46 - 0.06 \cdot a_5)) \cdot 540) 
$$

(3.12)

If we assume a maximum number of two visits, than the optimal visits are visiting customer 4 and customer 3. This leads to a customer lifetime equity of 3114,40 compared to 2811,00 without visits.

### 3.3 Benefits of the model

The first benefit of using the proposed method is that the system is able to identify the effect of a visit on the churn probability of a specific customer and uses this to prescribe which customers to visit. By clustering the customers, the churn model and action effect can be calculated for customers with similar characteristics. This makes the prediction more accurate and gives insight in how different customers react on visits. The customer specific outcome allows for targeting of customers based on the effectiveness of the actions and customer value on individual level.

Secondly, the system is flexible in that this method can be applied in situations with different kind of retention actions. It can identify the effectiveness of the action individually and the effectiveness of a combination of actions. It is also flexible in the number of customers and new customers can directly be placed in the most relevant cluster and included in the optimization.
3.4 Experimental setup

The third benefit is that the output of the model consists of a list of customers to visit. This can directly be used as starting point for the planning of sales visits. It can also be used as input for a CRM system where this process is automated.

3.4 Experimental setup

The proposed model will be tested in the case study of chapter 4 using an experimental setup as shown in figure 3.4. The data will be split into a training set and a hold out month. The hold out month serves as a test set and is not used for training. The training data is split into an appropriate number of clusters after which 10 fold cross validation is used for parameter tuning of the churn models. The churn model is then trained per cluster using the optimal parameters. The final model including all clusters is evaluated using the hold out month. The evaluation criteria can be found in section 6.1.1.

Parameter tuning and evaluation of the models will be based on the outcome of 10-fold cross validation, where a model is trained on a trainset and evaluated on a testset. The final evaluation metrics of the model are based on the average of the evaluation metrics over the 10 folds. For the models where oversampling is used, only the trainset will be oversampled to prevent spillover of observations from the trainset to the testset.
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Figure 3.4: Experimental setup
Chapter 4

Case Background

This chapter will describe the background of the case. It starts with the business understanding section, where background is given about the business context and objectives. This is followed by the data understanding section, which describes the dataset and explores the different variables.

4.1 Business Understanding

The aim of this section is to describe the context and goals of the case study. This section consists of the three subsections: business objectives, scope, target variable and data mining goals.

4.1.1 Business Objectives

The company in this case study operates in the chemicals market and sells to vendors, professional users and production companies. The company is a conglomerate with different brands of both consumer and professional products. It operates through business to business (B2B) channels and uses sales agents to attract new sales and manage existing accounts.

This case study focuses on the sales department of the company. In the existing situation, as shown in figure 4.1, the sales agents decide how to allocate their time over different customers themselves. For making this decision, the company offers the sales agents a customer relationship management system (CRM) which includes demographic information about the clients, the order history and actions undertaken by sales agents. At this point, all information in the CRM system is descriptive information based on historical data. The company believes it can increase the total customer value when sales agents resources are allocated more optimal.
Besides increasing total customer value based on this model, the company also seeks an actionable outcome. The business objective with its success criteria are presented in Table 4.1.

Table 4.1: Business objectives and success criteria

<table>
<thead>
<tr>
<th>Objective</th>
<th>Success Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Optimize resource allocation of sales agents</td>
<td>1a) Increased total customer value</td>
</tr>
<tr>
<td></td>
<td>1b) Outcome is actionable</td>
</tr>
</tbody>
</table>

### 4.1.2 Scope

This case study will serve as an exploratory study and be an use case for further use of prescriptive resource allocation. Therefore the decision is made to solely focus on the Small Service Outlets (SSO) located in the Netherlands. The SSOs are small paint and hardware stores which are visited by sales agents throughout the year. No contracts or price agreements are made with these customers and products are bought by order. The customers can receive discounts on product price and can be part of loyalty program gold, diamond or platinum. This case study will only focus on the use of prescriptive resource allocation for keeping existing customers and maximizing the total customer value of these customers.

### 4.1.3 Target variable

Since the focus in this case study lies on maximizing the total customer value of existing customers, the target value is customer churn. There are no contracts or subscriptions between the customer and the company and therefore there is no explicit moment of customer churn. The churn definition is therefore indirect and needs to be formulated. There are two churn definitions used in this case study: static churn and dynamic churn. The reason for this is that these churn definitions both use activity as their criterion.
for being churned of which the data is available. The reason for choosing two definitions is to determine the effect of different churn definitions.

A customer is churned according to the static churn definition when that customer did not order for a specific period of time. This period can be $n$ number of months and is an equal period for all customers. This is shown in equation 4.1.

$$\text{Static churn}_{i,t} = \begin{cases} 
0 & \text{if Active in period (}t, t+n) \\
1 & \text{if Not active in period (}t, t+n) 
\end{cases}$$

(4.1)

Where $i$ is the customer, $t$ is the time period and $n$ the number of months

A customer is churned according to the dynamic churn definition when a customer did not order for a period of time specific to this customer. This is based on the median of the order intervals $OI_i$ of this customer and changes over time when the order interval changes. The order interval is calculated by determining the period between consecutive orders. By using the order interval, dynamic churn makes a distinction between customers which order order frequently and those that do not order frequently. The median of the order interval is used because it is less affected by outlier order intervals and gives a more realistic representation of a typical order interval of a customer. The median order interval is multiplied by a factor $f$ in order to get to a period per customer. This is shown in equation 4.2.

$$\text{Dynamic churn}_{i,t} = \begin{cases} 
0 & \text{if Active in period (}t, t+f(OI_i)) \\
1 & \text{if Not active in period (}t, t+f(OI_i)) 
\end{cases}$$

(4.2)

Where $i$ is the customer, $t$ is the time period, $f$ the multiply factor and $M(OI_i)$ is the median order interval of customer $i$

### 4.1.4 Data Mining Goals

The company seeks to use a system which supports the sales agents in their decision on how to allocate their time over different existing customers and what actions to use for specific customers in a given period. The objective for using this system is to allocate sales resources for maximization of future customer value. To achieve this, predictive models for the churn probability, customer value and action effectiveness need to be created and combined with an optimization model. The data mining goals are presented in table 4.2.
<table>
<thead>
<tr>
<th>Goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) A churn probability model on specific customer level</td>
</tr>
<tr>
<td>2) A customer value model on specific customer level</td>
</tr>
<tr>
<td>3) An action effectiveness model on specific customer level</td>
</tr>
<tr>
<td>4) A resource allocation model which optimizes for customer value</td>
</tr>
</tbody>
</table>

### 4.2 Data Understanding

The data understanding section consists of four subsections, being: initial data, data description, data exploration and data quality. The aim of this section is to present and understand the data. The four subsections will all be discussed separately.

#### 4.2.1 Initial Data

The initial data of the company consists of sales data, demographic data and action data until the 30th of October 2018.

#### 4.2.2 Data Description

The sales data from the company is directly exported from SAP on the 1st of November 2018 and its attributes are shown in table 4.3. It consists data of 1393 customers over a total timerange from 02-02-2015 until 30-10-2018. The reason for this timerange is that the company changed systems at the beginning of 2015 and previous data was no longer stored. The data is stored in rows, where every row corresponds to an order of products from a specific brand for a specific order for a specific customer. All customers have an unique identifier **Customer number**, which is identical in all datasets. **Brand name** corresponds to the 22 different brands being offered by the company, where the name of the brands is replaced by a corresponding number. The **Document number** corresponds with the order number. Since products from different brands can be ordered on one order number, this order number is not unique over the dataset. It does however correspond to one unique order. **Calender day** corresponds to the day the order was placed in a YYYYMMDD format. The **Quantity** is the amount of liters of the product that was ordered for a specific order. The **Total revenue** is the sum of the revenue generated by selling the quantity of a certain product for a specific order in euro. This revenue is calculated after discounts has been deducted. The **Discounts** correspond with the amount of discount which is given. This is is displayed as a negative value. **Contribution margin** is the profit generated from selling the quantity of the specific product in the order. This attribute is calculated in euro.

As can be seen in table 4.3, the **Revenue**, **Discounts** and **Contribution margin** show both positive and negative values. Only negative values are expected for **Discounts**, where only positive values are expected.
Table 4.3: Sales data attributes

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Explanation</th>
<th>Example</th>
<th>Range/Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer number</td>
<td>Unique identifier</td>
<td>12345678</td>
<td></td>
</tr>
<tr>
<td>Customer name</td>
<td>Name of the customer</td>
<td>Jansen B.V.</td>
<td></td>
</tr>
<tr>
<td>Brand name</td>
<td>Brand name of the product</td>
<td>17</td>
<td>[1, 22]</td>
</tr>
<tr>
<td>Document number</td>
<td>Order number</td>
<td>98765432</td>
<td></td>
</tr>
<tr>
<td>Calender day</td>
<td>Date in YYYYMMDD</td>
<td>20181205</td>
<td>[20150102, 20181030]</td>
</tr>
<tr>
<td>Quantity</td>
<td>Quantity of product in liters</td>
<td>5.4</td>
<td>[0.0, 31313]</td>
</tr>
<tr>
<td>Total revenue</td>
<td>Revenue after discount in euro</td>
<td>120</td>
<td>[-23, 182905]</td>
</tr>
<tr>
<td>Discounts</td>
<td>Discount in euro</td>
<td>-20</td>
<td>[-424523, 6458]</td>
</tr>
<tr>
<td>Contribution margin</td>
<td>Contribution margin in euro</td>
<td>30</td>
<td>[-11085, 121560]</td>
</tr>
</tbody>
</table>

for Total revenue and Contribution margin. The reason that these values exist is that return orders are included, where products are returned and the company has to pay back the amount which is payed for the products. These orders will be excluded from the dataset.

The demographic data of the customers is exported from the CRM system of the company and its attributes are presented in table 4.4. Customer number and Customer name correspond to the same unique identifiers as in the sales data. The Address attribute indicates the location of the store of the customer and Subtype indicates if the customer is of subtype 1 or subtype 2. The Loyalty program attribute indicates if the customer is part of loyalty program Gold, Diamond, Platinum or of no loyalty program. No missing values are present in this dataset.

Table 4.4: Demographic data attributes

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Explanation</th>
<th>Example</th>
<th>Range/Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer number</td>
<td>Unique identifier</td>
<td>12345678</td>
<td></td>
</tr>
<tr>
<td>Customer name</td>
<td>Name of the customer</td>
<td>Jansen B.V.</td>
<td></td>
</tr>
<tr>
<td>Address</td>
<td>Address of the customer</td>
<td>Lismortel 62</td>
<td>5612 AR Eindhoven</td>
</tr>
<tr>
<td>Subtype</td>
<td>Subtype of customer</td>
<td>1</td>
<td>{1, 2}</td>
</tr>
<tr>
<td>Loyalty program</td>
<td>Part of loyalty program type</td>
<td>Gold</td>
<td>{Gold, Diamond, Platinum, None}</td>
</tr>
</tbody>
</table>

The visit data is also exported from the CRM system of the company and its attributes are presented in table 4.5. The Customer number and Customer name are the unique identifiers corresponding with the unique identifiers in the other datasets. The Visit status indicates if the visit is either completed, planned, in progress or cancelled. The Start event and End event attributes are a timestamp of the start
and end of the visit. As can be seen in table 4.5, the start event and end event show values in the future. Since this research is focused on the timerange from 02-01-2015 until 31-10-2018, the visits with timestamps outside this period will be excluded. Furthermore, since some visits are planned, in progress or cancelled, it is unclear if these visits did take place. Therefore, these visits are also excluded.

Table 4.5: Visit data attributes

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Explanation</th>
<th>Example</th>
<th>Range/Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer number</td>
<td>Unique identifier</td>
<td>12345678</td>
<td></td>
</tr>
<tr>
<td>Customer name</td>
<td>Name of the customer</td>
<td>Jansen B.V.</td>
<td></td>
</tr>
<tr>
<td>Visit status</td>
<td>Completed</td>
<td></td>
<td>{Completed, Planned, In progress, Cancelled}</td>
</tr>
<tr>
<td>Start event</td>
<td>Timestamp of start visit</td>
<td>05-12-2018 12:00</td>
<td>[27-08-2015 06:00, 29-09-2029 11:00]</td>
</tr>
<tr>
<td>End event</td>
<td>Timestamp of end visit</td>
<td>05-12-2018 13:00</td>
<td>[27-08-2015 07:00, 29-09-2029 12:00]</td>
</tr>
</tbody>
</table>

4.2.3 Customer pool

The customer pool consist of 1393 customers which differ in customer lifetime, amount of orders per year and total order size per year. 15 of these customers do not show any orders and are therefore excluded. The customers have different starts and ends of their customerlife. 496 customers have the start and end of their customerlife within the period 01-2015 to 10-2018. Of these customers the whole customerlife is captured within the dataset. For 464 customers the start of the customerlife is captured within the dataset but the end of the customerlife is not captured. These customers are customers who did not churn at the end of the dataset. 315 customers are active throughout the period of the dataset. It is unclear when these customers started their customerlife and when this will end. For the remaining 103 customers there is only an end of the customerlife visible in the dataset. The assumption is made that customers who ordered in the first two months of the dataset are old customers. Table 4.6 shows the number of customers per group for static churn.

Table 4.6: Start and end event within dataset - Static churn

<table>
<thead>
<tr>
<th>Event within dataset</th>
<th>Number of customers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start - End</td>
<td>496</td>
</tr>
<tr>
<td>Start - No end</td>
<td>464</td>
</tr>
<tr>
<td>No start - No end</td>
<td>315</td>
</tr>
<tr>
<td>No start - End</td>
<td>103</td>
</tr>
</tbody>
</table>
Table 4.7 shows the number of customers, revenue and number of orders for the four years indexed for 2015. The type of customers are percentages of the total number of customers. This table is created on an overview level where all data is aggregated per year. What can be seen is that the number of ordering customers, which are the customers that have ordered at least one time in the specific year, show a decreasing trend from 2015 to 2017 and remains stable in 2018. Customers are considered a new customer when the customer did not order in years previous to the specific year. This percentage is high in 2015 due to the start of the dataset, but stable for 2016 to 2018. The current customers are customer that at least ordered in the year before the specific year. After an increase in 2016, the percentage of current customers decreased in 2017 and 2018. The reactivated customers are customers that ordered previously but not in the year directly before the year of interest. These customers were active, stopped being active and became active again. Due to the definition, 2015 and 2016 do not have reactivated customers. 2017 and 2018 shows a small percentage of reactivated customers.

Table 4.7: Ordering customers and revenue per year indexed for 2015

<table>
<thead>
<tr>
<th></th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
<th>2018*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordering customers</td>
<td>100</td>
<td>87</td>
<td>78</td>
<td>77</td>
</tr>
<tr>
<td>New customers</td>
<td>22%</td>
<td>7%</td>
<td>8%</td>
<td>9%</td>
</tr>
<tr>
<td>Current customers</td>
<td>78%</td>
<td>93%</td>
<td>90%</td>
<td>88%</td>
</tr>
<tr>
<td>Reactivated customers</td>
<td>0</td>
<td>0</td>
<td>2%</td>
<td>3%</td>
</tr>
<tr>
<td>Total revenue in Euro</td>
<td>100</td>
<td>102</td>
<td>111</td>
<td>10</td>
</tr>
<tr>
<td>Average yearly revenue in Euro</td>
<td>100</td>
<td>102</td>
<td>111</td>
<td>100</td>
</tr>
<tr>
<td>Total number of orders</td>
<td>100</td>
<td>97</td>
<td>90</td>
<td>84</td>
</tr>
<tr>
<td>Average yearly number of orders</td>
<td>100</td>
<td>112</td>
<td>117</td>
<td>108</td>
</tr>
</tbody>
</table>

The total revenue shows an increasing trend over the years. It has to be noted that the revenue for 2018 is only measured until the end of October and is therefore lower than the actual revenue. The average yearly revenue also shows an increase over the years. This means that the trend is that customers spend more on their total yearly orders. The total number of orders has decreased over the years. This is mostly due to the decrease in ordering customers, since the average yearly number of orders shows an increase over the years.

### 4.2.4 Data Exploration

To facilitate data exploration, the salesdata, customerdata and visitdata is converted to monthly data. Therefore, the attributes monthly revenue, monthly discounts, monthly contribution margin, monthly number of products were created. The average of these attributes were taken to generate a general overview per customer. The order interval (OI) representing the time between two orders was calculated by measuring the interval between all orders in days and taking the median.

The churn rate will be explored first after which multiple variables are explored. Company experts
indicated that their expectation was that the effects of visits differ for customers with different order frequency, order size, the yearly expenditure at the company and the stability of the behavior. Therefore, the initial attributes of which the effect on churn will be explored are *Order interval, Revenue, Number of products, Yearly revenue* and stability of behavior. In addition the number of visits and *Discount*, are included, since these are action variable. The attribute’s distribution for churners and non churners will be explored on a high level using boxplots and a lower level using histograms.

**Churn**

The first variable of interest is the churn rate. For this a variable will be added showing if a customer has churned according to the *Static churn* and *Dynamic churn* definition. These variables are calculated using equation 4.1 and equation 4.2. A customer is considered a churned customer if it has churned between 02-01-2015 and 31-10-2018 according to the used definition. Figure 4.2 shows what percentage of the customers have churned subject to different *n* for static churn and different *f* for dynamic churn. The *n* for static churn corresponds to the number of months a customer needs to be inactive to be considered a churned customer. The *f* for dynamic churn corresponds to the number of order intervals a customer needs to be inactive to be considered a churned customer.

![Figure 4.2: Percentage of churn subject to a different period of *n* months or different factor *f*](image)

What can be seen from figure 4.2 is that static churn is a less strict definition than dynamic churn. The reason for this is that customers with a high order interval have a longer period in which they have to be inactive. The elbow point was used to determine *n* and *f*. This is *n = 2* for the static churn, making the period of inactivity before being churned 2 months. For dynamic churn this is *f = 6*, making the period of inactivity before being churned 6 times the typical order interval. These parameters result in a percentage churn of 70 percent of the population for both definitions.

**Order interval**

Figure 4.3a shows the distribution of the median *Order interval* for non-churners and churners using both the static churn definition and the dynamic churn definition. The figure shows that churners tend to have higher order intervals than non churners in both definitions. This indicates that customers who order more frequent tend to be more loyal. The median for the static definition is 7 days for non-churners and
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For the dynamic definition the median is 7 days for non-churners and 21 for churners. This indicates that the typical non-churner in both definitions orders weekly and the typical churner orders every three to three and a half weeks. Figure 4.3a also shows that the range of order intervals for non-churners is smaller than for churners and that the static non-churners show a smaller range than the dynamic non-churners. Figure 4.3b shows that the unimodal distribution of order interval is different for non-churners and churners when using the static churn definition. However, when using the dynamic definition, the unimodal distribution of order interval for non-churners and churners show similarity. This indicates that this is not a good predictor for dynamic churn.

Figure 4.3: Distribution of median order interval for non-churners and churners

Figure 4.4a shows that for the static churn definition the customer with an order interval of 1 to 17 days are more loyal and customers with higher order interval all tend to churn within four years. Figure 4.4b shows that for the dynamic churn, there are some customers with a order interval higher than 17 which do not churn within the four years. Customer with an order interval of 60 days or higher would always churn according to the static churn definition. However, comparing figure 4.4a and 4.4b shows that only a small percentage of customers with an order interval of 60 days or higher do churn when using the dynamic churn definition. Based on this exploration can be concluded that the variable Order interval shows predictive power for static churn and no predictive power for dynamic churn.

Figure 4.4: Percentage non churners and churners for different median order interval
Revenue

Figure 4.5a shows the distribution of the average *Revenue* per order for non-churners and churners using both the static churn definition and the dynamic churn definition. What can be seen is that non-churners tend to have a higher average revenue per order than churners. This indicates that customers who order for a higher value tend to be more loyal than customers who order for a lower value.

The typical non-churner has an average revenue per order of 2528 euro per order for the static definition and 2313 euro for the dynamic definition. The typical churner has an average revenue of 515 euro per order for the static definition and 546 euro for the dynamic definition. Figure 4.5b shows that the churners in both definitions show a more compact unimodal distribution than the non-churners, indicating that revenue per order can be used as predictor for churn.

Figure 4.6a and figure 4.6b show a similar trend. Customers with a very low average revenue per order have high chance of churning. The group from low to high average revenue per order have a medium chance of churning and very high average revenue per order have low chance of churning. *Revenue* is therefore considered a valuable predictor for churn in both definitions.

---

**Figure 4.5:** Distribution of average revenue per order for non-churners and churners

**Figure 4.6:** Percentage non churners and churners for different average sizes of revenue
Discount

The customers receive different percentages discount per order. Figure 4.7a shows the distributions of the average discount per order for non-churners and churners. The churners and non-churners show similar average percentage discount and the distributions show overlap. This means that there does not seem to be a clear relation between percentage of discount and churn. The range of average discount per order is smaller for non-churners than for non-churners in both definitions. A typical non-churner receives a discount of 36% for the static definition and 37% for the dynamic definition. The typical churner receives 34% discount for both definitions.

Figure 4.7: Distribution of average discount per order for non-churners and churners

Figure 4.8a and figure 4.8b show that both definition have similar distributions of average discount per order and percentage of non-churners and churners per group. The figures show that a moderate discount between 30 and 40 percent leads to the largest percentage of non-churners. A decrease in effectiveness is visible for lower discount and for higher discount. This indicates that there is a range in which the discount is effective and therefore the discount variable is considered to be a predictor for churn.

Figure 4.8: Percentage non churners and churners for different average sizes discount
Number of Products

Figure 4.9a shows the average number of products per order for non-churners and churners. It can be seen that non-churners tend to buy more different products than churners. This means that customers that buy more different brands of products tend to be more loyal. A reason for this could be that the customer becomes more dependent on the company for different products. This trend is visible for both the static churn definition as for the dynamic churn definition. A typical non-churner orders products of 4 different brands for both the static definition and the dynamic definition. The typical churner orders products of 2 different brands for both the static as the dynamic definition. Figure 4.9b shows that the variable has an unimodal distribution which differs for non-churners and churners in both definitions. This indicates that number of products can be used as predictor for churn.

![Figure 4.9: Distribution of average number of products per order for non-churners and churners](image)

Figure 4.10a and figure 4.10b show that the higher the average number of products per order the less customers churn. Especially the customers with 1 to 3 products per order on average tend to be less loyal than other customers with a higher average of products per order.

![Figure 4.10: Percentage non churners and churners for different average number of products](image)
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**Average yearly revenue**

The average yearly revenue is calculated by summing all orders per year and taking the average of the non-zero years for every customer. Figure 4.11a shows that the non-churners tend to have higher yearly revenue than the churners. A reason for this could be that churners usually do not order throughout the year which could lower the yearly average revenue. Another explanation could be that customers with a higher yearly revenue are more loyal to the company because they are more dependent on the products provided by the company. Figure 4.11b shows that the distribution of the average yearly revenue is unimodal in both definitions for the non-churners and the churners.

![Figure 4.11: Distribution of average yearly revenue for non-churners and churners](image)

Figure 4.12 shows that especially the customers with lower average yearly revenue have a high tendency to churn for both the static churn as the dynamic churn. This tendency to churn decreases when the average yearly revenue increases and becomes stable for the static churn and shows a diminishing increase for dynamic churn. It is therefore considered to be a predictor for churn for both definitions.

![Figure 4.12: Percentage non churners and churners for different average yearly revenue](image)
Visits

The sales agents of the company visit the customers throughout the year. Since only the visit data from October 2017 until October 2018 is available, this exploration is based on the customers that are active in this period. Figure 4.13a shows that non-churners are more frequently visited than churners. The difference between non-churners and churners is more present when using the static churn than using dynamic churn. The typical non-churner had three visits, where the typical churner had zero visits for the static definition. For the dynamic definition, the typical non-churner is visited three times and the typical churner is visited one time.

![Figure 4.13a: Distribution of number of visits for non-churners and churners](image1)

(a)

![Figure 4.13b: Distribution of number of visits for non-churners and churners](image2)

(b)

Figure 4.13: Distribution of number of visits for non-churners and churners

Figure 4.13b shows that the distributions of visits for churners and non-churners differs per definition. For the dynamic churn the distributions of non-churners and churners are more similar than the same distributions for static churn. This could indicate that visits are a better predictor when using the static churn definition. Overall the visit data indicates that visits have an effect on churn and are therefore considered a predictor for churn.

Behavior volatility

The focus in this exploration has been on mean and median values of different variables. However, the deviation of this mean or median can also be informative about the behavior of the customer. It is possible that customers who have a more irregular buying pattern in order interval, revenue and number of products per order have different tendencies to churn. Therefore the predictive power of the volatility of these variables will be explored, where the standardized standard deviation (SSD) of the three variables is studied.

Figure 4.14 shows the distributions of the standardized standard deviation of Order interval, Contribution margin and Number of products. What can be seen from figure 4.14a is that non-churners have a distribution which lies lower than the distribution of the churners in both definitions. This indicates that customers which order pattern is more stable tend to be more loyal. Figure 4.14b and 4.14c show similar distributions for non-churners and churners for the SSD of contribution margin and number of products.
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(a) Order Interval SSD
(b) Contribution Margin SSD
(c) Number of Products SSD

Figure 4.14: Standardized Standard Deviation for OI, CM and NoP

This indicates that non-churners and churners both differ in size of order in revenue and number of products in a similar way. Based on this exploration, the order interval SSD seems usable as predictor and both revenue SSD and number of products SSD do not seem usable as predictor.

Conclusion

Table 4.8 is an overview of the different variables and usability based on the data exploration. What can be seen is that most tested variables seem usable predictors for churn. The Order interval is usable as predictor for static churn but not for dynamic churn and the standard deviation of revenue and number of products are not usable for both definitions. Since this is a mean analysis, it is possible that variables which seem irrelevant in this analysis can be relevant indicators for churn in a time series. The variables labeled as used in table 4.8 are used for clustering the customers.

It can also be concluded that the studied variables are very similar for churner and non-churners using both definitions. Since the static definitions has more usable predictors than the dynamic churn, from this point the static definition is used.
Table 4.8: Variables and usability as predictor

<table>
<thead>
<tr>
<th>Variable</th>
<th>Static Churn</th>
<th>Dynamic Churn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order interval</td>
<td>Used</td>
<td>Not Used</td>
</tr>
<tr>
<td>Revenue</td>
<td>Used</td>
<td>Used</td>
</tr>
<tr>
<td>Discount</td>
<td>Used</td>
<td>Used</td>
</tr>
<tr>
<td>Number of Products</td>
<td>Used</td>
<td>Used</td>
</tr>
<tr>
<td>Average yearly revenue</td>
<td>Used</td>
<td>Used</td>
</tr>
<tr>
<td>SSD Order interval</td>
<td>Used</td>
<td>Used</td>
</tr>
<tr>
<td>SSD Revenue</td>
<td>Not Used</td>
<td>Not Used</td>
</tr>
<tr>
<td>SSD Number of Products</td>
<td>Not Used</td>
<td>Not Used</td>
</tr>
</tbody>
</table>

4.2.5 Data Quality

The quality of the data is considered to be good. There are no missing values in the dataset and data from different datasets can be linked by using the unique identifier which is the same over all datasets. There are however three concerns with the data being, high number of churners, visit data of one year and no data prior to 2015.

As can be seen in figure 4.2, there is a high number of churn in the dataset. This is atypical in churn research, where scarcity of churners is usually the problem. However, because the model will be forecasting churn on a periodic level instead of if a customer will ever churn, this should not be problematic. If this disbalance is problematic, a solution could be to oversample the non-churners.

An unforeseen concern with the visit data is that although it seems that the visit data ranges from 27-08-2015 until 29-09-2029, the completed visits only range from October 2017 to October 2018. This means that the usable visit data is only available for one year. This could decrease the power of the optimization model.

The last concern is that there is no data available before 2015. Therefore, it can not be determined when a customer became a customer when this was before 2015. This limits the possibility for calculating the exact length of customerlife. To overcome this concern, an assumption can be made for the start of the customerlife before 2015.

The effect of these concerns and possible solutions will be visible in the modelling phase.
Chapter 5

Churn and CLV Modelling

This chapter describes the predictive modelling of the churn probability and customer lifetime value of all customers. The chapter starts with the data preparation section which describes how the data is prepared for the modelling. This is followed by the churn modelling section and a customer lifetime value modelling section, where both models are parameterized and trained.

5.1 Data Preparation

This section describes the steps that are taken to prepare the dataset for modelling. This consists of data-selection, -cleaning, -construction, -formatting, variable selection and clustering.

5.1.1 Data selection

As addressed in the data quality section, the completed visits are limited to the period October 2017 until October 2018. Since this case study aims to create a prescriptive system for visits, the companies that are not active in the period 01-10-2017 to 31-10-2018 are excluded. 861 companies are excluded resulting in a total of 511 companies in the final data set. Figure 5.1 illustrates which companies are included and excluded.

A large number of the excluded companies are companies with a small lifetime. Since the final dataset consist of monthly data per customer, the impact of the exclusion on the final dataset will be limited. The total number of months for all 1371 customers are 22330 months, where the total number of months for the included customers is 17813 months. This indicates that 20 percent of the months are excluded.
5.1.2 Data cleaning

The original dataset contains inconsistent data which can be a result of errors.

The first concern is that there are negative values for Revenue, Discount and Contributionmargin. These values are considered to be errors based on expert knowledge of the company and the orders containing these values are therefore excluded.

The second concern is that the Discount for some orders exceeds the revenue of that order. Similar to the orders containing negative values, these orders are excluded based on expert knowledge.

The third concern is that there are Visits with another status than completed. It is unknown if these visits are completed or that they were only scheduled. Therefore these visits are excluded and only the visits with a completed status are included.

The fourth concern is that the dataset contains outlier customers. The outlier customers are identified using the 1.5*IQR rule on the variables from table 4.8 and deleted.

5.1.3 Data construction

The different datasets are merged to construct monthly data per customer. One row contains one month of data for one customer. Table 5.1 shows the included monthly data and the included customer life variables. The monthly variables depend on the orders and activity in the specific month, where the customer life variables depend on the behavior of the customer until that month. All variables are numeric, except for the churned variable which can take either be True or False. This variable is True if the customer churned after the observed month and False if the customer did not churn after that month.

To include information from past months, additional features are constructed based on the original monthly data. The constructed variables are the values of Total Revenue, Total Discount, Total Number
5.1. Data Preparation

<table>
<thead>
<tr>
<th>Included monthly variables</th>
<th>Included customer life variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>CustomerID</td>
<td>Typical Order interval</td>
</tr>
<tr>
<td>Total Revenue</td>
<td>Average yearly revenue</td>
</tr>
<tr>
<td>Total Discount</td>
<td>Average Number of Products</td>
</tr>
<tr>
<td>Total Number of Products</td>
<td>Average Number of Orders</td>
</tr>
<tr>
<td>Total Number of Orders</td>
<td>SSD Order interval</td>
</tr>
<tr>
<td>Total Number of Visits</td>
<td>SSD Revenue</td>
</tr>
<tr>
<td>Churned</td>
<td>SSD Number of Products</td>
</tr>
</tbody>
</table>

of Products, Total Number of Orders and Total Number of Visits for 10 months prior to the observed month. If there were no orders in the months prior to the observed month, this variable will be zero.

Relative change to previous months are included to include deviation in order behavior. Similar to the prior constructed features, are variables included for Total Revenue, Total Discount, Total Number of Products and Total Number of Orders for 10 months prior to the observation. The variables are calculated by using formula 5.1.

\[
\Delta Rev_{t-1} = \frac{Rev_t - Rev_{t-1}}{Rev_{t-1}}
\]

Table 5.2 shows the constructed variables, these are added to every row in the dataset and results in a total of 104 variables.

<table>
<thead>
<tr>
<th>Historic monthly variables</th>
<th>Relative change variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue</td>
<td>Rev_{t-1}, Rev_{t-2}, ..., Rev_{t-10}</td>
</tr>
<tr>
<td>Discount</td>
<td>Dis_{t-1}, Dis_{t-2}, ..., Dis_{t-10}</td>
</tr>
<tr>
<td>Number of Products</td>
<td>NoP_{t-1}, NoP_{t-2}, ..., NoP_{t-10}</td>
</tr>
<tr>
<td>Number of Orders</td>
<td>NoO_{t-1}, NoO_{t-2}, ..., NoO_{t-10}</td>
</tr>
<tr>
<td>Number of Visits</td>
<td>NoV_{t-1}, NoV_{t-2}, ..., NoV_{t-10}</td>
</tr>
</tbody>
</table>

For each customer life variables in table 5.2 one binary variable is included, which indicated if the customer has a high or low value for this variable. A value is considered to be low when it is below the median of the variable and high if it is above the median.
5.1.4 Data formatting

For the variable selection Cox time varying variable model is used. The input for this model needs to include a start of the period and an end of the period. The start variable is inclusive and the end variable is exclusive. Therefore, the first month a customer is active is labeled as start 1 and end 2. The next month is labelled start 2 and end 3, which is continued until the last month the customer is active. An example of the data format can be found in appendix B.

5.1.5 Variable selection

The method for variable selection is a variation of the method from Srigopal (2018). As explained in the literature review is the Cox proportional hazard regression not suitable for situation where variables of customers change over time. To overcome this problem, the Cox time varying variables proportional hazard regression will be used instead. This method can account for variables that change over time and are therefor more accurate in predicting the effect of variables. All variables are included in the initial model and the variable with the highest p-value is excluded. Then the model is retrained and the procedure is repeated until all variables are significant.

Table 5.3 shows the significant variables that result from the variable selection. These variables form the base for the churn prediction and indicate the effect of visits on the churn chance. The selected variables consist of a combination of customer life variables which remain the same and monthly data which changes every month. All monthly variables are variables from months prior to the month of interest, making it possible to use the model for predictions.

Table 5.3: Significant variables from Cox time varying variable model

<table>
<thead>
<tr>
<th>Variable</th>
<th>coef</th>
<th>exp(coef)</th>
<th>se(coef)</th>
<th>z</th>
<th>p</th>
<th>lower .95</th>
<th>upper .95</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order interval</td>
<td>0.0036</td>
<td>1.0036</td>
<td>0.0006</td>
<td>5.89</td>
<td>0.00</td>
<td>0.0024</td>
<td>0.0047</td>
</tr>
<tr>
<td>NoP avg</td>
<td>-0.7482</td>
<td>0.4732</td>
<td>0.1105</td>
<td>-6.77</td>
<td>0.00</td>
<td>-0.9647</td>
<td>-0.5317</td>
</tr>
<tr>
<td>REV avg high</td>
<td>-0.8466</td>
<td>0.4289</td>
<td>0.2423</td>
<td>-3.49</td>
<td>0.00</td>
<td>-1.3215</td>
<td>-0.3718</td>
</tr>
<tr>
<td>NoO_{-3}</td>
<td>0.1086</td>
<td>1.1148</td>
<td>0.0139</td>
<td>7.82</td>
<td>0.00</td>
<td>0.0814</td>
<td>0.1359</td>
</tr>
<tr>
<td>VIS_{-1}</td>
<td>-0.4541</td>
<td>0.6350</td>
<td>0.2155</td>
<td>-2.10</td>
<td>0.03</td>
<td>-0.8764</td>
<td>-0.0317</td>
</tr>
<tr>
<td>NoO_{-3}</td>
<td>-0.5340</td>
<td>0.5862</td>
<td>0.1099</td>
<td>-4.85</td>
<td>0.00</td>
<td>-0.7495</td>
<td>-0.3185</td>
</tr>
<tr>
<td>REV delta_{-8}</td>
<td>-1.8626</td>
<td>0.1553</td>
<td>0.4477</td>
<td>-4.16</td>
<td>0.00</td>
<td>-2.7402</td>
<td>-0.9851</td>
</tr>
<tr>
<td>NoO delta_{-9}</td>
<td>-2.0767</td>
<td>0.1253</td>
<td>0.5299</td>
<td>-3.91</td>
<td>0.00</td>
<td>-3.1154</td>
<td>-1.0381</td>
</tr>
</tbody>
</table>

Signif. codes: 0 ‘***’ 0.0001 ‘**’ 0.001 ‘*’ 0.01 ‘.’ 0.05 ‘ ’ 1
Likelihood ratio test = 297.768 on 8 df, p=0.00000
5.1.6 Clustering

As described in the purposed model, the customers are clustered to further specify the effect of visits on the chance of churn for different customers. These clusters are made based on the variables that are described as usable predictors in table 4.8 of the data exploration section. To be able to compare the effect of clustering on the churn prediction, the customers will be clustered based on Gaussian mixture modelling clustering and k-means clustering.

To facilitate clustering, the variables are first normalized. This is necessary because both algorithms use distance as determining factor for which cluster a customer belongs to. Without normalization, the variables with high values and therefore higher absolute deviation would become more important than variables with low values and low absolute deviation. Normalizing eliminates this problem and makes every variable equally important. The data is normalized using equation 5.2, where all features are normalized independently.

\[ z_i = \frac{x_i - \min(x)}{\max(x) - \min(x)} \]

After the clusters are made, the data is transformed back to the original values and will be validated by company experts.

**K-means clustering**

The first clustering method used is k-means clustering. The free parameter is the amount of clusters \(k\), which needs to be set. This cannot be done by choosing the \(k\) which results in the lowest distance from the centroids to the observations because this method will lead to \(k = n\) where the distance is zero. \(k\) is determined by using the elbow criterion. In this method the optimal trade-off between explained variance and number of clusters is used as number of clusters. The sum of squared error is calculated for a range of \(k\), after which the point is located where adding an extra cluster does not outweigh the decrease in error. This point is visible in a graph as the point with the largest bend.

![Figure 5.2: Sum of squared errors for k clusters](image)
Figure 5.2 shows the sum of squared errors for different number of clusters. The elbow point is located at \( k = 3 \), which based on the elbow criterion would be the optimal number of clusters.

Using \( k = 3 \) leads to the clustering in figure 5.3b, where the observations are projected on the two principal components. As can be seen, there is a small number of observations in cluster 3. A small number of observations combined with high class imbalance is problematic for modelling. The reason for this is that this can result in clusters without churn observations, which would make it not possible to create a churn model for this cluster. Therefore \( k = 2 \) is chosen as optimal \( k \). This clustering is visible in figure 5.3b.

Validation of clusters

Figure 5.4 shows how the cluster center of cluster 1 deviates from the average of the non clustered dataset. What can be seen is that cluster 1 consists of customers with a higher than average order interval and a far lower than average order interval deviation. The average contribution margin, revenue, number of products and yearly revenue are close to the original average. This cluster could be labeled as the infrequent but very consistent customer.

![Cluster 1 center using KM](image)

Figure 5.4: Cluster 1 center using KM

Figure 5.5 shows the same figure for cluster 2. The figure shows the opposite deviation as cluster 1 and
represents the frequent but very inconsistent customers.

The domain experts recognize customer groups with consistent and inconsistent order behavior, but indicate that customers with inconsistent behavior usually also buy less products and have low revenue per order.

Gaussian mixture modelling clustering

The second used clustering method is Gaussian mixture modelling clustering. The free variables in Gaussian mixture modelling are the number of components \( n \) and the covariance type. The number of components \( n \) is similar to \( k \) in k-means clustering and depicts the number of clusters. The covariance type determines the shape, length and direction of the distribution. This can be spherical, tied, diagonal or full, for more information see Appendix C. The Bayesian information criterion, BIC, can be used to compare the different number of components and covariance type. The lowest BIC depicts the best number of components and covariance type.

Figure 5.6 shows the big scores for different number of \( n \) and different covariance type. Because the algorithm for GMM optimization is prone to local optima, the clustering is repeated 1000 times and the average values are calculated. This ensures that the found values are valid. Figure 5.6 shows that clustering with \( n = 4 \) and full covariance leads to the smallest BIC value and can therefore be seen as the optimum setting for GMM.

Similar to the k-means clustering, choosing \( n = 4 \) leads to clusters with a small number of observations.
Therefore the second best settings for the GMM is used, which is $n = 2$ and covariance type is diagonal. This leads to the probabilities as shown in figure 5.7.

![Figure 5.7: Probabilities for cluster 1 or cluster 2 using GMM](image)

Validation of clusters

Figure 5.8 shows how the cluster center of cluster 1 deviates from the average of the non clustered dataset. Cluster 1 consists of low yearly revenue customers with a high order interval, high standard deviation of their order interval and low contribution margin, revenue and number of products per month. These customers can be labelled as small infrequent and inconsistent customers.

![Figure 5.8: Cluster 1 center using GMM](image)

Figure 5.9 describes the cluster center of cluster 2 compared to the average variable value of the non clustered dataset. This cluster consists of large customers with a low order interval, low standard deviation of order interval and high average contribution margin, revenue and number of products per month. This cluster can be labeled as large frequent and consistent customers. These clusters correspond with the opinion of company experts, which indicate that large frequent and consistent customers behave differently than small infrequent and inconsistent customers.

The k-means with $k = 2$ and GMM clusters with $n = 2$ will be used in the modelling section.
5.2 Churn Modelling

This section describes the modelling phase and uses the inputs from the previous phases to create different churn models. The proposed method in chapter 3 uses the churn model as starting point on which all other variables are calculated. The methods that will be used are decision tree and logistic regression. The churn prediction model can be seen as a classification model which classifies for belonging to the churn class or the non-churn class, where churn is 1 and non-churn is 0. The classification models will be used to generate the probability that an observation belongs to the churn class. This will be used as the churn probability of a customer. The two models will be tested with different parameters using 10-fold cross validation, to find the optimal parameter values per model and are then compared. There are three situations for which churn models are trained, being a non-clustered dataset, a k-means clustered dataset with \(k = 2\) and a GMM clustered dataset with \(n = 2\). First the decision trees will be modelled after which the logistic regression will be modelled.

5.2.1 Churn modelling with Decision Tree

Parameters

The first churn model which is tested is the decision tree. The decision tree parameters which are tuned are the split criterion and the maximum tree depth. The split criterion determines how a split is generated and can be the Gini impurity measure or the entropy information gain. These measures are calculated using equation 5.3.

\[
Gini(E) = 1 - \sum_{j=1}^{c} p_j^2, \quad Entropy(E) = \sum_{j=1}^{c} p_j \log p_j
\]  

(5.3)

The three maximum depth determines the maximum amount of times a set of observations is split before reaching the end not. This prevents the three from growing until every node consists only one observation, with a high chance of overfitting.
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Model training

These decision trees are trained for maximum depths ranging from 2 to 30 with both the Gini measure and the entropy measure. This results in $3 \times 2 \times 29 = 174$ decision trees that need to be trained. These trees are evaluated based on the false negatives, where a lower number of false negative is better. The reason for this is that it is preferred to have a model which can correctly classify the churn observations.

The non-clustered situation is modelled first. Figure 5.10a shows the false negative for the different maximum depths and using entropy for splitting and figure 5.10b shows the false positives when using the Gini criterion for splitting. What can be seen is that for both splitting criteria a maximum depth of 4 results in the lowest false negatives.

![Figure 5.10: False negative for different maximum depths without clustering](image)

(a) Entropy, $Depth_{optimal} = 4$

(b) Gini, $Depth_{optimal} = 4$

The k-means clustering situation with $k = 2$ is modelled secondly. Figure 5.11a shows the false negative for the different maximum depths and using entropy for splitting and figure 5.11b shows the false positives when using the Gini criterion for splitting. What can be seen is that for the entropy criterion, a maximum depth of 4 performs best and a maximum depth of 3 performs best for the Gini criterion.

![Figure 5.11: False negative for different maximum depths using k-means clustering](image)

(a) Entropy, $Depth_{optimal} = 4$

(b) Gini, $Depth_{optimal} = 3$

The third situation that is modelled is where Gaussian mixture modelling clustering with $n = 2$ is used. To be able to train the models, the observations are first assigned to the class with the highest probability.
The decision trees are trained using these clusters, where after the churn or non-churn classification is based on the weighted sum of the outcome from the different trees. For more details see chapter 3.

Figure 5.12a and figure 5.12b show the results of the decision trees for the entropy and Gini criterion using GMM clustering and different maximum widths. What can be seen is that the optimal depth for the decision tree with entropy as splitting criteria and GMM clustering is 6 and the optimal depth when using the Gini splitting criterion is 9.

![Figure 5.12a: Entropy, Depth$_{optimal} = 6$](image1)

![Figure 5.12b: Gini, Depth$_{optimal} = 9$](image2)

Figure 5.12: False negative for different maximum depths using GMM clustering

The decision trees with the optimal maximum depth will be used.

### 5.2.2 Churn modelling with Logistic Regression

The logistic regression does not need parameter tuning but is sensitive to class imbalance. Therefore the logistic regression will be trained using different oversampling ratios. The churn observations will be oversampled using Synthetic Minority Oversampling Technique, SMOTE. This method takes a desired ratio between the majority class and minority class as input and generates extra samples of the minority class by inserting new samples based on existing samples with a random alteration until the desired ratio is reached. The used ratios are: no oversampling for LR, oversampling until 25 percent of the dataset is a churn observation for $LR_{0.25}$ and oversampling until the dataset is balanced for $LR_{0.5}$.

The logistic regressions are therefore trained for the three different situations, where the classification for churn and non-churn are based on the highest probability. The results of the regression are shown in table 5.4.
Table 5.4: Coefficients of logistic regressions with churn=1 as dependent variable

<table>
<thead>
<tr>
<th>Cluster method</th>
<th>No cluster</th>
<th>K-means</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>LR&lt;sub&gt;0.25&lt;/sub&gt;</td>
</tr>
<tr>
<td><strong>Customer lifetime</strong></td>
<td>0.0147</td>
<td>0.0509</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>***(0.002)</td>
</tr>
<tr>
<td><strong>Order interval</strong></td>
<td>0.0102</td>
<td>0.0934</td>
</tr>
<tr>
<td></td>
<td>***(0.003)</td>
<td>***(0.004)</td>
</tr>
<tr>
<td><strong>NoPavg</strong></td>
<td>-1.1876</td>
<td>-0.59302</td>
</tr>
<tr>
<td></td>
<td>***(0.084)</td>
<td>***(0.022)</td>
</tr>
<tr>
<td><strong>REV avg high</strong></td>
<td>-0.8017</td>
<td>-0.9090</td>
</tr>
<tr>
<td></td>
<td>**(0.241)</td>
<td>***(0.070)</td>
</tr>
<tr>
<td><strong>NoP&lt;sub&gt;-3&lt;/sub&gt;</strong></td>
<td>0.1522</td>
<td>0.1054</td>
</tr>
<tr>
<td></td>
<td>***(0.010)</td>
<td>***(0.004)</td>
</tr>
<tr>
<td><strong>VIS&lt;sub&gt;-1&lt;/sub&gt;</strong></td>
<td>-0.8576</td>
<td>-0.87450</td>
</tr>
<tr>
<td></td>
<td>***(0.205)</td>
<td>***(0.059)</td>
</tr>
<tr>
<td><strong>NoO&lt;sub&gt;-3&lt;/sub&gt;</strong></td>
<td>-1.0584</td>
<td>-0.8758</td>
</tr>
<tr>
<td></td>
<td>***(0.108)</td>
<td>***(0.026)</td>
</tr>
<tr>
<td>**REV delta&lt;sub&gt;-8&lt;/sub&gt;</td>
<td>-1.1680</td>
<td>-1.6798</td>
</tr>
<tr>
<td></td>
<td>***(0.306)</td>
<td>***(0.070)</td>
</tr>
<tr>
<td>**NoOdelta&lt;sub&gt;-9&lt;/sub&gt;</td>
<td></td>
<td>-1.1789</td>
</tr>
<tr>
<td></td>
<td>*(0.382)</td>
<td>***(0.090)</td>
</tr>
</tbody>
</table>

Signif. codes: 0 ‘***’ 0.0001 ‘**’ 0.001 ‘*’ 0.01 ‘.’ 0.05 ‘ ’ 1
### 5.2 Churn Modelling

Table 5.5: Coefficients of logistic regressions continued with churn=1 as dependent variable

<table>
<thead>
<tr>
<th>Cluster method</th>
<th>GMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>LR</td>
</tr>
<tr>
<td>Customer lifetime</td>
<td>0.2765/0.0317</td>
</tr>
<tr>
<td>Order interval</td>
<td>-2.4294/0.0088</td>
</tr>
<tr>
<td>NoPavg</td>
<td>-0.5195/-1.0685</td>
</tr>
<tr>
<td>REV avg high</td>
<td>-0.0635/-0.5401</td>
</tr>
<tr>
<td>NoP&lt;sub&gt;-3&lt;/sub&gt;</td>
<td>0.0876/0.2149</td>
</tr>
<tr>
<td>VIS&lt;sub&gt;-1&lt;/sub&gt;</td>
<td>-0.4735/-0.6606</td>
</tr>
<tr>
<td>NoO&lt;sub&gt;-3&lt;/sub&gt;</td>
<td>-0.4525/-1.3137</td>
</tr>
<tr>
<td>REV delta&lt;sub&gt;-8&lt;/sub&gt;</td>
<td>-4.3933/-1.0911</td>
</tr>
<tr>
<td>NoO delta&lt;sub&gt;-9&lt;/sub&gt;</td>
<td>-3.0979/-0.9232</td>
</tr>
</tbody>
</table>

Signif. codes: 0 ‘***’ 0.0001 ‘**’ 0.001 ‘*’ 0.01 ‘.’ 0.05 ‘ ’ 1
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5.3 Customer lifetime value Modelling

This section describes the customer lifetime value model, which is the second model of the system. The customer lifetime value is calculated using a combination of the KaplanMeier estimate and Bayesian updating as described in chapter 3. The KaplanMeier estimate is calculated using all customers. The reason for this is that the data selection as described in section 5.1 creates a bias towards customers with a longer customer life. This is not a problem for the churn modelling since that is calculated for a specific month, but it would bias the KaplanMeier estimate in that it would estimate a longer customer life duration than the real customer life duration. The survival curve is shown in figure 5.13. This shows that there is high chance that customer will have a short customer life and 50 percent of the customer remain customer for more than 7 months. What can be seen in figure 5.13 is that the KaplanMeier estimate shows high resemblance with the percentage of customers that is still alive at time $t$. This indicates validity of the KM-estimate.

![Figure 5.13: KaplanMeier Estimate using all customers](image)

There is no data after 46 months, therefore the assumption is made that the the survival chance after 46 months remains constant.

The probability $p_{i,t}$ at $t$ is updated using the method as described in equation 3.8. The resulting curves are shown in figure 5.14. This results in a KaplanMeier estimate $p$ for a specific customer $i$ at a specific period $t$. The remaining customer lifetime value is than calculated by using equation 5.4, where the discounted expected future contribution margin is calculated.

$$ CLV_i = CM_i \cdot \sum_{t=CCL}^{T} \frac{p_{i,t}}{(1 + \frac{r}{12})^{t-CCL}} $$

Where CLV is customer lifetime value, $CM_i$ is the average monthly contribution margin of customer $i$, CCL is current customer lifetime, $T$ is the forecast range, $p_{i,t}$ is the KaplanMeier estimate for customer $i$ at period $t$ and $r$ is the discount rate.
Figure 5.14: Chance of reaching a period conditioned for t (a) without and (b) with percentage of customers still alive.
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System Evaluation

In this chapter, the models will be evaluated. The churn models without clustering, with k-means clustering and with GMM clustering will first be evaluated independently. After this section, the best model of the three different situations will be evaluated. This chapter will end with an evaluation of the prescriptive model as explained in chapter 3.

6.1 Churn Model evaluation

This section will start with the evaluation criteria on which the different churn models are evaluated. Then the churn models with the same clustering method are compared, starting with the churn models without clustering. This is followed by the churn models with k-means clustering and the GMM clustering, after which the best model is chosen. This section ends with an interpretation of the models.

6.1.1 Evaluation criteria

The churn model will be evaluated using the area under the receiver operator curve (AUC), precision, recall and the $F_1$ score. These are all classification measures and measure the performance of the model. The measures are based on the confusion matrix as shown in figure 6.1, where the predicted values are compared with the actual values. The positive class in this study is the minority churn class and the negatives are the non-churn observations.
6.1. Churn Model evaluation

![Confusion Matrix](image)

Figure 6.1: Confusion matrix

The precision as defined in equation 6.1 describes the number of correctly classified churners in the observation which are classified as churners. This measure indicates the probability that an observation which is classified as churn by the model is an actual churn observation. The precision can take a value between zero and one, where higher is better.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{6.1}
\]

Recall or true positive rate as defined in equation 6.2 measures how much of the churners are captured by the model. This is a measure which shows what portion of the actual churn observations is labelled as such by the models. The recall can take a value between zero and one, where higher is better.

\[
\text{TPR}/\text{Recall} = \frac{TP}{TP + FN} \tag{6.2}
\]

Recall and precision usually show opposite behavior and are therefore a trade-off. A model which classifies all observations as churn will have captured all actual churn observation and have a recall of one, but a very low precision. Vice versa will a model that classifies one actual churn observation as churn observation have a precision of one and a low recall. The \(F_1\) score, as shown in equation 6.3, overcomes this problem by calculating a harmonic mean of precision and recall. The harmonic mean is a fair representation of the trade off between precision and recall that punishes for values which are far apart. The \(F_1\) score can take a value between zero and one where higher is better.

\[
F_1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \tag{6.3}
\]

The area under the receiver operator curve is the area under the curve formed by different true positive rate (TPR) and false positive rate (FPR) combinations. The TPR is the same metric as recall and the FPR is calculated as equation 6.4. This metric measures how much of the non churn observations are classified as churn observations. The FPR can take a value between zero and one where lower is better.

\[
\text{FPR} = \frac{FP}{FP + TN} \tag{6.4}
\]
Figure 6.2 shows a receiver operator curve and the area under the curve (AUC). The dotted line shows the curve resulting from random guessing and the green line the curve resulting from a model. An optimal model would have an AUC equal to one, which would indicate that the model is perfect in classifying the positive and negatives. The AUC can take a value between zero and one where higher is better and higher than 0.5 indicates that the model is better than random guessing.

![Receiver operator curve](image)

Figure 6.2: Receiver operator curve

### 6.1.2 Churn model without clustering

Table 6.1 shows the results from the churn models without clustering. The *Logistic Regression*\(_{0.50}\) shows the best result for the AUC, which means that this model is the best in classifying both classes. However, this model is outperformed by the other four models based on the \(F_1\) score. The *Decision Tree*\(_{Gini}\) shows the best performance based on the \(F_1\) score. Its churn classifications are more accurate than the churn classification of the *Logistic Regression*\(_{0.50}\), but it is also able to correctly classify less churn observations.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>(F_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.902</td>
<td>0.750</td>
<td>0.153</td>
<td>0.254</td>
</tr>
<tr>
<td>Logistic Regression(_{0.25})</td>
<td>0.925</td>
<td>0.074</td>
<td>0.673</td>
<td>0.133</td>
</tr>
<tr>
<td><em>Logistic Regression</em>(_{0.50})</td>
<td><strong>0.926</strong></td>
<td>0.035</td>
<td>0.836</td>
<td>0.067</td>
</tr>
<tr>
<td>Decision Tree(_{Entropy})</td>
<td>0.887</td>
<td>0.365</td>
<td>0.500</td>
<td>0.422</td>
</tr>
<tr>
<td><em>Decision Tree</em>(_{Gini})</td>
<td>0.844</td>
<td>0.370</td>
<td>0.541</td>
<td><strong>0.434</strong></td>
</tr>
</tbody>
</table>

Figure 6.3 shows the ROC curves of the different models. What can be seen is that the decision trees perform slightly better for the low thresholds where the logistic regression performs better for the higher thresholds. This indicates that the logistic regression is better in identifying the positive observations. However, the low \(F_1\)-score of these models indicate that the precision decreases to a low point. Both *Logistic Regression*\(_{0.50}\) and *Decision Tree*\(_{Gini}\) are seen as good models and will be used in further evaluation.
6.1. Churn Model evaluation

6.1.3 Churn model with k-means clustering

Table 6.2 shows the evaluation metrics for the churn models using k-means clustering with $k = 2$. What can be seen is that the Decision Tree\textsubscript{Entropy} has the highest AUC and $F_1$ score. This indicates that this model has the highest accuracy out of the tested models and that it is best in identifying churners while not labeling too many observations as churn observations.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.876</td>
<td>0.727</td>
<td>0.163</td>
<td>0.254</td>
</tr>
<tr>
<td>Logistic Regression\textsubscript{0.25}</td>
<td>0.880</td>
<td>0.101</td>
<td>0.776</td>
<td>0.133</td>
</tr>
<tr>
<td>Logistic Regression\textsubscript{0.50}</td>
<td>0.886</td>
<td>0.062</td>
<td>0.850</td>
<td>0.116</td>
</tr>
<tr>
<td>Decision Tree\textsubscript{Entropy}</td>
<td><strong>0.890</strong></td>
<td><strong>0.299</strong></td>
<td><strong>0.592</strong></td>
<td><strong>0.397</strong></td>
</tr>
<tr>
<td>Decision Tree\textsubscript{Gini}</td>
<td>0.840</td>
<td>0.245</td>
<td>0.490</td>
<td>0.327</td>
</tr>
</tbody>
</table>

The Decision Tree\textsubscript{Entropy} is the best tested model for churn prediction when using k-means clustering. However, it does not have a higher AUC than the Logistic Regression\textsubscript{0.50} without clustering and it does not have a higher $F_1$ score than the Decision Tree\textsubscript{Gini} without clustering. Therefore, this model is not seen as an improvement.
6.1.4 Churn model with Gaussian mixture modelling clustering

Table 6.3 shows the evaluations metrics for the churn models using Gaussian mixture modelling clustering with \( n = 2 \). The \textit{Decision Tree}_\text{Gini} performs best for both the AUC score and the \( F_1 \) score.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>( F_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.955</td>
<td>0.792</td>
<td>0.194</td>
<td>0.311</td>
</tr>
<tr>
<td>Logistic Regression(_0.25)</td>
<td>0.953</td>
<td>0.081</td>
<td>0.806</td>
<td>0.147</td>
</tr>
<tr>
<td>Logistic Regression(_0.50)</td>
<td>0.944</td>
<td>0.064</td>
<td>0.806</td>
<td>0.119</td>
</tr>
<tr>
<td>Decision Tree_Entropy</td>
<td>0.942</td>
<td>0.329</td>
<td>0.500</td>
<td>0.397</td>
</tr>
<tr>
<td>\textbf{Decision Tree}_\text{Gini}</td>
<td>\textbf{0.957}</td>
<td>0.378</td>
<td>0.571</td>
<td>\textbf{0.455}</td>
</tr>
</tbody>
</table>

Figure 6.5 shows that the ROC curves of the models are very similar. The receiver operator curve of the \textit{Decision Tree}_\text{Entropy} is slightly higher for the low false positive rates, but is crossed by all other curves when the false positive rate increases. The \textit{Decision Tree}_\text{Gini} curve is close to the optimal curve for all false positive rates. This indicates that the \textit{Decision Tree}_\text{Gini} is the best model to use.

The AUC of the models with GMM clustering are all higher than the AUC of the models with k-means clustering and without clustering. This is an indication that these are better models. The AUC and \( F_1 \) score of the \textit{Decision Tree}_\text{Gini} are the highest when compared to all other models. For this reason, the \textit{Decision Tree}_\text{Gini} with GMM clustering is considered to be the best model and will therefore be used as churn model in the prescriptive model. The individual churn models are created using equation 3.2, where the weights from equation 3.1 are the cluster weights from the GMM clustering.
6.1. Churn Model evaluation

6.1.5 Model interpretation

Decision tree

The decision trees for cluster 1 and 2 using the GMM clustering and Gini splitting criterion can be found in appendix D. For cluster 1 the most important splitting variable is the order interval which is split at an order interval of 14.5. This means that customers that order at most bi-weekly behave similarly. This corresponds with the data exploration, where was found that customers with an order interval up to 17 days are more loyal than customers with a higher order interval. The second most important factor is the lifetime of the customer for both the customers with an order interval below 14.5 days and the customer with a higher order interval than 14.5 days. The long term customers and short term customers are split. This corresponds with the KaplanMeijer estimate as shown in figure 5.13. 50 percent of the customers churned after 7 months, which makes customers that did not churn until this month more likely to remain customer. After these splits the decision tree uses different variables to continue splitting.

For cluster 2, the first splitting criteria is the difference in revenue with \( t - 8 \). This is a long term difference and indicates that customers with a revenue drop compared to 8 months before behave differently. This can have two reasons. Firstly the difference in revenue compared to \( t - 8 \) is 0 when a customers lifetime is below 8, therefore this is also a split on lifetime. The second reason is that customers who show a large decrease in revenue are also more likely to churn. The second split is on lifetime higher than 41.5 months. This splits the very long term customers from the other customers. As shown in figure 5.13 does the probability customers staying around 40 months stabilize. This indicates that the customers are more likely to stay after this period and therefore show other behavior.
Logistic regression

The estimates of the logistic regression model as found in table 5.4 and 5.5 shows a positive relation between \textit{customer lifetime} and churn. The reason for this could be that customers always churn at their last month and therefore a positive relation is found between higher customer life and churn. The estimates also show a positive relation with \textit{order interval} and \textit{NoP}_{-3}, which indicates that a higher order interval increases the probability of churning. This corresponds with findings in section 4.2, where churners where associated with higher order intervals. The \textit{NoP}_{-3} however does not correspond with earlier findings. A negative effect was expected, where a higher number of products would decrease the churn probability. The reason for this could be that the average number of products, \textit{NoP}_{avg}, is also included in the model and that \textit{NoP}_{-3} reduces the effect of \textit{NoP}_{avg}. All other variables show the expected relation between the variable and churn probability. Higher average revenue, more visits, higher number of order, an increase in revenue compared to \( t-8 \) and an increase in the number of orders compared to \( t-9 \) are all associated with a decrease in churn probability.

6.2 The prescriptive system

This section describes the prescriptive system with the inputs from the previous section. It starts with the churn model and is followed with the action effectiveness, customer lifetime value and the optimization.

6.2.1 Churn model

The prescriptive system uses the \textit{DecisionTree}_{Gini} with GMM clustering as the input for the optimization model. The variables used for the churn model allow for a prediction of the churn probability at the end of \( t+2 \) and a visit to be planned in \( t+1 \). Figure 3.2 is therefore changed into figure 6.6.

![Diagram](image)

Figure 6.6: Graphical representation of final prediction method

6.2.2 Action effectiveness

The action effectiveness of the visits are calculated using equation 3.4. Because a decision tree is used as underlying model, the effect of a visit when calculated with equation 3.4, can lead to no effect, a
positive effect or a negative effect. The reason for this is that it is possible that the visit variable is not
used as a splitting variable for some routes of the decision tree. This means that the alteration of the visit
variable in $\text{churn probability}_{i,t+2,a+1}$ does not lead to a different route and that the observation ends in
the same end node as when using $\text{churn probability}_{i,t+2,a}$. The positive or negative effect of the visit
is the result of the visit variable leading to a different path with a different end node. The difference in
chance between the end note is seen as the effect of the visit variable.

6.2.3 Customer lifetime value

The last input for the optimization model is the customer lifetime value. As described in the modelling
section does the KaplanMeijer estimate closely resemble the true probability of customers staying until
a specific period. To further assess the effect of the CLV on the prescriptive system, the CLV will be
calculated using a minimum, medium and maximum scenario. Where the minimum scenario holds the
survival chance of $t = 46$ constant until $t = 75$, the medium scenario holds this survival chance constant
until $t = 100$ as shown in figure 5.14. The maximum scenario holds the survival chance of $t = 46$
constant until $t = 125$.

6.2.4 Optimization

Integer programming is used for the optimization using equation 3.10, in which multiple restraints can
be used. Examples are the maximum number of visits per month, a minimum period between visiting
the same customer and different costs of a visit. The optimization problem can be solved by calculating
the return of a visit for all customers and sort these based on descending value. The maximum number
of visits are than selected by choosing the visits with the highest return.

The output of the prescriptive system is a list of customers to visit in the coming month.

6.3 Evaluation of the prescriptive system

As described in section 4.1.1 are the success criteria for the system that it increases the the customer
lifetime equity and that the outcome is actionable. Therefore, the prescriptive system is evaluated for its
monetary results and its practical use.

6.3.1 Monetary Evaluation

The monetary effect of the prescriptive system is evaluated by calculating the customer lifetime equity
when using the optimal visits of the system. This is compared with a situation without visits and with
the actual visits of the company. The results are shown in table 6.4.

The customer lifetime equity in October 2018 was €74,663,533 if no visits where held. The 85 times the
salesagents of the company visited a customer led to an increase of CLE by €437,694 to €75,124,699.
Table 6.4: Evaluation of the prescriptive system

<table>
<thead>
<tr>
<th>Situation</th>
<th>CLE</th>
<th>Number of Visits</th>
<th>Return of visits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without visits</td>
<td>€74,663,533</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Using actual visits</td>
<td>€75,124,699</td>
<td>85</td>
<td>€437,694</td>
</tr>
<tr>
<td>Using prescriptive system</td>
<td>€77,045,032</td>
<td>19</td>
<td>€2,381,498</td>
</tr>
</tbody>
</table>

If however the prescriptive system was used, the return of the visits would be €2,381,498 making the customer equity €77,045,032. This shows that it is beneficial to use the prescriptive system. It both increases the customer lifetime equity while decreasing the number of visits and therefore increases the efficiency of the visits.

Table 6.5: Customers to visit sorted based on priority using prescriptive system

<table>
<thead>
<tr>
<th>Customer to visit this month:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
</tbody>
</table>

The prescriptive system creates an output in the form of a list of customers to visit, sorted on priority. The customer with the highest return of visit is ranked as the first on the list. An example output is
shown in table 6.5. In this list all visits with a positive effect are displayed, resulting in 19 visit. This can be generated at the start of every month to determine what customers to visit.

### 6.3.2 Practical evaluation

Domain experts and end users concluded that the output of the prescriptive system is directly usable in practice. The model can be implemented in the CRM system where the visits are automatically planned and assigned to sales agents. In practice this model can be used to support the visit planning but at this stage can not be considered a replacement due to its accuracy. If accuracy can be improved, complete replacement could be possible in the future.

New customers can be included in a new planning by determining their cluster weights and using the existing models. However, every new and churning customer will affect the performance of the models, because they reduce the relevance of the used trainset. Therefore the clusters, CLV and churn model should be retrained when the evaluation criteria of the models are below a threshold set by the company.

### 6.4 Robustness check

The prescriptive system depends on the churn model and the customer lifetime value model. It is therefore important to test the robustness of the system in order to evaluate how reliable the outcomes are and how dependent the outcomes are on the accuracy of both models. The system will first be tested for robustness of the churn model and secondly by the customer lifetime value model.

#### 6.4.1 Robustness of the churn model

The robustness of the churn model is tested by comparing the prescriptive system as modelled, with a prescriptive system with an overfit churn model. The used method is an alteration of the lift analysis and shows how the model compares to an optimal model. The overfitted churn model is similar to the used churn model but has a maximum depth of 1000. Due to the overfitting, the model is not usable as predictive model. It can however serve as an optimal model assuming that this model is able to correctly classify the churners and non-churners.

Figure 6.7 shows the effect of a maximum number of visits on the customer lifetime equity. What can be seen is that the prescriptive model follows a similar trend as the optimal model. This indicates that the a similar effect of this visits is found by the prescriptive system and the optimal model. The optimal model shows a higher CLE than the prescriptive system, illustrating that the effect of the visits on the CLE is slightly higher than the prescriptive system predicts. The similar results indicate that the churn model is close to optimal and that the prescriptive system prescribes the correct visits.

The actual visit line in figure 6.7 shows the actual visits as made by the company, where the assumptions is made that the visits with the highest return on visit are made first. This shows that the prescriptive system is better in identifying effective visits than the current procedure.
6.4.2 Robustness for different customer lifetime values

As described in chapter 3 can the \( T \) in equation 3.9 be changed in order to change the CLV for all customers. This will be used to test the robustness of the system. A robust system would work for different CLV calculations and lead to similar resource allocation.

Table 6.6 shows the customers to visit using \( T = 75 \) as minimum scenario, \( T = 100 \) as medium scenario and \( T = 125 \) as maximum scenario. What can be seen is that the three CLV calculations in combination with the prescriptive system results in the same actions with the same priorities. This indicates that the prescriptive system is robust for different CLV calculations. What does change is the return on visits. The reason for this is that the CLV calculation affects the valuation of all customer and a lower \( T \) leads to a lower future value. An implication for this is that the accuracy of the CLV calculation is not important for the prescriptive system. The CLV calculation can become important when the costs of the visits are included in the model and only the visits leading to a return higher than the costs are considered.

6.4.3 Conclusion

The conclusion of this section is that the prescriptive model performs close to the optimal curve. This shows that although the prescriptive system underestimates the effect of the visits it still follows the same curve. Also can be concluded that the system is robust for different customer lifetime equity calculations. Different calculations lead to the same visits in the same order. This indicates that the accuracy of the CLV calculation is not important when no costs are included in the model.
### Table 6.6: Priority of Customers to visit using different CLV calculations

<table>
<thead>
<tr>
<th>Customers</th>
<th>Customer to visit this month:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum (T=75)</td>
</tr>
<tr>
<td>549</td>
<td>1</td>
</tr>
<tr>
<td>668</td>
<td>2</td>
</tr>
<tr>
<td>30564</td>
<td>3</td>
</tr>
<tr>
<td>30203</td>
<td>4</td>
</tr>
<tr>
<td>30439</td>
<td>5</td>
</tr>
<tr>
<td>29895</td>
<td>6</td>
</tr>
<tr>
<td>33558</td>
<td>7</td>
</tr>
<tr>
<td>30215</td>
<td>8</td>
</tr>
<tr>
<td>463565</td>
<td>9</td>
</tr>
<tr>
<td>30194</td>
<td>10</td>
</tr>
<tr>
<td>471065</td>
<td>11</td>
</tr>
<tr>
<td>30458</td>
<td>12</td>
</tr>
<tr>
<td>56</td>
<td>13</td>
</tr>
<tr>
<td>30028</td>
<td>14</td>
</tr>
<tr>
<td>351021</td>
<td>15</td>
</tr>
<tr>
<td>351435</td>
<td>16</td>
</tr>
<tr>
<td>30226</td>
<td>17</td>
</tr>
<tr>
<td>514168</td>
<td>18</td>
</tr>
<tr>
<td>687417</td>
<td>19</td>
</tr>
</tbody>
</table>

Return of visits: €1,337,010 €2,381,498 €3,425,986
Chapter 7

Conclusion

This chapter will conclude the study and start with a summary of research and its outcomes. This will be followed by how this study can be applied in a business context and limitations. This chapter will end with possible future work.

7.1 Summary

This research presents a prescriptive analytics study focused on preventing churn in a non-subscriptual context. A system was created that clusters customers based on their customer characteristics after which churn models are created to predict the churn probability of all customers at the end of $t + 2$. The number of visits in $t + 1$ are included in the model and serve as a future action that can affect the churn probability of a customer. This churn model is combined with a customer lifetime value model that determines the future value of a specific customer to estimate the expected value loss when the customer churns. The system generates a list of customers to visit based on the increase in customer lifetime equity resulting from the specific visit.

A case study showed that by visiting the customers selected by the proposed system, the customer lifetime equity can be increased by 3.2 percent compared to the customer lifetime equity without visits. The actual visits as done by the company increased the customer lifetime equity by 0.6 percent when compared to the customer lifetime equity without visits. This indicates that value can be generated from using the prescriptive system. The result of the system was achieved with 78 percent less visits when compared to the actual number of visits, which indicates that the system is able to identify effective visits. The study shows that prescriptive resource allocation can be beneficial in a non-subscriptual context for preventing churn and increases efficiency.

7.2 Applications

The system can directly be used as a support system that identifies what customers to visit in the coming month. All current customers are included and can be excluded after a customer has churned. New
customers can be assigned to the cluster most applicable, use the models and be included in the visit selection for the next month.

Figure 7.1 shows a possible setup of the system in the visits selection process. The prescriptive system serves as a support system which identifies beneficial visits and is combined with expert knowledge from sales agents. The prescriptive system selects customers and the sales agents select customers to visit which results in a number of selected visits. The customers which are selected by both the prescriptive system and the sales agents can have a high priority and the customers selected by only the sales agent or only by the prescriptive selection can have a medium priority.

Since the prescriptive system is a system with static clusters and pretrained models, it is advisable to monitor the performance of the churn model for the newly predicted month. The performance of the churn model will change due to customers churning and the acquisition of new customer, because this will reduce the relevance of the used trainset. The churn model can be reevaluated using the evaluation criteria of section 6.1.1. A lower limit for the evaluation criteria needs to be set by the company, which when passed would require retraining of the models.

7.3 Limitations

The first limitation of this study is that the proposed model is tested with limited data with a high imbalance in churn and non-churn observations and a partial visit data set. Although the imbalance was corrected for in the modelling phase, this affects the performance of the model. It is possible that the real effect of visits is higher than predicted in the model because some visits are not logged. The result can be that some visits are not considered to be effective visits by the model when they would be effective visits in reality. The visits that are considered effective visits in this study would still be considered effective
but possible more effective visits could be identified. This could be overcome by having a complete visit dataset.

A second limitation is that it is possible that important variables are not studied. The available data and variables are based on expert knowledge, but it is possible that there are unknown relations between other variables and churn probability. The result of this can be that more accurate models are possible if more relevant variables are included.

A third limitation is that the clustering methods use normalization and are based on one distance measure. It is possible that the distance between the different points is no longer valid after normalization which could affect the clusters. It is possible that different distance measures would lead to other clusters that are more valid.

A fourth limitation is that it is not known what would be the historical effect of not visiting a specific customer. The model is trained based on the historical data where an effect is assigned to being visited. It is however not known what would have happened if that customer was not visited in that period. The result of this could be that the effect of a visit is underestimated.

A fifth limitation is that the probability in the decision trees can be biased due to the small number of churn observations. The churn probability is calculated using the proportion of churn observations in the end node. This can however lead to biased results when a small number of observations are in the end node. The result of this could be that the churn probabilities are more extreme. A possible solution for this is to use \( \text{Churn probability} = \frac{n+1}{n+m+2} \) instead (Provost & Fawcett & Provost, 2013), where \( n \) are the churn observations in the endnode and \( m \) are the non-churn observations in the endnode.

The sixth limitation is that the model selection is based on the area under the receiver curve and \( F_1 \) score. The result of using these selection criteria is that the model is selected which has the best trade-off between precision and recall. It is however possible that a selection based on precision or recall solely could be better in specific business situations. In a situation where the costs of missing a churn observation are higher than classify non-churners as churners, it could be beneficial to visit more customers and thereby reducing the probability of missing a churn observation. This would mean that recall should be a criteria. It could however also be possible that non-churn customers are alerted by a visit and activated to rethink their ordering pattern which could result in a customer churning after a visit. In this case it is important to have a high precision. The effect of these visits to non-churners is not studied and therefore the \( F_1 \) score and AUC are used. If more information is known, another selection criteria could be selected.

A seventh limitation is that the future cost are not included in the customer lifetime value calculation. The CLV is calculated using the expected future cashflows and therefore represents the profit generated by the customer based on the products. There are however also other costs associated with customers like future actions. This result of this is that the customer lifetime valuation is overestimated and therefore also the monetary effect of the visits is overestimated. By including the future costs a more realistic customer lifetime value can be calculated.

The last limitation is that the chosen churn model, although being the best tested model, does not show a high accuracy when taking the precision and recall into account. It is able to correctly classify 57
percent of all churn observations and 38 percent of the observations classified as churn is an actual churn observation. The result of this is that the system is built on a churn model that is able to identify a portion of the churn observations and some are missed. It is therefore not directly usable as full replacement for manual visit planning but can serve as a support system. Improving the model could make this possible in the future.

7.4 Future Work

Since the research in prescriptive analytics is still in an immature phase, there are possibilities for future work in this field. More research can be done that focuses on using a combination of forecasting and optimization on business processes and show the benefits of this type of analytics. This can improve the awareness of the benefits of prescriptive systems at companies and can help to shift the focus from descriptive and predictive analytics to prescriptive analytics.

Future work can also focus on extensions of the system. The first extension could be to include more different actions. As described is the used method flexible and allows for the use of different retention actions. Example actions are calling the customer, sending emails, send specific marketing content and product demonstrations. By including the data of these actions the prescriptive system can allocate the resources over more actions which could be beneficial. The objective function as shown in equation 7.1 can be used for this extension.

\[
\text{max}(CLE) = \max \sum_{i=1}^{I} CLV_i (1 - (\text{Churn probability}_{i,t+1} - \sum_{j=1}^{J} \text{Action Effect}_{i,j} \cdot a_{i,j}))
\] (7.1)

Where \( j \) is a specific action, \( J \) are the total number of different actions and \( a_{i,j} \) is action \( j \) for customer \( i \).

The second extension is to include action costs. The used model includes a constraint about the maximum number of visits that are held every month, which needs to be set by the company. When the costs of the actions are also included, this maximum number of visit constraint could be excluded and the system could decide which actions are profitable and which are not. To be able to do this, future work needs to focus on how to measure the cost of an action for different levels of staff. Assuming that low level staff are associated with lower costs than high level staff, it could be possible that some actions lead to profit when executed by low level staff and not when executed by high level staff. Including these costs for actions when executed by different staff levels could improve the decision on what actions to undertake and by what kind of staff. The objective function as shown in equation 7.2 can be used for this extension.

\[
\text{max}(CLE) = \max \sum_{i=1}^{I} CLV_i (1 - (\text{Churn probability}_{i,t+1} - \text{Action Effect}_{i} \cdot a_{i})) - C_a \cdot a_i
\] (7.2)

Where \( C_a \) is the cost of the action.
The third extension could be to include a response function of the combination of action, customer and salesagent. This response function describes the effect of a specific action on a specific customer when executed by a specific salesagent. By including this function, a more detailed resource allocation system can be created which optimizes for the optimal actions at customer and also dictates which salesagent needs to execute this action. The objective function as shown in equation 7.3 can be used for this extension.

$$\max (CLE) = \max \sum_{i=1}^{I} CLV_i (1 - (\text{Churn probability}_{i, t+1} - \sum_{s=1}^{S} \text{Action Effect}_{i,s} \cdot a_{i,s}))$$  \hspace{1cm} (7.3)

Where $s$ is a specific sales agent, $S$ the total number of different sales agents and $a_{i,s}$ an action performed by a specific salesagent at customer $i$.

Lastly, future work could also focus on using other definitions of churn. An example is to use partial revenue churn, where customers churned when the revenue decreases by a certain percentage. This could be especially interesting in a retail context without a directly measurable churn moment.
Appendix A

Review protocol prescriptive analytics
# 2. Review Protocol

This chapter will provide the review protocol which specifies the method used to search, select and extract literature for this literature review. The protocol will follow the guidelines of Kitchenham et al. (2007) and start with the research questions followed by the search strategy, the extraction strategy and the result of the applied review protocol.

**Research Questions:**
The aim of this literature review is to answer the following questions:

1. For what purpose is prescriptive analytics currently used in business processes?
2. What methods for applying prescriptive analytics are currently used?
3. What prescriptive analytics method performs best in what context?

**Search Strategy**

**Search Terms**

To answer the research questions, the following keywords were extracted from the first question: “prescriptive analytics” and “business processes”. From the second and third question the keywords, “method” and “performance” were extracted. Since, “method” and “performance” are very general keywords, the decision was made to exclude these from the search terms. Instead, the found literature will be consulted for these keywords. Because prescriptive analytics is usually a combination of predictive analytics and optimization (Soltanpoor & Sellis, 2016), the keyword “prescriptive analytics” is complemented with “predictive analytics” and “optimization”. No synonyms were found in the Oxford English Dictionary or in Thesaurus. Table 1 shows an overview of the keywords and search terms.

<table>
<thead>
<tr>
<th>Index</th>
<th>Keyword</th>
<th>Synonyms, hyponyms and variants</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Prescriptive Analytics</td>
<td></td>
<td>n/a</td>
</tr>
<tr>
<td>2</td>
<td>Predictive Analytics</td>
<td>Supervised Learning, Unsupervised Learning, Neural Networks, Nearest-Neighbour, Decision Tree, Fuzzy Modelling, Fuzzy Clustering, Crisp Clustering, K-means Clustering, Elastic Net, Neural Net, Bayes Classifier</td>
<td>Hastie et al. (2017)</td>
</tr>
<tr>
<td>4</td>
<td>Business Processes</td>
<td>Business Process, Decision Support</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Both the keywords predictive analytics and optimization led to a large number of articles without application. Therefore, the decision was made to include specific methods for predictive analytics and optimization. The included predictive analytics and optimization techniques are obtained from literature from Hastie, Tibshirani and Friedman (2017), Hiller and Lieberman (2015) and Hutchison (2016).
The keyword “Prescriptive Analytics” is used to focus the search on the main subject of interest. Since the terms “Predictive Analytics” and “Optimization” are included to broaden the search, these three keywords, including their synonyms, hyponyms and variants, will have to be present in the search results. Therefore, these keywords will be separated by an “OR” operator, were “Predictive Analytics” and “Optimization” need to be present simultaneously. To focus on applications in business processes, the keyword “Business Processes” needs to be present as well.

This leads to the following query were all synonyms, hyponyms and variants are used:


**Sources**

The previously mentioned search terms will be used to form a reproducible systematic literature review. To get full coverage of the relevant articles, a selection was made based on the number of documents, relevant field coverage and possibility of using advanced search queries. The following sources were selected:

1. **Scopus**: Scopus is a database with 21,950 journals, more than 150 thousand books and more than 8 million conference papers in all fields of study. It claims to be the largest abstract and citation database of peer reviewed literature and is created by Elsevier. Scopus incorporated tools that allow the user to use advanced search and refine techniques, making it a fast and easy to use database.

2. **Web of Science**: Web of Science is a combined citation database of several citation databases with citations of more than 20 thousand Journals, over 80 thousand books and over 180 thousand Conference Papers in all scientific disciplines. It is a subscription based database that is created by Clarivate Analytics.

3. **Springer Journals**: Springer Journals is a subscription based database that aims to provide researchers with access to millions of scientific documents. It covers more than 3,4 thousand Journals, more than 240 thousand Books and over 1 million Conference Papers of all field studied by academics. Springer Journals is owned by Springer and its main focus is on the own published books, providing full text versions.

4. **IEEE Explorer**: The IEEE Explorer digital library provides access to all IEEE journals and technical content. It is a subscription library with over 195 journals, more than 6 thousand Technical Standards and 1,800 Conference Papers. The focus of the IEE content is on technical subjects ranging from bioengineering to computer science. It is owned by the Institute of Electrical and Electronics Engineers.

5. **ACM Digital Library**: The ACM Digital Library is a library of all content published by ACM, full text publications from selected publishers and the ACM guide to Computing Literature. This guide is a bibliographic database focused solely on computer science. The ACM Digital Library contains 1,4 thousand journals, over 170 thousand books and over 25 thousand technical reports. It is owned by the Association for Computing Machinery and full text articles are available for members.

The research of Cavacini (2015) indicates that the databases Scopus and Web of Science have high computer science article coverage combined with high quality indexing. Furthermore, Springer Journals was added to include more books in the search. Lastly IEEE explore and ACM Digital Library were added because of their specific relevance for Computer Science (Brereton et al., 2006). Using these digital sources will give a good coverage of the online available literature on the topic.
**Selection Protocol**

The list resulting from the queries needs to be narrowed down to a shortlist only containing the most relevant articles. For this a selection protocol is applied which consists of three steps.

The first step is to use the queries specified in the search terms section to compose a combined longlist of the unique articles found at the five sources.

The second step is to use the selection criteria to create a middle list. These selection criteria will function as a filter where only the articles that are in line with the criteria are kept and the other articles are put on the backup list.

Lastly, the middle short list will be manually refined by labelling every article to the research questions, based on the title and abstract. The article can be labelled to one or more research questions if applicable, or not be labelled if the article is not applicable to any of the research questions. The literature without a label will be left out the final short list to create a list of the most applicable literature. The manual refinement will be done by the author of this literature review and done in two stages. In the first refinement stage all the relevant articles are labelled and put in the final short list. In the second round all the articles without a label are rechecked and if found relevant for one of the research questions, labelled and added to the final short list. This way articles are only rejected if they were not found relevant two times. The manually rejected literature will be put on a rejection list and kept to allow for use when deemed useful.

**Selection criteria**

The selection criteria to be used are based on relevance, quality and usability:

To increase the relevance of the literature:

1. All search terms have to be in the title, abstract or keywords
2. The subject area needs to be “Computer Science” or “Business”

To increase the quality and accurateness of the literature:

3. The literature needs to be a journal article, a book or a conference paper
4. The literature needs to be published after 2009

To ensure usability of the literature:

5. The literature needs to be in English

**Middle list**

Table 2 shows the search queries and number of results per database. A total of 92 results were found of which 18 were duplicates and three were not accessible. The used query for the Springer Journals database resulted in over 400 results, therefore the decision was made to keep these results on a separate list which will be used as theoretical background information when needed. The 71 unique results form the middle list and will be manually refined as described in step three of the selection protocol.
<table>
<thead>
<tr>
<th>Publication Years</th>
<th>Search Query Results</th>
<th>Language</th>
<th>Subject Area</th>
<th>Literature Type</th>
<th>Results</th>
<th>Unique Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009-2018</td>
<td>12</td>
<td>English</td>
<td>Computer Science</td>
<td>Journal Articles, Conference Proceeding and Books</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>2009-2018</td>
<td>20</td>
<td>English</td>
<td>Computer Science</td>
<td>Journal Articles, Conference Proceeding and Books</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>2009-2018</td>
<td>n/a</td>
<td>English</td>
<td>Computer Science</td>
<td>Journal Articles, Conference Proceeding and Books</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 2: Search Query Results of search on 10-03-2018  Scopus Web of Science Springer Journals IEEE Xplore Digital Library ACM Digital Library
**Short list**

For the third step all 71 results are scanned to assess the relevance of the articles. In this, the criteria are:

1. The result describes application of prescriptive analytics to business processes
2. The result describes a method of prescriptive analytics
3. The result compares at least two different methods of prescriptive analytics

Since criteria 1 and 3 cannot be met without criteria 2 being met as well, there are no results that only meet criteria 1 and 3. The manual refinement led to the following result:

<table>
<thead>
<tr>
<th>Criteria met</th>
<th>Non</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>1+2</th>
<th>2+3</th>
<th>1+2+3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of results</td>
<td>28</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>16</td>
<td>12</td>
<td>11</td>
</tr>
</tbody>
</table>

The 11 result meeting all three criteria are put on the short list to be examined further and used as a starting point of the literature review. Figure 2 shows the conversion from middle list to short list sorted by publication year. The number of relevant results for the short list suggest that after a small peak in 2010, there has been a more interest in the topic since 2013. The reason for this could be that more and more companies deem prescriptive analytics to be a new way to become competitive or the increased awareness that data analysis and prescriptive analytics can be used to make better use of resources. As seen by the low number of relevant articles it can be said that the field of prescriptive analytics is in a premature phase and more research is needed.

All results on the shortlist has at least one citation and are books, conference papers or articles from journals recognized by the ADBC Master Journal list of 2016 as quality journals or by the 2018 journal quality list of Harzing. This indicates that the articles used for this literature review are of quality.

**Extraction Strategy**

For the extraction of the literature, the form in table 4 is used. All extraction will be done by the author. The literature shown in table 4 will function as the starting point of the systematic literature review, which will be presented in chapter 4 to 6.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Application</th>
<th>Method</th>
<th>Year</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advertisements Clicking Prediction by Using Multiple Criteria Mathematical Programming</td>
<td>Behavioural targeting for online advertisements</td>
<td>Support vector machine, Support vector regression, Logistic regression, Gaussian process, neural network, regularized regression + Linear programming</td>
<td>2016</td>
<td>Lee, Shi, Wang, Lee &amp; Kim</td>
</tr>
<tr>
<td>Prescriptive Control of Business Processes</td>
<td>Resource Management in Cloud Environments</td>
<td>variety</td>
<td>2016</td>
<td>Krumeich, Werth &amp; Loos</td>
</tr>
<tr>
<td>Early Predictions of Movie Success: The Who, What, and When of Profitability</td>
<td>Investment decisions in the entertainment industry</td>
<td>Regression + Linear programming</td>
<td>2013</td>
<td>Lash &amp; Zhao</td>
</tr>
<tr>
<td>Electricity Markets Portfolio Optimization using a Particle Swarm approach</td>
<td>Electricity portfolio management for investment bankers</td>
<td>Artificial neural network + Particle Swarm Optimization</td>
<td>2013</td>
<td>Guedes, Pinto, Vale, Sousa &amp; Sousa</td>
</tr>
<tr>
<td>On-line economic optimization of energy systems using weather forecast information</td>
<td>Energy control</td>
<td>Gaussian Process + Stochastic Optimization</td>
<td>2009</td>
<td>Zavala, Constantinescu, Krause &amp; Anitescu</td>
</tr>
<tr>
<td>Supply Chain Planning and Shipping Line Optimization</td>
<td>Reduce production time</td>
<td>Neural network + particle swarm optimization</td>
<td>2010</td>
<td>Liu, Zhou, Guo, Wang, Pang &amp; Zhai</td>
</tr>
<tr>
<td>An Information System for Sales Team Assignments Utilizing Predictive and Prescriptive Analytics</td>
<td>Reduce production time</td>
<td>Neural network + Integer Programming</td>
<td>2015</td>
<td>Von Bischhoffshausen, Paatsch, Reuter, Satzger &amp; Fromm</td>
</tr>
<tr>
<td>Applying a Hybrid of Genetic Algorithms to Cloud Resources Management</td>
<td>Energy control</td>
<td>Particle Swarm Optimization</td>
<td>2013</td>
<td>Guedes, Pinto, Vale, Zavala, Constantinescu, Krause &amp; Anitescu</td>
</tr>
<tr>
<td>Complex Decision Model Learning in Cloud Computing Industry</td>
<td>Complex decision model learning in cloud computing industry</td>
<td>Neural network, decision trees + Mixed integer programming</td>
<td>2013</td>
<td>Boston, McPherson, Wale, Cao &amp; Guan</td>
</tr>
<tr>
<td>Every Prediction of Movie Success</td>
<td>Process optimization</td>
<td>Regression + Linear Programming</td>
<td>2016</td>
<td>Li, Zhang</td>
</tr>
<tr>
<td>Development of a Hybrid of Genetic Algorithm and Particle Swarm Optimization Algorithm</td>
<td>Cloud computing industry</td>
<td>Neural network, decision trees + Mixed integer programming</td>
<td>2013</td>
<td>Boston, McPherson, Wale, Cao &amp; Guan</td>
</tr>
</tbody>
</table>
| Table 4: Short list Paper Author Year Method Application Advertisement Prediction for Online Advertisement Clicking Prediction by Using Multiple Criteria Mathematical Programming
### Appendix B

### Data Format

Table B.1: Example data format

<table>
<thead>
<tr>
<th>Customer</th>
<th>Start</th>
<th>End</th>
<th>Variable 1</th>
<th>Variable 2</th>
<th>...</th>
<th>Variable n</th>
<th>Churn</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>...</td>
<td>5</td>
<td>False</td>
</tr>
<tr>
<td>110</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>...</td>
<td>8</td>
<td>False</td>
</tr>
<tr>
<td>110</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>...</td>
<td>2</td>
<td>True</td>
</tr>
<tr>
<td>305</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>8</td>
<td>...</td>
<td>10</td>
<td>False</td>
</tr>
</tbody>
</table>
Appendix C

Gaussian mixture modelling covariance


A Gaussian distribution is completely determined by its covariance matrix and its mean (a location in space). The covariance matrix of a Gaussian distribution determines the directions and lengths of the axes of its density contours, all of which are ellipsoids.

These four types of mixture models can be illustrated in full generality using the two-dimensional case. In each of these contour plots of the mixture density, two components are located at (0,0) and (4,5) with weights 3/5 and 2/5 respectively. The different weights will cause the sets of contours to look slightly different even when the covariance matrices are the same, but the overall shapes of individual contours will still be similar for identical matrices.

- **Full** means the components may independently adopt any position and shape.
- **Tied** means they have the same shape, but the shape may be anything.
- **Diagonal** means the contour axes are oriented along the coordinate axes, but otherwise the eccentricities may vary between components.
- **Tied Diagonal** is a "tied" situation where the contour axes are oriented along the coordinate axes.
- **Spherical** is a "diagonal" situation with circular contours (spherical in higher dimensions, hence the name).

Figure C.1: Covariance types
Appendix D

Decision trees
Figure D.2: Decision tree for cluster 1 - Part 2
Figure D.3: Decision tree for cluster 1 -Part 3
Figure D.4: Decision tree for cluster 2

Appendix D. Decision trees
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