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Abstract

In this paper, an efficient ghost-cell based immersed boundary method (IBM) is used to perform direct numerical simulation (DNS) of reactive fluid-particle systems. With an exothermic first order reaction proceeding at the exterior particle surface, the solid temperature rises and consequently increases the reaction rate via an Arrhenius temperature dependence. In other words, the heat and mass transport is dependently coupled through the particle thermal energy equation and the Arrhenius equation, and they offer dynamic boundary conditions for the fluid phase thermal energy equation and species equation respectively. The fluid-solid coupling is enforced at the exact position of the particle surface by implicit incorporation of the boundary conditions into the discretized momentum, species and thermal energy conservation equations of the fluid phase. Different fluid-particle systems are studied with increasing complexity: a single sphere, three spheres and a dense array consisting of hundreds of randomly generated particles. In these systems the mutual impacts between heat and mass transport processes are investigated.

Keywords: Immersed boundary method, gas-solid system, surface reaction, coupled heat and mass transfer, Damköhler number, Arrhenius equation.

1. Introduction

Reactive fluid-particle systems are widely encountered and utilized in various processes, such as catalytic synthesis in chemical industry, coal combustion in energy industry and ore reduction in metallurgical industry. Two important factors need to be considered in such complex heterogeneous systems: variable reaction rates and significant heat effects. They pose considerable challenges to the equipment design as well as the process performance. In such circumstances, fundamentally
understanding the heat and mass transport processes as well as the fluid flow is of tremendous importance. In the last century, numerous correlations obtained from experiments have been proposed for heat and mass transfer between the fluid and the solid phase for both fixed and fluidized systems (Gunn, 1978; Wakao and Funazkri, 1978; Hughmark, 1980; Kumar and Fan, 1994; Kim and Kang, 1997; Wagner et al., 1997). Although utilization of these correlations is quick and convenient to obtain average heat and mass transfer rates, detailed information is not easily quantified. For example, inhomogeneous particle distribution may lead to strongly irregular fluid behavior and consequently varying heat and mass transfer rates in both space and time. The complexity is further increased if the mass and heat transfer processes are mutually influenced. In other words, the heat effect associated with the mass transfer process will in turn influence the mass transfer process itself. The desired quantitative detailed information, however, can be produced using three-dimensional transient computational fluid dynamics (CFD), due to significant advances in algorithm development as well as computational power that have been made in the last few decades.

Due to the severe limitation of computational power, most of the earlier CFD work on reactive fluid-particle systems was limited to the usage of large scale models. Holloway and Sundaresan (2012) studied reacting gas-particle flows using coarse-grained two-fluid models. In their studies, constitutive relations for the filtered reaction rate and filtered species dispersion are postulated to close the filtered species balance equation, and effective reaction rates are used to rationalize the over-prediction in reactant conversion. Xue and Fox (2014) applied a kinetic theory based multi-fluid Eulerian model to study biomass gasification in fluidized bed gasifiers. Chemical kinetics and variable-particle-density model are coupled with the governing equations, and a time-splitting approach with fractional-time-step adaption is employed to maintain numerical stability of transport-reaction coupling. Zhuang et al. (2014) combined the discrete element method (DEM) with CFD to describe the gas-solid flow behavior in a fluidized bed reactor for methanol-to-olefins processes. The reaction is accounted for by incorporating the lumped kinetics into the gas phase, and the heat transfer is considered between particles as well as between gas and particles. Ku et al. (2015) proposed a CFD-DEM model to simulate biomass gasification in a fluidized bed reactor. Devolatilization, pyrolysis, char conversion, water vaporization and particle shrinkage are all considered for individual particles. Source terms resulting from the particle phase reactions as well as the reduced gas phase reactions are included in the gas phase governing equations.

With the rapid development of computational capability, DNS has emerged as a powerful tool to resolve all the details at the sub-particle level, and this provides fundamental insights in fluid-solid interactions. Such information can be further used to quantitatively evaluate microscale transport coefficients that are required as closures in coarser scale models. There are several DNS techniques proposed by
pioneering researchers for modeling of fluid-particle systems such as the overset grid method
(Chesshire and Henshaw, 1990), the arbitrary Lagrangian-Eulerian method (Hu et al., 2001) and the
Lattice-Boltzmann method (Ladd, 1994a, b), however in recent years the immersed boundary method
(IBM) has received a lot of attention due to its considerable advantages of easy grid generation and
efficient CPU utilization. IBM has been applied in various studies including elastic boundaries, complex
geometries and moving objects (Fadlun et al., 2000; Kim et al., 2001; Takeuchi et al., 2010; Xu et al.,
2013; Liu and Hu, 2014; Das et al., 2017). Another merit of IBM, utilized in this paper, is its easy
addition of species and thermal energy equations following the fluid flow equations. They are then
solved by using the same methodology. There are mainly two classes of IBM, specifically the
continuous forcing method, i.e., CFM, and the discrete forcing method, i.e., DFM. CFM represents the
immersed object by Lagrangian marker points, and introduces a forcing term determined by fulfilling
the expected boundary condition in an interpolated manner into the governing equations to represent
the fluid-solid interaction (Peskin, 1977; Goldstein et al., 1993; Saiki and Biringen, 1996; Uhlmann,
2005; Vanella and Balaras, 2009; Di and Ge, 2015). DFM calculates virtual variable values at ghost
cells (i.e.: cells inside the solid phase but required for solving the fluid phase equations) by extrapolating
fluid variables near the interface together with the enforced boundary condition, to account for the
influence of the immersed object (Mohd-Yusof, 1997; Udaykumar et al., 2001; Tseng and Ferziger,
2003; Marella et al., 2005; Ghias et al., 2007; Mittal et al., 2008). DFM is implemented in our DNS
model, due to its considerable merit of treating the immersed boundary as a sharp interface and
maintaining the same numerical stability conditions.

Contrary to intensive hydrodynamic studies, i.e., interfacial momentum exchange, in fluid-particle
systems using IBM, much less attention was paid to the field of mass and heat transfer. Mass transfer
studies have been reported by, e.g.: Deen and Kuipers (2013) applying DFM to dense fluid-particle
systems assuming infinitely fast surface reaction and Gong et al. (2014) applying CFM to permeable
moving interfaces to describe their deformability and interaction with the surrounding fluids. A
somewhat larger amount of studies regarding heat transfer have been reported by, e.g.: Feng and
Michaelides (2009) applying CFM to particulate flows assuming constant temperature at the sphere
surface, Tenneti et al. (2013) applying CFM to account for the thermal interaction between the fluid
and the isothermal particles in a statistically homogeneous particle domain and Xia et al. (2015)
applying DFM to study the impact of natural convection on the cooling process of a freely settling
sphere. In the scope of coupled heat and mass transfer very few IBM computational results are available.
Deen and Kuipers (2014) extended their preceding DFM model to chemical reaction with heat
production in a random array of stationary particles. Abdelsamie et al. (2016), Validi et al. (2017) and
Boukharfane et al. (2018) studied compressible reactive multicomponent flows in combustion processes,
with the source terms included in the conservation equations and IBM implemented to enforce the zero-
gradient boundary condition for complex engine geometries or moving fuel particles. Some researchers reported particle-resolved numerical simulations for reactive fluid-particle systems without using IBM. Wehinger et al. (2015) studied dry reforming of methane in catalytic fixed bed reactors. 113 spheres were generated by DEM and detailed reaction mechanisms were applied. The boundary condition assumes that the produced/consumed species at the catalyst surface by desorption/adsorption equals the diffusive mass flux from/to the catalyst. Dixon (2017) studied steam methane reforming in a random packed bed inside a slender tube. The fluid flow field is fully coupled to the temperature and species distributions inside the catalyst through the solid particle method. In this method, the conservation equations in both fluid and solid phases are solved and the interfacial coupling is provided. Schulze et al. (2017) studied char conversion processes in fixed bed gasifiers. The species net production and the total reaction heat are directly incorporated into the governing equations. The species concentration and temperature on the particle surface, i.e.: boundary conditions, are evaluated by balancing the transport and reactions.

In this paper, we extend an earlier reported DNS model (Lu et al., 2018a; Lu et al., 2018b; Lu et al., 2018c; Lu et al., 2018d) to simulate coupled heat and mass transfer processes in reactive fluid-solid systems. With our ghost-cell based immersed boundary method, the fluid-solid coupling is realized by a second order quadratic interpolation scheme. In this method, the Robin boundary condition is enforced exactly at the particle surface and implicitly at the level of discretized equations. A surface reaction rate is incorporated into the Robin boundary condition to describe the interplay between chemical transformation and mass transport in fluid-particle systems, while the Robin boundary condition reduces to the Dirichlet boundary condition with the value of the particle temperature. It should be noted that the heat and mass transfer are fully coupled in our DNS model. In other words, the solid temperature is determined by the thermal energy equation of individual particles and offers a dynamic boundary condition for the fluid phase thermal energy equation, while the surface reaction rate of each particle is updated through the Arrhenius equation and serves as a dynamic boundary condition for the fluid phase species equation.

We organize the current paper as follows. Following the description of our DNS model, the numerical details are presented. After that, the main results of different fluid-particle systems are reported including a single sphere, three spheres and a dense array. The conclusions are presented in the last section.
2. Model description

For the DNS model introduced for the current research, we assume: (1) The fluid phase is incompressible and Newtonian, and the solid phase is spherical catalyst particles; (2) Both fluid and solid phases have constant physical properties; (3) Diffusion follows Fick’s laws; (4) Only the external particle surface is reactive, and the Biot number is much smaller than the unity so that individual particles have a uniform temperature. In our case, the Biot number is defined as:

$$Bi = \frac{\alpha_h d_s}{\lambda_s}$$  \hspace{1cm} (1)

where $\alpha_h$ is the convective heat transfer coefficient, $d_s$ is the particle diameter and $\lambda_s$ is the thermal conductivity of the solid phase. For small catalyst particles that are commonly composed of highly conductive metals (metal oxides), this assumption is valid.

2.1 Governing equations

The governing equations to describe the velocity, concentration and temperature distribution in the fluid phase are the Navier-Stokes, the species and the thermal energy equations, respectively given by:

$$\nabla \cdot \mathbf{u} = 0$$  \hspace{1cm} (2)

$$\frac{\partial \rho_f \mathbf{u}}{\partial t} + \nabla \cdot (\rho_f \mathbf{u} \mathbf{u}) = -\nabla p + \mu_f \nabla^2 \mathbf{u} + \rho_f g$$  \hspace{1cm} (3)

$$\frac{\partial c_f}{\partial t} + \nabla \cdot (c_f \mathbf{u}) = D_f \nabla^2 c_f$$  \hspace{1cm} (4)

$$\rho_f C_{p,f} \left[ \frac{\partial T_f}{\partial t} + \nabla \cdot (T_f \mathbf{u}) \right] = \lambda_f \nabla^2 T_f$$  \hspace{1cm} (5)

where $\rho_f$ and $\mu_f$ are the fluid density and the fluid viscosity respectively, $D_f$ is the species mass diffusivity in the fluid, and $C_{p,f}$ and $\lambda_f$ are the heat capacity and the thermal conductivity of the fluid phase respectively.

Since in the current work the particles are stationary and the reaction occurs at the particle surface, the only governing equation of the solid phase is the particle thermal energy equation. It calculates the particle temperature based on the fluid-solid heat transfer rate (first term on the right-hand side) and the rate of reaction heat liberated from the catalytic reaction (second term on the right-hand side):

$$V_s C_{p,s} \frac{dT_s}{dt} = \Phi_{bs,f \rightarrow s} + \Phi_{p,f \rightarrow s} (\Delta H_r)$$  \hspace{1cm} (6)

In this equation, $V_s$ is the particle volume, $C_{p,s}$ is the volumetric heat capacity of the particle and $\Delta H_r$ is the reaction enthalpy. The heat transfer rate and the mass transfer rate, with the normal pointing inward
to the solid, are calculated by integrating of the temperature and concentration gradient at the sphere surface over the whole sphere ($S_s$ the external surface area of the sphere) using the following two equations respectively:

\[ \Phi_{b,f \rightarrow s} = -\int \int_{S_s} (\lambda_f \nabla T_f \cdot n) dS \]  
\[ \Phi_{s,p \rightarrow f} = -\int \int_{S_s} (D_f \nabla c_f \cdot n) dS \]  

Providing an exothermic catalytic reaction and a small enough Biot number, the heat liberation is promptly transported to the interior of the particle with a negligible intra-particle temperature gradient, i.e., a uniform solid temperature over the whole particle.

2.2 Boundary conditions at the particle surface

The interfacial boundary condition for the concentration computation is taken such that a first-order irreversible chemical reaction proceeds on the external surface of catalyst particles. There is no accumulation on the particle surface, indicating an equilibrium between the rate of consumption due to reaction and the diffusion flux to the particle surface.

\[ kc_{f,s} = -D_f \frac{\partial c_{f,s}}{\partial n} \]  

In this equation, $k$ is the surface reaction rate coefficient with the unit meter per second, $D_f$ is the species mass diffusivity and $n$ is the normal pointing into the sphere. Due to the significant heat effect, the fluid phase thermal energy equation is solved to determine local fluid temperatures. For this purpose, the Dirichlet boundary condition with the particle temperature computed by Equation (6) is enforced at the fluid-solid interface for individual catalyst particles.

The particle temperature rises due to the exothermic catalytic reaction proceeding at the particle surface. Simultaneously, the increased particle temperature results in a higher reaction rate and consequently a higher heat production rate at an increased interfacial mass transfer rate. At steady state, a constant particle temperature is obtained. This implies the liberated reaction heat is fully carried away by the fluid flow. The influence of the particle temperature on the reaction rate coefficient is computed by the well-known Arrhenius equation:

\[ k = A e^{\frac{E_a}{RT_s}} \]  

where $A$ is the pre-exponential factor, $E_a$ is the activation energy of the current catalytic reaction, $R$ is the universal gas constant and $T_s$ is the particle temperature in Kelvins. At the end of every time step, the solid temperature and subsequently the reaction rate coefficient of individual particles are computed. They serve as the updated boundary conditions for the fluid phase thermal energy and species equation at the new time step respectively.
It should be noted that the parameters of the Arrhenius equation, namely the pre-exponential factor and the activation energy, as well as the parameters of the system, namely initial temperature and the reaction enthalpy, are adopted from realistic parameters of the methane partial oxidation reaction (POX) (Melchiori et al., 2014) and applied to all simulations in this paper. One should be aware that a single species together with realistic parameters are considered in this paper to demonstrate the applicability of our method for highly coupled catalytic reactions, whereas the realistic POX reaction involves more reactions, namely full combustion, steam reforming, dry reforming and water-gas shifting. Besides that, solid phase reactions should also be well addressed in the modeling of industrial processes. We refer the interested reader to the work of Groote and Froment (1996) for more detailed kinetics.

2.3 Dimensionless numbers used in the work

Besides the Biot number given in Equation (1), some more dimensionless numbers used in the current paper are summarized in this sub-section.

Equation (9) that relates the species flux to a particle to the surface reaction can be non-dimensionalized to obtain the definition of the Damköhler number $Da$ using spherical coordinates, namely:

$$kc_{f,s} = -D_f \frac{\partial c_{f,s}}{\partial r}$$

The Damköhler number describes the ratio of the reaction rate to the mass transfer rate:

$$Da = \frac{kr_s}{D_f}$$

where $r_s$ is the particle radius. A varying reaction rate is characterized by the Damköhler number changing from zero to infinity, indicating a process limited by reaction and mass transfer respectively. It should be noted that the Damköhler number calculated in Equation (12) is the second Damköhler number and is only valid for first order reactions discussed in the current paper.

For fluid-particle systems with only unsteady diffusion and conduction, the Fourier number $Fo$ is computed to be the dimensionless time:

$$Fo = \frac{D_f}{r_s^2} t$$

where $t$ is the real wall time. For fluid-particle systems with convective transport, the flow behavior is indicated by the particle Reynolds number $Re_s$:

$$Re_s = \frac{\rho_f u_0 d_s}{\mu_f}$$
where $u_0$ is the superficial fluid velocity and $d_s$ is the particle diameter.

The particle-based Sherwood number describes the ratio of the convective mass transfer rate to the diffusive mass transfer rate, whereas the particle-based Nusselt number represents the ratio of the convective heat transfer rate to the conductive heat transfer rate. They are calculated by the following two equations, respectively:

$$Sh_s = \frac{k_m d_s}{D_f} \quad (15)$$

$$Nu_s = \frac{\alpha_h d_s}{\lambda_f} \quad (16)$$

where $k_m$ is the convective mass transfer coefficient and $\alpha_h$ is the convective heat transfer coefficient.

The Schmidt number $Sc$ and the Prandtl number $Pr$, defined as the ratio of the momentum diffusivity to the mass diffusivity and the thermal diffusivity respectively, are given as:

$$Sc = \frac{\mu_f}{\rho_f D_f} \quad (17)$$

$$Pr = \frac{\mu_f C_p f}{\lambda_f} \quad (18)$$

The Lewis number $Le$ is the ratio of the thermal diffusivity to the mass diffusivity:

$$Le = \frac{\lambda_f}{\rho_f C_p f D_f} = \frac{Sc}{Pr} \quad (19)$$

### 3. Numerical details

Equation (2) to (5) are solved on a staggered Cartesian grid with uniform grid spacing in all three directions, using a finite difference scheme. For temporal discretization, the Adams-Bashforth scheme is used for the convective term and the Euler backward scheme is used for the diffusive term. For spatial discretization, the convection term is discretized by a second-order total variation diminishing scheme and the diffusion term is discretized by a standard second-order central differencing scheme. The momentum equation is advanced through a two-step projection method. The solid phase equation is solved after the fluid phase equations. Following the previous work in our group (Deen and Kuipers, 2014), the particle thermal energy equation is temporally integrated using the following expression:

...
\begin{equation}
T_s^{n+1} = T_s^n + \frac{\Delta t}{V_i C_p,i} \left[ \frac{\Phi_{a,\Delta t}^n + \Phi_{a,\Delta t}^{n+1}}{2} + (-\Delta H_f) \frac{\Phi_{a,\Delta t}^n + \Phi_{a,\Delta t}^{n+1}}{2} \right]
\end{equation}

In this equation, the second order trapezoidal rule is applied. The calculation procedure from time step \( n \) to \( n + 1 \) is shown in Figure 1. The momentum, species and thermal energy equations are solved sequentially, and the stiff coupling between heat and mass transfer is achieved by using a small enough time step.

Figure 1: Flow chart of the simulation over one time step from \( t^n \) to \( t^{n+1} \).

The discretization of all governing equations leads to generic algebraic equations written as:

\begin{equation}
a_c \phi_c + \sum_{1}^{6} a_{\phi_{nb}} \phi_{nb} = b_c
\end{equation}

where \( \phi \) is the target fluid variable, namely velocity, concentration and temperature fields for Navier-Stokes, species and thermal energy equations, respectively. This equation provides the relationship between any fluid quantity \( \phi_c \) in the simulation domain and its six neighbors indicated as \( \phi_{nb} \). Due to the fact that the immersed object boundaries do not conform to the mesh boundaries, a special treatment is required to enforce the boundary condition at the fluid-solid interface. The ghost points, defined as points inside the solid phase but possessing at least one neighbor in the fluid phase, are used to obtain a solution of the fluid phase governing equations. The fluid-solid coupling in our DNS model is briefly summarized here, and the interested reader may refer to our previous study (Lu et al., 2018a) for a more extensive description.

A second order polynomial is used to approximate a generic variable \( \phi \) in the vicinity of the immersed object surface:
\[
\phi = \sum_{i=0}^{2} \sum_{j=0}^{2} \sum_{k=0}^{2} c_{ijk} x^i y^j z^k, i + j + k \leq 2
\]  

(22)

It should be noted that relative coordinates with respect to the boundary point \( \phi_B \) is applied here, and hence this equation can be in fact written as the Taylor expansion:

\[
\phi(x, y, z) = \phi_B + \frac{\partial \phi_B}{\partial x} x + \frac{\partial \phi_B}{\partial y} y + \frac{\partial^2 \phi_B}{\partial x^2} x^2 + \frac{1}{2} \frac{\partial^2 \phi_B}{\partial y^2} y^2 + \frac{1}{2} \frac{\partial^2 \phi_B}{\partial z^2} z^2 + \cdots
\]  

(23)

The first coefficient is the Dirichlet value, while the second, third and fourth coefficients are the derivative in \( x, y \) and \( z \) directions respectively. With these, one can enforce the Robin boundary condition at the immersed object surface:

\[
\alpha \phi_B + \beta \frac{\partial \phi_B}{\partial n} = f
\]  

(24)

The coefficients are obtained through a reconstruction procedure consisting of nine neighboring fluid points and one image point, written as:

\[
\phi = Xc
\]  

(25)

In this equation, \( X \) is the Vandermonde matrix and vectors \( \phi \) and \( c \) are for fluid variable and polynomial coefficients respectively. The coefficients are expressed as a linear combination of variable values and the relative coordinates. The image point value is first evaluated by satisfying the boundary condition, and subsequently the ghost point value is computed and used to update the matrix coefficients in Equation (21).

4. Results and discussion

In this section, results obtained for different fluid-particle systems with an increasing number of particles are presented: a single sphere, three spheres and a dense array. These systems are highly related to engineering applications and demonstrate the strengths of our DNS methodology for modeling of reactive fluid-particle systems.

4.1 Single sphere system

In this part, we consider a single stationary sphere positioned in the fluid. The free-slip boundary condition is applied at the domain boundaries for the computation of the velocity field, whereas a homogeneous Neumann boundary is applied there for the species and thermal energy conservation equations indicating an isolated and adiabatic system. At the outlet the pressure is prescribed as the standard atmospheric pressure, and both concentration and temperature boundary conditions are specified as a zero normal gradient. Fluid flows into the system with a prescribed uniform velocity of 0.08 m/s, 0.24 m/s, 0.4 m/s, 0.8 m/s and 1.2 m/s, corresponding to a particle-based Reynolds number of 20, 60, 100, 200 and 300, respectively. The fluid inlet concentration and temperature are set to be the
same as the initial values of the system. A mesh resolution $N = 20$, defined as the ratio of the sphere diameter to the grid size, has been found to be sufficient in our earlier paper (Lu et al., 2018a). The data used for the numerical simulation are given in Table 1.

Table 1: Data used for the simulation of the single sphere system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle radius $d_s$</td>
<td>0.0025</td>
<td>m</td>
</tr>
<tr>
<td>Fluid density $\rho_f$</td>
<td>1.0</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Fluid viscosity $\mu_f$</td>
<td>$2 \times 10^{-5}$</td>
<td>kg/m/s</td>
</tr>
<tr>
<td>Fluid diffusivity $D_f$</td>
<td>$2 \times 10^{-5}$</td>
<td>m$^2$/s</td>
</tr>
<tr>
<td>Fluid thermal conductivity $\lambda_f$</td>
<td>0.025</td>
<td>W/m/K</td>
</tr>
<tr>
<td>Fluid heat capacity $C_{p,f}$</td>
<td>1000</td>
<td>J/kg/K</td>
</tr>
<tr>
<td>Particle volumetric heat capacity $C_{p,s}$</td>
<td>1000</td>
<td>J/m$^3$/K</td>
</tr>
<tr>
<td>Reaction enthalpy $\Delta H_r$</td>
<td>$-3 \times 10^4$</td>
<td>J/mol</td>
</tr>
<tr>
<td>Fluid initial concentration $c_{f,0}$</td>
<td>10</td>
<td>mol/m$^3$</td>
</tr>
<tr>
<td>Fluid initial temperature $T_{f,0}$</td>
<td>900</td>
<td>K</td>
</tr>
<tr>
<td>Particle initial temperature $T_{s,0}$</td>
<td>900</td>
<td>K</td>
</tr>
<tr>
<td>Pre-exponential factor $A$</td>
<td>$10^5$</td>
<td>m/s</td>
</tr>
<tr>
<td>Activation energy $E_a$</td>
<td>$10^5$</td>
<td>J/mol</td>
</tr>
</tbody>
</table>

At steady state the particle temperature becomes constant, and Equation (6) reduces to:

$$\Phi_{sp,f \rightarrow s}(-\Delta H_r) = -\Phi_{th,f \rightarrow s}$$

indicating that the heat liberated from the chemical reaction is fully transferred to the fluid. This equation can be rewritten with the mass transfer coefficient $k_m$ and the heat transfer coefficient $\alpha_h$:

$$k_m \left(c_{f,in} - c_{f,s}\right)(-\Delta H_r) = -\alpha_h \left(T_{f,in} - T_s\right)$$

It should be noted that the external surface area of the particle $S_s$ is required for both heat and mass transfer calculations and hence cancelled. By means of equating the external mass flux to the particle surface and the reaction consumption, one obtains:

$$k_m \left(c_{f,in} - c_{f,s}\right) = k c_{f,s}$$

With Equation (12), (27) and (28), the particle temperature at steady state is obtained, given by the following equation:

$$T_s = T_{f,in} + \frac{2Da}{(2Da + Sh_f)} \frac{Sh_f}{Nu_s} \frac{c_{f,in}(-\Delta H_r)}{\rho_f C_{p,f}Le}$$
Note that the Damköhler number is temperature dependent due to the Arrhenius dependence of the reaction rate, so Equation (29) is in fact a non-linear equation with respect to $T_s$.

A special case without convective transport is first considered. For this circumstance, the transport phenomena for unsteady species diffusion and heat conduction in the fluid phase are also described by Equation (4) and (5) respectively, but setting $u$ to zero. In DNS, the boundary conditions for both species and thermal energy equations at the simulation domain are fixed as the initial conditions. They are valid as long as the fronts of unsteady diffusion and conduction have not reached the simulation boundaries. For efficient utilization of the computational resource, the particle is located in the center of a cubic box with 360 grid cells in each direction. To offer an “exact” solution for the evolution profile of the particle temperature, the 1D radial model written in spherical coordinate is solved by a standard second order finite difference technique. It should be noted that all angular derivatives are zero due to symmetry. In this case, the governing equations for unsteady transport phenomena in the fluid phase are respectively described as:

$$\frac{\partial c_f}{\partial t} = \frac{D_f}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial c_f}{\partial r} \right)$$

(30)

$$\rho_f C_{p,f} \frac{\partial T_f}{\partial t} = \frac{\lambda_f}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_f}{\partial r} \right)$$

(31)

The heat and mass transfer rates required in the solid phase thermal energy equation are redefined as:

$$\Phi_{h,f\rightarrow s} = -\lambda_f \frac{\partial T_f}{\partial r} \bigg|_{r=R_s} 4\pi R_s^2$$

(32)

$$\Phi_{sp,f\rightarrow s} = -D_f \frac{\partial c_f}{\partial r} \bigg|_{r=R_s} 4\pi R_s^2$$

(33)

It should be noted here that across the particle diameter a large number of computational cells was used to obtain this highly accurate solution. In Figure 2 the particle temperature evolution profile is plotted as a function of the dimensionless time $F_o$, to give a comparison between the DNS result and the “exact” solution. As clearly demonstrated in the figure, these two solutions reach a good agreement. The slight difference might originate from different time integration methods, as a second order one is used in the “exact” solution. The species flux is relatively high at initial time steps, so that the heat liberated from the exothermic reaction sharply heats the particle up. Consequently, the reaction rate is further increased and the heat is transferred from the particle to the surrounding fluid through unsteady heat conduction. The particle temperature attains a constant value as ultimately the heat removal rate equals the heat liberation rate.
Figure 2: Comparison of the evolution profile of the particle temperature between the DNS result and the “exact” solution, for the limiting case of unsteady mass and heat diffusion around a single stationary sphere.

Table 2: Comparison of the final particle temperature among DNS results, empirical values (indicated as EMP) and theoretical calculations (indicated as THE), as well as the comparison of the Sherwood number and the Nusselt number between the DNS results and the empirical values (with the deviation DEV), for a single stationary sphere under forced convection.

<table>
<thead>
<tr>
<th>$Re_s$</th>
<th>$T_s$</th>
<th>$Sh_s$</th>
<th>$Nu_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DNS</td>
<td>EMP</td>
<td>THE</td>
</tr>
<tr>
<td>20</td>
<td>1150.1</td>
<td>1148.6</td>
<td>1149.8</td>
</tr>
<tr>
<td>60</td>
<td>1150.4</td>
<td>1150.3</td>
<td>1150.5</td>
</tr>
<tr>
<td>100</td>
<td>1149.9</td>
<td>1150.8</td>
<td>1150.1</td>
</tr>
<tr>
<td>200</td>
<td>1147.9</td>
<td>1151.1</td>
<td>1147.9</td>
</tr>
<tr>
<td>300</td>
<td>1145.2</td>
<td>1151.0</td>
<td>1145.1</td>
</tr>
</tbody>
</table>

For the simulations with convective mass and heat transfer, the sphere is located at the center of the domain laterally while it is positioned at a distance of two times of the sphere size from the inlet in the flow direction. From Equation (29), the final particle temperature can be iteratively computed, using the Sherwood number and the Nusselt number provided by the well-known empirical Frössling and Ranz-Marshall correlations respectively:

$$Sh_s = 2.0 + 0.6 \left( Re_s \right)^{1/3} \left( Sc \right)^{1/3}$$

$$Nu_s = 2.0 + 0.6 \left( Re_s \right)^{1/3} \left( Pr \right)^{1/3}$$
In Table 2, the comparison is shown for the particle temperature at steady state between the DNS results and the empirical values. An interesting discrepancy is that, compared to the empirical results, the DNS gives particle temperatures of a few degrees higher at low Reynolds numbers and few degrees lower at high Reynolds numbers. To facilitate the investigation of the cause, the Sherwood number and the Nusselt number obtained from the DNS are also listed in the table. They are computed by the following two equations respectively:

\[
\begin{align*}
\text{Sh}_s &= \frac{\Phi_{sp,f\rightarrow s}}{4\pi R_s^2 (c_{f,s} - c_{f,\text{in}})} D_f \\
\text{Nu}_s &= \frac{\Phi_{th,f\rightarrow s}}{4\pi R_s^2 (T_s - T_{f,\text{in}})} \lambda_f
\end{align*}
\]

where the mass transfer rate \( \Phi_{sp,f\rightarrow s} \) and the heat transfer rate \( \Phi_{th,f\rightarrow s} \) are the same ones used in the solid phase thermal energy equation. As predicted by the empirical correlations, the interfacial mass and heat transfer performance are both enhanced with increasing Reynolds numbers, and the Sherwood numbers are always larger than the Nusselt numbers due to the slightly thinner mass boundary layer (\( Sc = 1 \) vs. \( Pr = 0.8 \)). However, different deviations are noticed for the Sherwood number and the Nusselt number at the same Reynolds number, and this small difference leads to the discrepancy of the final particle temperature. In other words, DNS simulation is quite sensitive to the relative deviation between the Sherwood number and the Nusselt number. For example, at \( Re_s = 20 \) the heat transfer rate is slightly lower and hence the particle temperature is higher than the empirical value, while at \( Re_s = 300 \) the mass transfer rate is slightly lower and hence the particle temperature is lower than the empirical value.

It is expected that the Sherwood and Nusselt numbers obtained from DNS are smaller than the empirical values, as this underestimation has already been reported by other researchers (Feng and Michaelides, 2000; Richter and Nikrityuk, 2012; Kravets and Kruggel-Emden, 2017). The slightly different deviations for the heat and mass transfer processes can be reasonably explained by the different boundary conditions. To be specific, \( c_{f,s} \) in Equation (36) is the average species concentration of local values over the sphere surface, while \( T_s \) in Equation (37) is constant everywhere on the sphere surface.

The heat and mass balance of our DNS model can be verified by computing the theoretical values of the particle temperature using the Sherwood, Nusselt and Damköhler numbers obtained from the DNS results. The comparison is listed in Table 2 and shows good agreement. One can further observe that the final particle temperatures are not sensitive to the change of the particle Reynolds numbers. It can be explained as follows: in case the Damköhler number is much larger than the particle Sherwood number and the convection term dominates, the reaction-transport competition term becomes unity and
the heat-mass coupling term is simplified, respectively. The effective reaction rate is nearly fully transport limited. Under these circumstances, Equation (29) is rewritten as the following expression:

\[ T_s = T_{f, in} + \frac{1}{(Sc)} \cdot \frac{c_{f, in}(-\Delta H_r)}{Pr} + \frac{c_{f, in}(-\Delta H_r)}{\frac{2}{3} \cdot \rho_c C_{p,f} L e} \]

(38)

and one can clearly observe its independence on the particle Reynolds number.

4.2 Three spheres system

In this part, the three-bead reactor is considered. In this reactor, three catalytic particles are aligned in a queue. The spheres are positioned in a square duct that is 0.08 m in length and 0.01 m in width. At the inlet fluid flows into the system with a uniform velocity and constant concentration and temperature, while at the outlet the pressure is prescribed as the standard atmospheric pressure and for both concentration and temperature the zero gradient boundary condition is imposed. At the lateral boundaries of the simulation domain, free slip boundary conditions are applied for the velocity field calculation and zero-flux Neumann boundary conditions are applied for the concentration and temperature field calculation. In the streamwise direction, the first sphere is located at a distance of two times of the sphere diameter from the inlet, and the other two spheres are located in such a way that the mutual distance between all sphere centers is one and half times of the sphere diameter. For the simulation three particle-based Reynolds numbers of 60, 120 and 240 are investigated, and all other simulation parameters are the same as those in the previous single sphere system.

Figure 3 illustrates the simulation results of the concentration and temperature distributions in the central plane of the three-bead reactor at steady state for all three Reynolds numbers. It should be noted that inside the particle the concentration is zero whereas the temperature is uniform. At such high temperature, the catalytic reaction proceeds fast and hence the concentration at the particle surface \( c_{f,S} \) is almost zero. In the figure, the influence of the fluid velocity is clearly visible in the wake behind the
spheres. In the wake behind the third sphere, the concentration (temperature) field develops from a central region to two circulating eddy rings. The final particle temperatures together with the corresponding Sherwood numbers and Nusselt numbers are listed in Table 3. The Sherwood and Nusselt numbers are computed by Equation (36) and (37) respectively. As expected the interfacial transfer performance is improved at higher Reynolds numbers. It is observed that both heat and mass transfer have a worse performance for the downstream spheres. This is due to the shielding effect of the upstream particles. The particle temperature at steady state is of high interest, as both convective heat transfer and liberated reaction heat contribute to the rise of the particle temperature. The upstream particle transfers the thermal energy to the fluid and subsequently to downstream particles, simultaneously unconverted species reacts to give additional heating. At the particle Reynolds number of 60, three particles have solid temperatures that only differ slightly in the steady state. The slightly lower value of the 2nd sphere is understood as a blockage effect, whereas the small increase of the 3rd sphere temperature may result from the fully developed fluid flow behind the sphere. At the particle Reynolds number of 120, similar behavior is observed with even closer values of the particle temperatures. At the particle Reynolds number of 240, the system has a completely different behavior that the particle temperature increases from the 1st sphere to the 3rd sphere. In this circumstance, the convective heat transfer plays an important role because the thermal energy transferred from the fluid to the sphere leads to a further increase of the particle temperature and consequently more reaction heat liberated at an improved reaction rate.

Table 3: Solid temperature, Sherwood number and Nusselt number of each sphere at steady state, for three particle Reynolds numbers.

<table>
<thead>
<tr>
<th>$Re_s$</th>
<th>60</th>
<th>120</th>
<th>240</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st sphere</td>
<td>$T_s$</td>
<td>1151.3</td>
<td>1150.5</td>
</tr>
<tr>
<td></td>
<td>$Sh_s$</td>
<td>6.78</td>
<td>8.71</td>
</tr>
<tr>
<td></td>
<td>$Nu_s$</td>
<td>6.42</td>
<td>8.24</td>
</tr>
<tr>
<td>2nd sphere</td>
<td>$T_s$</td>
<td>1150.8</td>
<td>1150.2</td>
</tr>
<tr>
<td></td>
<td>$Sh_s$</td>
<td>4.09</td>
<td>5.02</td>
</tr>
<tr>
<td></td>
<td>$Nu_s$</td>
<td>3.89</td>
<td>4.78</td>
</tr>
<tr>
<td>3rd sphere</td>
<td>$T_s$</td>
<td>1151.1</td>
<td>1150.4</td>
</tr>
<tr>
<td></td>
<td>$Sh_s$</td>
<td>3.61</td>
<td>4.44</td>
</tr>
<tr>
<td></td>
<td>$Nu_s$</td>
<td>3.44</td>
<td>4.23</td>
</tr>
</tbody>
</table>
Figure 4: Fluid phase cup-average concentration and temperature profiles along the flow direction. The solid lines and the dashed lines stand for concentration and temperature respectively, and the blue, red and green lines represent the particle Reynolds number of 60, 120 and 240 respectively.

The axial profiles of cup-average concentration and temperature in the fluid phase are shown in Figure 4. In this figure, the relative contribution of individual spheres to the overall reactant conversion and temperature rise is demonstrated. The cup-average value is calculated by the following equation:

\[
\langle \phi_f \rangle = \frac{\int_{S_f} u_s(x, y, z) \phi_f(x, y, z) dydz}{\int_{S_f} u_s(x, y, z) dydz}
\]

(39)

In this equation, the integration of the fluid variable \( \phi_f \) (concentration \( c_f \) or temperature \( T_f \)) is performed over a cross-sectional surface \( S_f \) (with only the part occupied by the fluid) perpendicular to the flow direction \( x \). For all Reynolds numbers, the first sphere has the largest contribution. The second sphere has a lower contribution compared with the first sphere, whereas the third sphere contributes even less. This observation agrees well with the particle Sherwood numbers and Nusselt numbers listed in the last table. With increasing Reynolds numbers the reactant conversion at all sphere surfaces decreases. This results in a lower particle temperature and consequently less thermal energy is transferred from the solid phase to the fluid phase.

From the simulation, the species overall conversion ratio and the fluid temperature rise are calculated based on the difference of the cup-average concentration and temperature between the inlet and the outlet:

\[
\xi_f = \frac{\langle c_{f,\text{in}} \rangle - \langle c_{f,\text{out}} \rangle}{\langle c_{f,\text{in}} \rangle}
\]

(40)
\[ \Delta T_a = \left( T_{f,\text{out}} \right) - \left( T_{f,\text{in}} \right) \]  

(41)

For the particle Reynolds numbers of 60, 120 and 240, the species overall conversion ratio is 0.194, 0.125 and 0.085 respectively and the adiabatic temperature rise is 57.4 K, 36.6 K and 24.1 K respectively. Theoretically, the adiabatic temperature rise can be predicted by the species overall conversion ratio using the following equation:

\[ \Delta T_a = \frac{(-\Delta H_f) c_{f,\text{in}} \xi_f}{\rho_f C_{p,f}} \]  

(42)

Using this equation, the adiabatic temperature rise is computed to be 58.2 K, 37.5 K and 25.5 K for increasing particle Reynolds numbers, showing good agreement with the values obtained from DNS results.

4.3 Dense array system

As the last simulation case in this paper, we further increase the number of particles to make a more physically complex system, namely a dense stationary array consisting of 645 randomly configured catalytic particles. This particle array is generated by the hard-sphere Monte-Carlo method and distributed with a predefined bed voidage \( \varepsilon \) of 0.7. The 645 particles are of the same size, and periodically repeated in the two lateral directions. In other words, although part of these particles seem to be cut by the domain boundaries, they actually enter the simulation domain again at the opposite boundary. In the simulation, fluid flows through the array and the previously mentioned POX-adopted first order irreversible chemical reaction proceeds at the surface of the particles. The simulations are performed on a 3D domain with a length of 0.165 m in the flow direction and a length of 0.0375 m in the lateral directions. The first 60 grid cells and the last 200 grid cells in the flow direction are reserved as inlet and outlet regions respectively, hence all particles are located within the reactor coordinates from 0.015 m to 0.115 m. The incorporation of these two empty sections is essential to avoid problems for inlet flow development and outflow recirculation respectively, especially at high fluid velocities. At the inlet, a prescribed uniform fluid velocity has the value of 0.32 m/s, 0.64 m/s and 0.96 m/s, corresponding to the particle Reynolds number of 80, 160 and 240, respectively. The fluid enters the system with a uniform concentration of 10 mol/m³ and a uniform temperature of 900 K. At lateral domain boundaries, periodic boundary conditions are applied for all computations of the velocity, concentration and temperature fields. At the outlet, the pressure is prescribed as the standard atmospheric pressure and both concentration and temperature gradients are set to be zero normal gradient. The same parameters applied in the previous two systems are used for current simulations. For the dense particle array simulations, extra attention needs to be paid to the time step. A value of \( 1 \times 10^{-6} \) s was applied to suppress stability problems related to the stiffness of the non-linear heat-mass coupling, provided by the Arrhenius equation. This problem is more pronounced at low Reynolds
numbers, as the temperature rise is larger and consequently the increase of the reaction rate coefficient is sharper. The time step can be reset to the CFL-determined value after around $t = 1.5 \tau$, where $\tau$ is the residence time of the particle array computed as the ratio of the packing length to the fluid superficial velocity.

Figure 5: Particle configuration and the computed velocity fields over the central plane in the streamwise direction at three Reynolds numbers (from left to right: $Re_s = 80, 160$ and $240$).

The particle configuration is shown in Figure 5, together with the computed axial velocity distributions at three particle Reynolds numbers over the central plane of the particle array. For the simulations, the ratio of the particle diameter to the grid size is 20. This value is applied according to the mesh convergence test reported in our earlier publication (Lu et al., 2018a). It should be noted that in the current work we also have the temperature field. The mesh resolution applied is still safe, as the Prandtl number is 0.8 indicating a similar thickness compared with the one of the mass and the momentum boundary layer. In this figure, the periodically distributed particle configuration as well as the periodic velocity field across the domain boundaries are clearly demonstrated. The axial velocity fields are normalized by dividing by the corresponding inlet velocity, and the way that the fluid meanders through the particle array is visualized. Stagnation zones are noticed in front of particles. Preferred flow pathways are observed inside the array, as a pronounced property of the non-homogeneous sphere distribution. In other words, the varying local porosity (less blocked regions) leads to a significant
increase of the local fluid velocity. With increasing Reynolds numbers, some streams are intensified while some are abated. Inside the particles, the computed velocity field is zero due to the enforcement of the no-slip boundary condition at the sphere surface. With higher Reynolds numbers, the wake behind the particle array becomes more unstable, and a few circulating vortices are clearly observed at $Re_s = 240$. As expected, negative values occur at the rear of certain particles. This indicates that local backflow becomes more significant at higher Reynolds numbers.

Figure 6: Concentration and temperature distribution (left and right in each panel respectively) over the central plane of the particle array at $t = 3.355\tau$, with the particle Reynolds number of 80, 160 and 240 from left to right.

In Figure 6 the computed concentration and temperature fields at the time moment of $3.355\tau$ are shown for all three Reynolds numbers. Taking advantage of our DNS model, the detailed local information in the fluid phase as well as in the solid phase is depicted. The concentration inside the particles is zero due to the particular assumption of a reactive external surface while the temperature inside the particles is the solid temperature computed by Equation (6). For easy comparison, the same color legends are used for the three Reynolds numbers. From the figure, the influence of higher fluid velocities, namely shorter residence times, is apparent because the species conversion is decreased and consequently the temperature rise is lower. In the figure of $Re_s = 240$, the wake behind individual particle can even be observed at the rear part of the array that the concentration is lower and the temperature is higher than the surrounding fluid, indicating less saturation. To offer a quantiative measurement, the cup-average concentration and temperature are computed. These quantities are of considerable interest for practical applications in industry, as they may help to achieve a more efficient production process such that no
noble catalysts are unused and no flow circulation is required. In Figure 7 the profiles of the cup-average quantities, computed by Equation (39), are shown in the packing range as a function of the axial position non-dimensionalized by the particle diameter. The concentration profiles decay sharply in the front part of the array due to the large driving force for the interfacial mass transfer, although the reaction rates are smaller than the ones in the rear part. Nearly complete species conversion is obtained, and the fluid is heated up by the liberated reaction heat. Given by DNS, the species overall conversion ratios are 0.997, 0.985 and 0.973, and the system fluid temperature rises are 284.1 K, 273.8 K and 266.0 K, for the particle Reynolds number 80, 160 and 240 respectively. Deviations with the theoretical values computed by Equation (42), specifically 15.0 K, 21.7 K and 25.9 K for increasing Reynolds numbers, are observed. This discrepancy will be further analyzed and discussed in the following part with transient profiles.

Figure 7: Cup-average concentration and temperature as a function of the dimensionless axial position for three particle Reynolds numbers at $t = 3.355\tau$. Only profiles for the packing zone are shown. The solid lines and the dashed lines stand for concentration and temperature, and the blue, red and green lines represent the particle Reynolds number of 60, 120 and 240 respectively.
In Figure 8, the transient behavior of the catalytic reaction process is illustrated over the longitudinal central plane at the particle Reynolds number of 240. At the initial stage, the exothermic chemical reaction proceeds at the external surface of catalyst particles with the prescribed ignition temperature. Due to the relatively fast reaction rate, it quickly consumes the surrounding species. Heat is liberated to heat up individual particle, and all particles have almost the same temperature. Later on, thermal energy transfers from the heated particles to the fluid flowing around the particles. The fluid temperature in the wake region is considerably increased, while the fluid flowing through the interstitial void spaces is comparatively colder. Subsequently, the temperature of catalysts in the front part of the array keeps increasing due to the large mass transfer driving force, and the unconverted species is transported to downstream particles. At this moment, the solid temperatures in the front part of the array are pronouncedly higher than those in the rear part, and the reactant is not fully consumed by the catalysts. Meanwhile, more heat is carried away by the fluid from front particles and propagates to downstream particles. With a higher temperature, the reaction rate of downstream catalysts rises and more reactant is converted through the surface reaction. This gives additional heating to the particles and accordingly the fluid temperature further increases.
sweeps the energy wave to farther downstream particles. At the final stage, the temperature of catalysts increases in the flow direction. The particles store the liberated reaction energy and the flow transports the thermal energy through the particle array. The reactant gets almost fully converted by the chemical reaction at such a high but different reaction rate depending on individual particles.

Figure 9: Comparison of the fluid phase concentration (top) and temperature (bottom) profiles in the streamwise direction between the 1D model (left) and the DNS results (right) at five intermediate time moments at the particle Reynolds number of 160.

In reactor modeling, the one-dimensional heterogeneous model is popular to provide a quick estimation of the heat and mass transport processes inside such a particle array. One reads:

\[ \frac{\varepsilon}{\partial_t} \frac{\partial c_f}{\partial t} + u_m \frac{\partial c_f}{\partial x} = -k_{a,s} \left( c_f - c_{f,s} \right) \]  

(43)

\[ \varepsilon \rho_f c_{p,f} \frac{\partial T_f}{\partial t} + u_m \rho_f c_{p,f} \frac{\partial T_f}{\partial x} = -\alpha_{s} c_s \left( T_f - T_s \right) \]  

(44)

for the fluid phase and

\[ (1 - \varepsilon) \frac{\partial c_{f,s}}{\partial t} = -k_{a,s} \left( c_{f,s} - c_f \right) - k a_s c_{f,s} \]  

(45)
\[(1 - \varepsilon) C_{p,s} \frac{\partial T_s}{\partial t} = -\alpha_s a_s (T_s - T_f) + k a_s c_{f,s} (-\Delta H_s) \tag{46}\]

for the solid phase. It should be noted that the accumulation term in Equation (45) is actually zero due to our particular assumption of a surface reaction. In above equations, \(a_s\) is the specific fluid-particle contact surface area

\[a_s = 6 \left( \frac{1 - \varepsilon}{d_s} \right) \tag{47}\]

and the mass and heat transfer coefficients are predicted by a widely used correlation from Gunn (1978).

Based on a range of experiments, Gunn correlation captures the dependence of porosity, Reynolds number and Schmidt number (replaced by Prandtl number for passive heat transfer processes).

\[Sh_s = \left( 7 - 10\varepsilon + 5\varepsilon^2 \right) \left( 1 + 0.74Re_s^{0.5}Sc_s^{0.2} \right) + \left( 1.33 - 2.40\varepsilon + 1.20\varepsilon^2 \right) Re_s^{10}Sc_s^{-1} \tag{48}\]

It should be noted that axial dispersion is neglected in both fluid mass and heat equations, due to the dominant role of the convective transport for the Reynolds numbers considered in the current work. The unsteady equations (43)-(46) are solved using a standard finite difference technique implemented in MATLAB. The comparisons between the 1D model and our DNS results for both fluid and solid phase are shown in Figure 9 and Figure 10 respectively. The streamwise profiles of both concentration and temperature are compared at five intermediate time steps with the particle Reynolds number of 160. In both figures, the overall features of the transient profiles agree very well. Even the characteristics at the very early time moment \(t = 0.335\tau\) are captured: 1) at the front part of the particle array the profile slightly differs from the profiles at later time steps; 2) at the rear part of the particle array the profile has nearly constant values. Nevertheless, some discrepancies are noticed. The species reacts faster in DNS. This leads to sharper decays and higher conversions in the fluid phase as well as the lower reactant concentration at the particle surface. In DNS, the fluid leaves the particle array with a lower temperature. The difference between the DNS results and the 1D model prediction increases along with the time development, and this originates from the lower solid phase temperature in the DNS. These discrepancies are thought to be caused by two factors: 1) the non-homogeneous particle distributions, as 1D model assumes uniform flow pattern inside the array as well as negligible concentration and temperature changes in the radial direction. The strong variations of the fluid flow in such a dense particle array, causes differences in degree of back mixing and radial dispersion; 2) the IBM itself. As revealed by the single sphere case, the IBM used in the current work is very sensitive to the different deviations between heat and mass transfer rates. Even slight differences will lead to lower particle temperatures by a few degrees. Considering the large number of particles and the even higher interstitial Reynolds number in the dense array, it is expected to induce larger deviations of the solid phase temperature. Taking one step back, this might be a common problem for all non-body conforming methods, as at such a high level of heat-mass coupling every small discretization error in one problem
has a significant effect on the other problem and vice versa. This however needs to be further investigated.

Figure 10: Comparison of the solid phase concentration (top) and temperature (bottom) profiles in the streamwise direction between the 1D model (left) and the DNS results (right) at five intermediate time moments at the particle Reynolds number of 160.

Figure 11: Distribution of the individual particle temperatures in the flow direction. The left panel presents three Reynolds numbers at the time step $t = 3.355\tau$, and the right panel presents three intermediate time steps at the particle Reynolds number of 160.
In Figure 6 as well as Figure 8, it can always be observed that particles at the (nearly) same streamwise coordinate possess different temperatures. In Figure 11, the solid temperature of individual particles is plotted along the streamwise direction, indicating variations clearly. In the left panel, particle temperatures are plotted at the same time step for three different fluid velocities. For all Reynolds numbers, the variation of the particle temperatures in the transversal cross-sections decreases in the flow direction. This shows a more homogeneous temperature field at the rear part of the particle array. However, the variations increase at higher Reynolds numbers. This confirms the existence of a more heterogeneous flow field inside the particle array. In the right panel, particle temperatures are plotted at three intermediate time steps at the particle Reynolds number of 160. The variation of particle temperatures significantly decreases with time, even for the very front part of the particle array. In other words, the system tends to reach thermal saturation with a uniform temperature distribution in the radial direction. To obtain a clear visualization, a transversal cross-section at the packing height of 0.055 m (\(L_d = 11\)) is plotted in Figure 12 at \(t = 3.292\tau\) at the particle Reynolds number of 240. The temperature of individual particles is shown, and differences up to 4.6 K can be noted. Compared with the corresponding velocity distribution, it is clearly demonstrated that particles with lower temperature experience local high fluid velocities. In other words, the preferential fluid pathways result in considerable differences in the local fluid-solid transfer rates and as a consequence local regions with varied reaction rate and catalyst temperature. These deviations are due to the presence of all other particles, and the fluid-solid interaction of each individual particle needs to be considered by identifying the configuration of local neighboring particles. However, we failed to correlate the solid temperature with local porosity, after trying to define a local volume using both sphere and cuboid geometries with size varying from \(d_s\) to \(5d_s\). Similar conclusion was given by Akiki et al. (2016), who studied the influence of local parameters on the force on individual particles and suggested to use an anisotropic measure of the neighborhood to obtain a better correlation.
Figure 12: Visualization of the temperature (left) and velocity (right) fields. Snapshots are shown for the cross-section in the radial direction at the packing height of 0.055 m at $t = 3.292\tau$ at the particle Reynolds number of 240.

Figure 13: Distribution of the particle Sherwood number (left) and the Nusselt number (right) computed using the local control volume.
Figure 14: Distribution of the Nusselt number of individual particles in the longitudinal ($0.045 < x < 0.0825$) and transversal ($x = 0.06$) cross-sections at the particle Reynolds number of 160 (left panel with the flow direction from bottom to top and right panel with the flow direction into the paper, respectively).

Figure 15: Distribution of the Nusselt number of individual particles in transversal ($x = 0.06$) cross-section at the particle Reynolds number of 80 and 240 (left and right panels respectively, with the flow direction into the paper).

Table 4: Statistical parameters of the distribution of the particle-based Sherwood and Nusselt numbers. The mean values obtained from DNS are compared with the empirical values computed using Gunn correlation.

<table>
<thead>
<tr>
<th>$Re_s$</th>
<th>$Sh/Nu$</th>
<th>Gunn</th>
<th>DNS</th>
<th>$\sigma/\bar{X}$</th>
<th>$\delta$</th>
<th>$K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>$Sh$</td>
<td>14.43</td>
<td>14.63</td>
<td>0.40</td>
<td>1.04</td>
<td>4.89</td>
</tr>
<tr>
<td></td>
<td>Nu</td>
<td>13.59</td>
<td>14.18</td>
<td>0.40</td>
<td>1.08</td>
<td>5.46</td>
</tr>
<tr>
<td>--------</td>
<td>-----</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>160</td>
<td>Sh</td>
<td>19.45</td>
<td>18.70</td>
<td>0.31</td>
<td>0.86</td>
<td>4.79</td>
</tr>
<tr>
<td></td>
<td>Nu</td>
<td>18.25</td>
<td>18.34</td>
<td>0.33</td>
<td>1.07</td>
<td>5.65</td>
</tr>
<tr>
<td>240</td>
<td>Sh</td>
<td>23.59</td>
<td>21.13</td>
<td>0.27</td>
<td>0.83</td>
<td>5.65</td>
</tr>
<tr>
<td></td>
<td>Nu</td>
<td>22.10</td>
<td>20.99</td>
<td>0.29</td>
<td>1.09</td>
<td>6.57</td>
</tr>
</tbody>
</table>

Nevertheless, detailed information regarding individual particles can be obtained from DNS. This may help to understand the heterogeneity better. For this purpose, we calculate the particle-based Sherwood and Nusselt numbers based on a local control volume suggested by Jackson (1997), Link et al. (2005) and Deen et al. (2012). In their work, a cubic box of the size $5d_s$ concentric with the particle of concern is used as the local control volume. The equations for the Sherwood number and the Nusselt number calculation are the same as the Equation (36) and (37) respectively, with the driving force redefined locally using the value obtained from the control volume instead of the value at the inlet:

$$
\phi_{f,\text{local}} = \frac{\iiint_{V_f} g(r)\phi_{f,\text{inlet}} dV}{\iiint_{V_f} g(r) dV}
$$

In this equation, $g(r) = \exp[-r/R_s]$ is a weighing function of the distance between any fluid point inside the local control volume and the center of the reference particle. In Figure 13 the distributions of the particle based Sherwood and Nusselt numbers are shown. A very significant range of scatter is depicted in both plots. The reason for this variation is the same as the earlier reported varying solid temperatures, namely the existence of highly irregular local flow fields. We also tried to correlate the mass and heat transfer rates of individual particles with the local fluid velocity, namely the Reynolds number for a certain control volume surrounding the reference particle. Volume size, relative position between particle and control volume, weighing method as well as the location of effective velocities were examined to select a proper local Reynolds number. However, for all cases the correlation coefficient was found to be very small, indicating no correspondence between these two quantities. An example is given in Figure 14 that the Nusselt number of individual particles is marked in the flow field ($Re_s = 160$) in both streamwise and lateral directions. A cubic box of the lateral domain size is clipped in the middle part of the particle array, and two central planes of this box are sliced. In both plots, high values of the Nusselt number do not predominantly occur in regions with high local fluid velocity, meanwhile some particles there possess comparatively low Nusselt numbers. The same transversal cross-section is plotted at different Reynolds numbers in Figure 15. Although the Nusselt number of most particles increases at higher Reynolds numbers, the increased amount varies significantly. It is more interesting to notice that, for the particles experiencing the highest local fluid velocity (upper-right corner), both increased and decreased Nusselt numbers are obtained at higher Reynolds numbers.
All these factors reveal that the local interfacial transfer behavior depends on more parameters than simply the local fluid velocity. Looking at the entire distribution, both Sherwood and Nusselt numbers shift to the right with higher Reynolds numbers, with the probability of large values (right side) increased to some extent. As expected from the Colburn analogy, the distributions of the Sherwood number and the Nusselt number are very similar. The left side of the Nusselt number distribution is slightly higher, and this results in a lower mean value. As listed in Table 4, the mean values agree well with the empirical values predicted by the Gunn correlation. It should be noted that the overall mass and heat transfer behavior correlates well with the overall fluid Reynolds number, although such correlation is not observed in any local cases. The standard deviation \( \sigma \), skewness \( \mathcal{S} \) and kurtosis \( \mathcal{K} \) are computed by the following three equations and listed in Table 4 as well.

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{N_s} (X_{s,i} - \overline{X}_s)^2}{N_s - 1}} \quad (50)
\]

\[
\mathcal{S} = \frac{\sum_{i=1}^{N_s} (X_{s,i} - \overline{X}_s)^3}{N_s \sigma^3} \quad (51)
\]

\[
\mathcal{K} = \frac{\sum_{i=1}^{N_s} (X_{s,i} - \overline{X}_s)^4}{N_s \sigma^4} \quad (52)
\]

In above equations, \( X_{s,i} \) is the Sherwood or Nusselt number of individual particles, \( \overline{X}_s \) is the corresponding mean value and \( N_s \) is the total number of particles. The ratio of the standard deviation to the mean value decreases for both Sherwood and Nusselt numbers with higher Reynolds numbers, indicating a more uniform interfacial transfer performance. The skewness and kurtosis are computed here to indicate the deviation between the current Sherwood or Nusselt number distributions and a normal distribution. For a normal distribution, the values of the skewness and kurtosis are 0 and 3, respectively. In the scatters of the Sherwood or Nusselt number these two values, being around 1 and 5 respectively, suggest that the distributions are right-skewed with heavier tails compared with a normal distribution. With higher Reynolds numbers, both of them show closer distributions towards the mean value for both the Sherwood and Nusselt numbers. The difference of these two parameters between Sherwood and Nusselt numbers are thought due to the different boundary conditions, especially the influence of varying reaction rate of individual particles.

5. Conclusions and outlook

In this paper, we applied a DNS-IBM model to study integrated reactive fluid-particle systems. The IBM is based on a ghost-cell approach. A quadratic interpolation scheme is constructed to obtain the
required ghost values and subsequently enters the discretized fluid phase governing equations. For the mass transfer process a first order exothermic reaction is assumed to proceed on the catalyst surface with a temperature-dependent reaction rate, while for the heat transfer process catalysts are heated up by the liberated reaction heat and consequently transfer the thermal energy to the fluid phase. In other words, the heat and mass transfer are strongly coupled by the highly non-linear Arrhenius equation.

We report three fluid-particle systems with increasing physical complexity, and to make our simulations closer to industrial applications, realistic parameters from the process of partial oxidation of methane are used. For the single particle system, the solid temperature shows some discrepancies between the DNS results and the values predicted by using the empirical Sherwood and Nusselt numbers, although for the Sherwood and Nusselt numbers themselves DNS results and empirical values are in a good agreement. This high sensitivity results from the strongly coupled heat and mass transfer processes. For the three particles system, the solid temperature is determined by the interplay between liberated reaction heat and convective heat transfer, and the contribution of individual particle to reactant conversion as well as temperature rise decreases from 1st to 3rd particle. For the dense array system, the time step is critical for the simulations due to the stiff heat and mass coupling in such a dense particle array. A higher Reynolds number results in slower reactant conversion and less temperature rise. The transient behavior of mass and heat transfer processes are assessed, and the profiles of the concentration and temperature in both fluid and solid phases are compared with a one-dimensional heterogeneous model. Qualitatively good agreement is reached, with the main difference that lower temperatures are obtained from DNS. The local heterogeneity is further studied by the solid temperature as well as the Sherwood and Nusselt numbers of individual particles. Significant variations are observed inside the array, however no correlation with local isotropic quantities could be obtained. Nevertheless, the average Sherwood and Nusselt numbers agree well with the values obtained from the empirical equations, i.e., a good correlation for the overall behavior is obtained.

Further work will certainly focus on the application of the current DNS model in industrial processes. For this purpose, the external transport of multicomponent reactant and product mixtures, polydispersed particle sizes, realistic reaction kinetics as well as the transport inside porous catalysts need to be taken into account. Besides that, good numerical stability will be beneficial in solving strongly non-linear heat and mass coupling. For that, internal iterations with a time-step adaption might be required. Using massive simulations, the performance of a real reaction process can be predicted. This will provide detailed information for its further optimization.
Nomenclature

\( a, b \) Coefficients in generic discretized equations.

\( a_s \) Specific fluid-particle contact surface area, [1/m].

\( A \) Pre-exponential factor in the Arrhenius equation, [m/s].

\( c_f \) Molar concentration, [mol/m^3].

\( c_{f,0} \) Initial species molar concentration, [mol/m^3].

\( c_{f,in} \) Inlet species molar concentration, [mol/m^3].

\( \langle c_f \rangle \) Cup-average species molar concentration, [mol/m^3].

\( c_{f,s} \) Species molar concentration at sphere surface, [mol/m^3].

\( c_{ijk} \) Coefficients in second-order polynomial.

\( C_{p,f} \) Fluid heat capacity, [J/kg/K].

\( C_{p,s} \) Solid volumetric heat capacity, [J/m^3 K].

\( C_{th} \) Convective heat transport per unit of volume, [J/m^3/s].

\( C_{sp} \) Convective species transport per unit of volume, [mol/m^3/s].

\( d_s \) Sphere diameter, [m].

\( D_f \) Mass diffusivity, [m^2/s].

\( D_{th} \) Diffusive heat transport per unit of volume, [J/m^3/s].

\( D_{sp} \) Diffusive species transport per unit of volume, [mol/m^3/s].

\( E_a \) Activation energy of the chemical reaction, [J/mol].

\( f \) Coefficient of Robin boundary condition.

\( k \) Surface reaction rate coefficient, [m/s].

\( k_m \) External mass transfer coefficient, [m/s].

\( n \) Time step index.

\( p \) Pressure, [Pa].

\( r \) Spherical coordinate, [m].

\( r_s \) Sphere radius, [m].

\( R \) Universal gas constant, [J/mol/K].

\( S_s \) External surface area of a particle, [m^2].

\( t \) Time, [s].

\( T_f \) Fluid temperature, [K].

\( T_{f,0} \) Initial fluid temperature, [K].

\( T_{f,in} \) Inlet fluid temperature, [K].

\( T_{f,out} \) Outlet fluid temperature, [K].
Solid temperature, [K].
Initial solid temperature, [K].
Fluid superficial velocity at inlet, [m/s].
Particle volume, [m^3].
Relative coordinate directions, [m].

**Greek letters**

Coefficients of Robin boundary condition.
Heat transfer coefficient, [W/m^2/K].
Bed voidage, [1].
Fluid thermal conductivity, [W/m/K].
Solid thermal conductivity, [W/m/K].
Fluid dynamic viscosity, [kg/m/s].
Species conversion ratio, [1].
Fluid density, [kg/m^3].
Residence time, [s].
General fluid variable.
Reaction enthalpy, [J/mol].
Time step, [s].
Adiabatic temperature rise, [K].
Heat transfer rate from fluid to solid, [J/s].
Molar transfer rate from fluid to solid, [mol/s].

**Vectors**

Gravitational acceleration, [m/s^2].
Unit normal vector, [1].
Velocity, [m/s].

**Subscripts and superscripts**

Boundary point.
Fluid phase.
Solid phase.

**Operators**

Partial time derivative, [1/s].
\[ \nabla \] Gradient operator, \([1/m]\).

\[ \nabla \cdot \] Divergence operator, \([1/m]\).

\[ \nabla^2 \] Laplace operator, \([1/m^2]\).
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