Considerations on explainable AI and users’ mental models

Citation for published version (APA):

Document status and date:
Published: 04/05/2019

Publisher Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:
• A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher’s website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.
Considerations on Explainable AI and Users’ Mental Models

Heleen Rutjes
h.rutjes@tue.nl
Eindhoven University of Technology
Eindhoven, The Netherlands

Martijn C. Willemsen
m.c.willemsen@tue.nl
Eindhoven University of Technology
Eindhoven, The Netherlands

Wijnand A. IJsselsteijn
w.a.ijsselsteijn@tue.nl
Eindhoven University of Technology
Eindhoven, The Netherlands

ABSTRACT
As the aim of explaining is understanding, XAI is successful when the user has a good understanding of the AI system. This paper shows, using theories from the social sciences and HCI, that appropriately capturing and accounting for the user’s mental model while explaining is key to successful XAI.

CCS CONCEPTS
• Human-centered computing → User models; HCI theory, concepts and models; • Computing methodologies → Theory of mind; Cognitive science.
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INTRODUCTION
As Artificial Intelligent (AI) systems are increasingly prevalent in our daily lives, our interactions with these systems are of frequent occurrence, e.g., when we receive movie or music recommendations, when the decision to be invited for a job interview is based on an algorithm, or when our doctor uses a medical decision support system to diagnose a disease. As a consequence, in addition to focusing on the technological challenges, AI research is increasingly taking a human-centered approach to the design of AI. More specifically, research on explainable AI (XAI) focusses on how these systems should communicate with users, when it comes to explaining and justifying the outcomes of an AI model.

In the social sciences, there is a vast and valuable body of research that is potentially relevant to understand the user’s needs in XAI. However, currently research on transparency and explainability of AI has failed to consider insights from cognitive psychology [1] or social sciences in general [11]. Even the field of Human-Computer Interaction (HCI) has not been actively involved in the research and development of AI systems, until recently [8].

Learning, and thus explaining, is not a straightforward task. This holds for human teachers and their students, but even more for XAI, because of the different nature of humans and computers. Computers handle explicit knowledge better than tacit knowledge [3], and perform best in specific and well-defined tasks, that are low in uncertainty [4]. At the same time, people’s behaviors and experiences are highly contextualized, ambiguous and social, and it is debated whether it is at all possible for computers to “understand” its users to their full extent [10, 15]. However, full understanding of the user, through complete and accurate user modelling, might also not be required for effective XAI. What level of user modelling is possible, and more importantly, what level of user modelling is sufficient for effective XAI, is still an open research question.

In this paper, we take a closer look into potentially relevant literature from the social sciences and HCI, and argue that, for XAI to be effective, it should at least accurately capture and consider the user’s mental model of the AI system while generating explanations. A mental model is a person’s internal representation of the people, objects and environments she is interacting with. The mental model, ideally, builds a correct understanding of the way the world (or, in our case, the AI system) works, allowing for comprehension of the current state of affairs, and prediction of future states. Systems of high complexity typically require explanations in order to achieve accurate mental models, which assist in effective, efficient and pleasurable use of those systems.

USERS’ MENTAL MODELS OF AI SYSTEMS
Miller [11] highlights the social nature of explanations, and the importance of a system’s model of self and a theory of mind of the user for successful explainability. The system’s model of self, that may be an approximation of the true model, reasons about its own model to generate explanations. The
theory of mind keeps track of information shared with the user so far, and thus forms a simple model about the user’s knowledge, understanding and beliefs. Miller [11] states: “If it has such a model, the explanatory agent can exploit this by tailoring the explanation to the human observer.” (p.57)

This theory of mind resembles the user’s mental model in Norman’s framework on human-centered design [13, 14], which to date is still a highly influential framework in HCI. The framework describes that a designer generates a system image, alongside the system, that is an explanation of the system, e.g., an interface or a manual. The mechanisms and capabilities of the system are explained to the user through this system image. The user constructs her own mental model of the system through this system image, and by interacting with the system. Norman [14] summarizes: “Good conceptual models are the key to understandable, enjoyable products: good communication is the key to good conceptual models.” (p.32). This idea is fundamental to XAI: to make full and enjoyable use of AI systems, it is of key importance that the user understands the system well.

The importance of sufficient consideration of a user’s mental model, is also reflected in research on mathematics education, where similarly, explanations of abstract concepts are studied. For example, the Van Hiele model [7] describes five phases a student goes through while learning a geometrical concept, starting from a superficial and visual level, evolving into more abstract and rigorous levels of understanding. Van Hiele [7] highlights that effective teaching requires adjustment to the level of the student, and “that this [different levels of] reasoning calls for different languages” (p.252). Furthermore, Tall and Vinner [16] differentiate between a (mathematical) concept and a (student’s) concept image. They emphasize that, whereas mathematics is built on formal logic, the human brain trying to grasp these mathematical concepts is not an entirely logical entity. Therefore, students might build erroneous concept images, not accurately reflecting the mathematical concept, which may seriously hinder learning, especially when entering more advanced levels. The authors highlight the importance of taking the student’s concept image in consideration for effective teaching. Yet, they note it may be hard for teachers to identify such erroneous concept images, arguing for a teaching process where the student’s concept images are regularly and thoroughly checked.

These theories highlight not only the importance, but also the challenge teachers and designers are facing, to carefully adjust explanations to the level of understanding of students (or users). It shows that the user’s mental model of an abstract concept is likely to be different than the technical and mathematical properties of the concept itself. Those mental models may be wrong, e.g., incomplete or imprecise [6]. In case they conflict with the true properties of the system, it may seriously hinder the user’s understanding, even when adequate explanations are given. At the same time, Greca and Moreira [6] highlight the function of mental models, not necessarily related to the accuracy: “The main role of a mental model is to allow its builder to explain and make predictions about the physical system represented by it. It has to be functional to the person who constructs it.” (p.3). In that perspective, mental models might not be wrong, but different, in a way that they are construed on a different...
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level of understanding than the explanatory agent assumes, or originate from different definitions of success, rooted in different contexts or beliefs. One might even argue that concepts as fairness, accuracy and good explainability of AI systems are social constructs, which can only be defined in coordination with all stakeholders involved: the AI system and the user. In either case, for both wrong and different mental models, starting from the user’s perspective, and closely following her mental models throughout the explanation process, is crucial for successful XAI.

Some studies do take a human-centered approach in understanding and defining fairness [2] and explainability [5] of AI systems, but this is rather the exception than the rule. Many current explanations of AI are driven by knowledge from computer science rather than social science [12], often resulting in explanations of specific aspects, e.g. classifiers or factor weights, rather than explanations that address a user’s information needs or anxieties. In order to provide the user with appropriate explanations, we might need to know what triggered her to interact with the system anyway, what her goals, prior knowledge and beliefs are, whether she is under time-pressure, perhaps even anxious of loss of face when she does not immediately understand, and so on, and so forth.

Lastly, users’ mental models can exist at several levels, and thus their corresponding explanations exist at different levels. For example, on a low operational level, users may have an understanding of how and why a specific picture is classified as an animal. On a higher level, users may have mental models on the capabilities and trustworthiness of the system. On this level, there can be a lot at stake. For example, if a user’s mental model overestimates the intelligence of a system because the systems has a ‘human-like’ appearance, this may result in over-reliance of the system and lowers the user experience [9]. Or, if users’ mental models underestimate the control that they have over a system, they can draw the incorrect conclusion that the system will replace rather than augment them. In this light, explanations can play a vital role in trust-calibration and technology adoption.

CONCLUSION

Concluding, as the final aim of explaining is understanding, XAI should focus on good user’s understanding. To achieve this, it is of key importance to appropriately capture a user’s mental model and account for this while generating explanations. There is a vast and valuable body of research in the social sciences and HCI on how users construct their mental models, which can be of great guidance to make XAI more effective.
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