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Perturbation Bounds for Root-Clustering of Linear Systems in a Specified Second Order Subregion

W. Bakker, J. S. Luo, and A. Johnson

Abstract—Sufficient bounds for structured and unstructured uncertainties for root-clustering in a specified second order subregion of the complex plane, for both continuous-time and discrete-time systems, are given using the Generalized Lyapunov Theory. Furthermore, for unstructured uncertainties, a still less conservative result is obtained by shifting the center or focus of the subregion along the real axis to the origin and by applying root-clustering to the “shifted eigenvalue” system matrix, which is obtained by shifting the eigenvalues of the system matrix correspondingly.

I. INTRODUCTION

We study the problem of how to guarantee the location of the eigenvalues of a perturbed system matrix in a specified (symmetric) second-order subregion of the complex plane. The perturbation may be structured or unstructured. The subregions discussed are, in the continuous-time case, subregions of the left-half complex plane (LHP) and in the discrete-time case subregions of the unit disk (UD) centered at the origin. Recently, Abdul-Wahab [1] and [2] discussed second-order subregions for discrete-time and continuous-time systems, but the results have turned out to be erroneous. The errors have been pointed out by Yedavalli [3] for the continuous-time case and by Bakker and Luo [4] for the discrete-time case.

More recently, Yedavalli [5] obtained results for first and second-order subregions for discrete-time and continuous-time systems using the Generalized Lyapunov Theory presented by Gutman and Jury [6].

Conservatism of the paper of Yedavalli [5] is reduced in several ways. First, the norms used to compute the bound are taken at a later stage compared to the bounds of Yedavalli. Next, an important result is, for unstructured uncertainties, that the bound can be improved for subregions with center or focus at (0, 0). This improved bound is obtained by shifting the center or focus of the subregion along the real axis to the origin and computing the bound for the “shifted eigenvalue” matrix. Generally, a large α yields a large improvement. Finally, from Luo et al. [7] we are motivated to use the square root of positive definite matrix Q (= STS) in the Lyapunov equations; the result can be improved by choosing the S-matrix appropriately. Using a personal computer, the optimal S-matrix can be found by an optimization program in MATLAB (e.g., fminu.m [9]).

This paper is organized as follows. In Section II the robust stability analysis for state-space models of continuous- and discrete-time systems using the Generalized Lyapunov Theory [6] is described. In Section III we introduce bounds for both continuous and discrete-time systems with unstructured uncertainties. A motivation for “shifting” is given, followed by the “shifting theorem.” In Section IV, bounds for structured uncertainties are given. For both cases, the bounds can be improved by optimization programs. In Section V, the results are illustrated with examples, followed by two general remarks. We end the paper with conclusions in Section VI.

II. GENERALIZED LYAPUNOV ROOT-CLUSTERING THEORY

Let the perturbed continuous-time system be represented by

\[ \dot{x}(t) = (A + E)x(t) \] (2.1a)

and let the perturbed discrete-time system be represented by

\[ x(k + 1) = (A + E)x(k) \] (2.1b)

where the state vector is \( x(t) \) or \( x(k) \) \( \in \mathbb{R}^n \), the time-invariant system matrix \( A \in \mathbb{R}^{n \times n} \) and the perturbation matrix \( E \in \mathbb{R}^{n \times n} \). If the structure of the perturbation is known, the substitution

\[ E = \sum_{i=1}^{m} r_i E_i \] (2.2)

is made. Here \( r_i \) \( (i = 1, 2, \ldots, m) \) are time-invariant uncertain parameters which are assumed to lie in the interval around zero \((\epsilon, \epsilon)\) where \( \epsilon > 0 \) and \( E_i \ (i = 1, 2, \ldots, m) \) are constant matrices determined by the structure of the parameter uncertainties.

Any symmetric second order subregion in the complex plane \((s \text{ or } z = s + iy)\) is described by \((x, y)\) satisfying the inequality [6]

\[ \Omega = \{(x, y)| \gamma_0 + \gamma_1 x + \gamma_2 x^2 + \gamma_3 y^2 < 0\} \] (2.3)

where \( \gamma_2 \) is a real coefficient (note the difference with the boldfaced state vector \( x \) and the real coordinate \( x \)). It is clear that this region is symmetrical with respect to the \( x \) axis. This inequality describes for example circles, ellipses, left parabolas, etc. Let us now define, as in [6]

\[ c_{\Omega_0} = \gamma_0, \quad c_{\Omega_1} = c_{\Omega_{11}} = \frac{1}{2} \gamma_1, \quad c_{\Omega_{20}} = c_{\Omega_{20}} = \frac{1}{4} (\gamma_2 + \gamma_3) \] (2.4)

so we can present the Lyapunov criterion for root-clustering in a specified second-order subregion \( \Omega_2 \) [6]: Let \( \gamma_0 + \gamma_2 \geq 0 \) in (2.3) and let the coefficients \( c_{\Omega_2} \) be given by (2.4). If and only if for a given positive definite Hermitian matrix \( Q \) the following generalized Lyapunov equation (GLE)

\[ Q_{00} P + c_{\Omega_2} (A^T P + PA) + c_{\Omega_{11}} A^T PA + c_{\Omega_{20}} (A^T)^2 P + PA^2 \]

has a positive definite solution \( P \), then all the eigenvalues of the unperturbed system \([E = 0 \text{ in (2.1)}]\) are located inside the defined subregion (2.3). Equation (2.5) can be solved using the Kronecker product; for a detailed description, see [6].
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III. PERTURBATION BOUNDS FOR UNSTRUCTURED UNCERTAINTIES

In this section new stability robustness bounds for systems with unstructured uncertainties based on the Generalized Lyapunov Root-Clustering Theory presented in Section II are given. It is shown that “shifting,” for a large class of subregions, yields improved bounds. These results are organized in the “shifting theorem.”

In the next theorem we give less conservative bounds on the norm of the perturbation matrix $E$ so that the eigenvalues are located in the specified subregion. There is no knowledge assumed about the structure of the perturbation.

**Theorem 3.1:** Suppose
1) The perturbed system is described by (2.1).
2) The eigenvalues of the nonperturbed system matrix $A$ are located inside a subregion $\Omega_2$ defined by (2.3).
3) $S^T$ and $S$ are full rank (invertible) matrices satisfying $Q = S^T S$.
4) $P$ is a symmetric positive definite matrix defined by (2.5).

Then the perturbed system matrix $A + E$ has all the eigenvalues located in the subregion $\Omega_2$ described by (2.3), if
\[
\|E\| < \mu = \frac{b}{2a} \left(-1 + \sqrt{1 + \frac{4a}{b^2}}\right) \tag{3.1}
\]
with
\[
a = \max\{c_{11}\|P\|^2||S^{-1}\|^2 + 2|c_{20}| ||S^{-1}\| ||P^{-1}\| \}
\]
\[
b = \max\{2|c_{10}| ||S^{-1}\|^2 ||P^{-1}\| + 2|c_{21}| ||S^{-1}\| ||P^{-1}\| \}
\]
and where $|A|$ is the spectral norm of the matrix $A$ (the largest singular value of $A$).

**Proof:** See Appendix.

**Remark 3.1:** For first-order subregions, $c_{11} = c_{20} = 0$ (2.3) and (2.4). In that case the upper bound (3.1) is obtained from (A.2) with $a = 0$ to be $\mu = 1/b$.

**Shifting of Subregions**

The bound $\mu$ depends on the matrices $A$, $P$, and $S$ and on the coefficients that describe the subregion. Consider the role of the system matrix in the bound (summarized in Fact 1). Of interest are subregions of the form
\[
\Omega_2 = \{(x, y); ((x - \alpha)/v)^T + (y/w)^T - u < 0\} \tag{3.2}
\]
where $(\alpha, v, w, u) \in \mathbb{R}$ and $v > 0$, $w > 0$; $f = 1, 2$, and $g = 0, 2$. Examples are a circle, a left-parabola, an ellipse, a vertical strip, etc. The eigenvalues of system matrix $A$ have to be located in this subregion. Next, for convenience, restrict the subregion to be a circular subregion of the LHP, with center $(\alpha, 0)$ and radius $1$ satisfying $\alpha < -1$, $f = 2 = g$, $u = 1 = v = w$ in (3.2) (for other subregions similar arguments hold). Then the eigenvalues of the matrix $A$ have to be located within a distance 1 from $(\alpha, 0)$, and therefore satisfy
\[
(\alpha - 1) < \Re(\lambda(A)) < (\alpha + 1). \tag{3.3}
\]

Because $\alpha < -1 \iff \alpha + 1 < 0$, taking norms
\[
\Re(\lambda(A)) > |\alpha + 1|. \tag{3.4}
\]

From (20)
\[
\|A\| \geq |\lambda(A)| = (\Re(\lambda(A))^2 + \Im(\lambda(A))^2)^{1/2} \geq |\Re(\lambda(A))| > |\alpha + 1|. \tag{3.5}
\]

**Fact 1:** The coefficients $c_{11}$ and $c_{20}$ and the solution for $P$ (2.5) (see Remark 2.2), used in the bound (3.1a), are not affected by shifting.

**Fact 2:** From (3.3), $|A| > |\alpha + 1|$. This implies, with Fact 1, that when $S = I$ at least the third term in (3.1b) is multiplied by a factor larger than $|\alpha + 1|$. Thus when $\alpha$ is small $|\alpha - 1|$, $|\alpha + 1|$ is large and consequently that $|\|A\||$ is large. So a large $\alpha$ causes a large $\beta$ for subregions as a left-parabola or a vertical strip, with center or focus at $(\alpha, 0)$, similar inequalities hold.

**Fact 3:** The value of $\alpha$ is unafected by shifting (follows from Fact 1).

**Fact 4:** When $b$ becomes large ($\beta$ unaffected) then the bound becomes small (i.e., very conservative). This is even more obvious when, with $b \gg a$, a Taylor series expansion is used for the square root in (3.1); $\mu \approx 1/b$.

We have shown that the bound is conservative when subregions with center or focus at $(\alpha, 0)$, sufficiently large, are considered. In the next theorem, it is shown that it is possible to shift the subregions (3.2) from $(\alpha, 0)$ to $(0, 0)$ and to compute the bound for the “shifted eigenvalue” system matrix with Theorem 3.1. With the facts are given above, the improvement of the bound should be clear.

**Theorem 3.2 “Shifting Theorem”:** Root-clustering in a subregion $\Omega_2$ (3.2) of the complex plane for a system matrix $A$ is equivalent to root-clustering in a shifted subregion $\Omega_2$ (3.4) of the complex plane for a “shifted eigenvalue” system matrix $\hat{A}$, where
\[
\hat{\Omega}_2 = \{(\hat{x}, y); (\hat{x}/v)^T + (y/w)^T - u < 0\} \tag{3.6}
\]
\[
\hat{x} = x - \alpha \tag{3.7}
\]
\[
\hat{A} = A - \alpha I. \tag{3.8}
\]

**Proof:** Using (3.4c)
\[
\lambda(A + E) = \lambda(\hat{A} + \alpha I) = \lambda(\hat{A} + E) + \alpha
\]
and for the real coordinate of the subregion, with (3.4b)
\[
x = \hat{x} + \alpha.
\]

Thus, the bound on the perturbation $E$ can be computed for the shifted subregion and “shifted eigenvalue” system matrix, being valid for the original subregion and system matrix.

**Remark 3.2:** Theorem 3.2 can also be proved using the General Lyapunov Equation, that is, when (3.4c) is substituted in the GLE of the shifted subregion (with coefficients (2.4) for this shifted subregion) after some standard manipulations it can be shown that for subregions that can be shifted the solution $P$ of the GLE of the shifted subregion equals the solution $P$ of the GLE of the original subregion.

**Remark 3.3:** For convenience and motivated by fact that the coefficient $c_{10}$ becomes zero in the bound (see (3.1b) and Fact 4), the subregion is shifted along the real axis to the origin. For some very specific cases, the best bound is not obtained by shifting exactly to the origin. In that case, one can find the “optimal shift” along the real axis which yields the best bound.

**Remark 3.4:** The result (3.1) is a function of $S$. In [7] it is shown that for similar cases an optimization (maximization) of $\mu(\alpha(S), b(S))$ reduces conservatism. This can be done with the program fminu.m in Matlab [9]. The power of this method will be illustrated with examples in Section V.

Table I shows the results of this section for some second order subregions. When the regions satisfy (3.2), the parameters holding for the shifted subregions are presented.
TABLE I
RESULTS FOR DIFFERENT SUBREGIONS; \( c_{pq} \) IS FOUND WITH (2.4) AND (2.3). THE EIGENVALUES ARE LOCATED IN THE SUBREGION \( \Omega_2 \) (2.3) OR \( \tilde{\Omega}_2 \) (3.4a) IF THE CONDITION IN THEOREM 3.1 WITH \( a \) AND \( b \) AS BELOW IS SATISFIED. THE EQUATIONS AFTER THE "-" ARE OBTAINED FROM THE SHIFTED SUBREGION (THEOREM 3.2)

<table>
<thead>
<tr>
<th>Subregion</th>
<th>( (x,y) )</th>
<th>( c_0 )</th>
<th>( c_{10} )</th>
<th>( c_{01} )</th>
<th>( c_{00} )</th>
<th>( a )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>circle</td>
<td>((-\tau^2) + (y/\tau)^2 &lt; 1)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>( 1r^2 \mathrm{PS}^1 \mathrm{A}^2 )</td>
<td>( 2r^2 \mathrm{PS}^1 \mathrm{A}^2 )</td>
<td></td>
</tr>
<tr>
<td>parabola</td>
<td>( 4px^2 + y^2 &lt; 0 )</td>
<td>0</td>
<td>2</td>
<td>( 1/4 )</td>
<td>( 1/4 \mathrm{PS}^1 \mathrm{A}^2 )</td>
<td>( 4px^2 \mathrm{PS}^1 \mathrm{A}^2 )</td>
<td></td>
</tr>
<tr>
<td>ellipse</td>
<td>((-\tau^2) + (y/\tau)^2 &lt; 0)</td>
<td>-1</td>
<td>0</td>
<td>( 1)</td>
<td>( 1/4 \mathrm{PS}^1 \mathrm{A}^2 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td></td>
</tr>
<tr>
<td>Vertical</td>
<td>( x^2 - \rho^2 &lt; 0 )</td>
<td>( \rho^2 )</td>
<td>( 0 )</td>
<td>( 1/4 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td></td>
</tr>
<tr>
<td>strip</td>
<td>( x^2 + y^2 &lt; 0 )</td>
<td>( \rho^2 )</td>
<td>( 0 )</td>
<td>( 1/4 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td></td>
</tr>
<tr>
<td>Ride</td>
<td>( 1. x^2 - y^2 + \rho^2 &lt; 0 )</td>
<td>( \rho^2 )</td>
<td>( 0 )</td>
<td>( 0 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td></td>
</tr>
<tr>
<td>quality</td>
<td>( 2. x^2 + y^2 &lt; 0 )</td>
<td>( \rho^2 )</td>
<td>( 0 )</td>
<td>( 0 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td></td>
</tr>
<tr>
<td>[6]</td>
<td>( 3. \omega^2 + y^2 &lt; 0 )</td>
<td>( \omega^2 )</td>
<td>( 0 )</td>
<td>( 1/4 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td>( 1\mathrm{PS}^1 \mathrm{A}^2 )</td>
<td></td>
</tr>
</tbody>
</table>

IV. PERTURBATION BOUNDS FOR STRUCTURED UNCERTAINTIES

For structured uncertainties it is possible to obtain less conservative results. In the next theorem we obtain a perturbation bound for this case.

Theorem 4.1: The same assumptions as in Theorem 3.1 are made. The system is given by (2.1) with the perturbation as in (2.2). The eigenvalues of the perturbed system are located in the described subregion (2.3), if

\[
|\epsilon| < \mu = \frac{b}{2a} \left(1 + \sqrt{1 + \frac{4a}{b^2}}\right)
\]

(4.1)

where

\[a \equiv \left\| \sum_{i=1}^{m} \sum_{j=1}^{m} P_{ij}^* \right\|, \quad b \equiv \left\| \sum_{i=1}^{m} \left( P_i^* \right) \right\|\]

\[P_i^* \equiv S^{-T} P_j S^{-1}, \quad P_i^* \equiv S^{-T} P_i S^{-1}\]

\[P_i \equiv c_{11}(E_i^T P E_i + E_i^T P E_i) + \epsilon_{20}((E_i E_i)^T P + P E_i E_i + (E_i E_i)^T P + P E_i E_i)\]

\[P_i \equiv c_{11}(E_i^T P E_i + E_i^T P E_i) + \epsilon_{20}((E_i E_i)^T P + P E_i E_i + (A_1 E_i)^T P + P A_1 E_i)\]

and where \([A] = \{a_{ij}\}\), with \(A = \{a_{ij}\}\), a \(n \times n\) matrix.

Proof: See Appendix.

Remark 4.1: For first order subregions, (4.1) becomes \(\mu = 1/b\) (see Remark 3.1).

Remark 4.2: Optimization of \(\mu(a(S), b(S))\) in (4.1) reduces conservatism (see Remark 3.4).

Similar to Section III, it is possible to work out this general result for different subregions. This is done in Table II.

V. EXAMPLES FOR DIFFERENT SECOND ORDER SUBREGIONS

Root-Clustering in a Circle with Unstructured Uncertainties

The result will now be illustrated with an example. We take the same plant matrix as Yedavalli [5]

\[A = \begin{bmatrix} -4.3 & -0.4 \\ 0.4 & 2.3 \end{bmatrix} \]

(5.1)

with eigenvalues \(\lambda_1 = -4.2, \lambda_2 = -3.5\). The circular subregion is defined with \(\rho = 4, \tau = 1, \rho = 1, f = g = 2\) in (3.2). First, taking \(Q = S = I\), (3.1) gives the upper perturbation bound

\[\mu_{c, s=I} = 0.0370\]

where the result in [5] is \(\mu_{c, y=I} = 0.0341\). This is an improvement of 8.5%.

Secondly, we shift the center of circle to the origin (Theorem 3.2) and apply our root-clustering Theorem 3.1 for the system matrix \(\hat{A}\) in the subregion \(\Omega_2\) (3.4a). This gives

\[\hat{A} = \begin{bmatrix} 0.3 & -0.4 \\ 0.2 & 6.0 \end{bmatrix} \]

with eigenvalues \(\lambda_1(\hat{A}) = -0.2, \lambda_2(\hat{A}) = 0.5\). The upper bound on \(E\) becomes

\[\hat{\mu}_{c, s=I} = 0.3782\]

Comparing the result \(\hat{\mu}_{c, s=I} \approx 0\) to \(\mu_{c, y=I}\) [5] we see that the bound is improved by 1009%.

Thirdly, for the shifted subregion \(\tilde{\Omega}_2\) and the "shifted eigenvalue" matrix \(\hat{A}\), optimizing \(S\) gives the solutions, with (2.5)

\[S = \begin{bmatrix} 0.9013 & 0.5023 \\ 0.0760 & 0.8494 \end{bmatrix}, \quad P = \begin{bmatrix} 0.9098 & 0.2981 \\ 0.2981 & 1.1395 \end{bmatrix} \]

With (3.1) this gives

\[\hat{\mu}_{c, s=\hat{S}} = 0.3865\]

Comparing \(\hat{\mu}_{c, s=\hat{S}}\) and \(\hat{\mu}_{c, s=I}\) an improvement of 2.2% is achieved.
TABLE II
RESULTS FOR DIFFERENT SUBREGIONS; $c_{pq}$ IS FOUND WITH (2.4) AND (2.3). THE EIGENVALUES ARE LOCATED IN THE SUBREGION $U_2$ IF THE CONDITIONS IN THEOREM 4.1 WITH $P_0$ AND $P_0$ AS BELOW ARE SATISFIED

<table>
<thead>
<tr>
<th>Subregion</th>
<th>$a_2 = (x,y):$</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
<th>$P_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>circle</td>
<td>$(x-a)^2+y^2-r^2&lt;0$</td>
<td>$a^2$</td>
<td>$r^2$</td>
<td>$-a$</td>
<td>$0$</td>
<td>$0$</td>
<td>$P_0$</td>
</tr>
<tr>
<td>parabola</td>
<td>$4x^2+4px+y^2&lt;0$</td>
<td>$2p^2$</td>
<td>$1/4$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$P_0$</td>
</tr>
<tr>
<td>ellipse</td>
<td>$(x-a)^2+y^2&lt;0$</td>
<td>$a^2$</td>
<td>$1$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$P_0$</td>
</tr>
<tr>
<td>Vertical</td>
<td>$(x-a)^2+y^2&lt;0$</td>
<td>$a^2$</td>
<td>$1$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$P_0$</td>
</tr>
<tr>
<td>Ride</td>
<td>$x^2+y^2&lt;0$</td>
<td>$a^2$</td>
<td>$1$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$P_0$</td>
</tr>
<tr>
<td>quality</td>
<td>$2x^2+y^2&lt;0$</td>
<td>$a^2$</td>
<td>$1$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$P_0$</td>
</tr>
<tr>
<td>[6]</td>
<td>$-x^2+y^2&lt;0$</td>
<td>$a^2$</td>
<td>$1$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$P_0$</td>
</tr>
</tbody>
</table>

Root-Clustering in an Ellipse with Structured Uncertainties

Consider the system and perturbation matrices

$$A = \begin{bmatrix} -0.1 & 0.6 \\ -0.4 & 1 \end{bmatrix}, \quad E_1 = \begin{bmatrix} 1 & 0 \\ 1 & 0 \end{bmatrix}, \quad E_2 = \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix}. $$

With $\lambda_1(A) = 0.2, \lambda_2(A) = 0.7$. Taking the ellipsoidal subregion with $\alpha = 0.4, \nu = 0.5, w = 0.4$, then the eigenvalues $\lambda_1$ and $\lambda_2$ are located in this subregion. The bound on $\epsilon_1$ and $\epsilon_2$, $\mu$, can be computed directly with $Q = S = I$ (4.1) and Table I)

$$\mu_{e, S=I} = 0.0395.$$  

Using the method proposed in [5], taking $Q = I$, we obtain the perturbation bound

$$\mu_{e, yed} = 0.0072.$$  

Comparing the bounds $\mu_{e, S=I}$ with $\mu_{e, yed}$ we see that our bound gives an improvement of 449%. A still less conservative result can be obtained by optimizing. The optimal $S$ matrix and the solution for $P$ (2.5) become

$$S = \begin{bmatrix} 0.9144 & -0.4853 \\ -0.8012 & 1.0582 \end{bmatrix}, \quad P = \begin{bmatrix} 1.8312 & -1.6732 \\ -1.6732 & 1.8692 \end{bmatrix}.$$  

The error bound then becomes

$$\mu_{e, S=opt} = 0.1098.$$  

Comparing the bounds $\mu_{e, S=opt}$ with $\mu_{e, S=I}$ we see that optimization gives an improvement of 178%. Optimizing the $Q$ matrix and using the method of Yedavalli, the same bound as $\mu_{e, yed}$ is obtained.

The results of this example are illustrated in Fig. 1, where the location of the roots in the ellipsoidal subregion of the unit disk, with the maximum perturbation ($\lambda(A \pm \mu(E_1 + E_2))$, are shown.

Regarding this plot, it is important to note that the roots marked with a "x" are, in general, not the outermost points of a root locus determined by varying $\epsilon$ from $-\mu$ to $\mu$ in $\lambda(A \pm \epsilon(E_1 + E_2))$.

General Remarks

Remark 5.1: In remarks 3.4 and 4.1, comment is given about the optimal $S$ matrix. This $S$ matrix can be obtained with use of
VI. CONCLUSIONS

In this paper some improved bounds for robust performance of linear systems are obtained. Systems with structured and unstructured uncertainties are treated. For each case, optimization yields better results. For unstructured uncertainties, with shifting of the subregion and the system matrix, a less conservative result is obtained. We have presented our results for various different subregions in the form of tables. With the method proposed it is possible to determine admissible uncertainties of the system to guarantee, for time invariant uncertainties, a certain performance.

APPENDIX

Proof of Theorem 3.1: Recall the Lyapunov root-clustering criterion of Section II. From assumption (2) it follows that there exist a positive definite solution $P$ of the GLE (2.5). If the GLE of the perturbed system matrix $A + E$ has a positive definite "solution" $Q_E$, then for that solution $P$ the eigenvalues of the perturbed system matrix are located in the specified subregion. Thus, the eigenvalues of the perturbed system are located in $\Omega^*$ if

$$c_{00}P + c_{10}((A + E)^T P + P(A + E))$$

$$+ c_{11}(A + E)^T P(A + E) + c_{20}((A + E)^T)^2 P$$

$$+ P(A + E)^T - Q_E < 0.$$

See also Yedavalli [5]. Substitution of (2.5) gives

$$\Rightarrow c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE + E^T P E)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E < 0.$$

Now the substitution $E \to \sum_{i=1}^m e_i E_i$ is made (2.2). Abbreviating $P_i \equiv S^T P_i S^{-1}$, $P_i \equiv S^T P_i S^{-1}$

$$P_i \equiv c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E < 0.$$ (A.1)

The left side of (A.1) is a Hermitian matrix. A Hermitian matrix has the property that all the eigenvalues ($\lambda_i$) are real and that it is negative definite if and only if all its eigenvalues are negative. Further, from [10], the property $\lambda_i(A - I) < 0 \Rightarrow \lambda_i(A) < 1 < 0 \leq \|A\| - 1 < 0$ and $\|B\| > \|A + B\|$, with $\|A\|$ = the spectral norm of the matrix $A$ (the largest singular value of $A$), gives

$$\Rightarrow \|c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE + E^T P E)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E \|< 0.$$ (A.2)

Proof of Theorem 4.1: The first part of the proof is the same as the proof of Theorem 3.1. We continue with (A.1)

$$\Rightarrow S^{-T}(c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E \|< 0.$$ (A.3)

Now the substitution $E \to \sum_{i=1}^m e_i E_i$ is made (2.2). Abbreviating $P_i \equiv S^T P_i S^{-1}$, $P_i \equiv S^T P_i S^{-1}$

$$P_i \equiv c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E < 0.$$ (A.1)

The left side of this inequality is a Hermitian matrix. From [10], the property

$$\Rightarrow \|c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E \|< 0.$$ (A.2)

Proof of Theorem 4.1: The first part of the proof is the same as the proof of Theorem 3.1. We continue with (A.1)

$$\Rightarrow S^{-T}(c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E \|< 0.$$ (A.3)

Now the substitution $E \to \sum_{i=1}^m e_i E_i$ is made (2.2). Abbreviating $P_i \equiv S^T P_i S^{-1}$, $P_i \equiv S^T P_i S^{-1}$

$$P_i \equiv c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E < 0.$$ (A.1)

The left side of this inequality is a Hermitian matrix. From [10], the property

$$\Rightarrow \|c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E \|< 0.$$ (A.2)

Proof of Theorem 4.1: The first part of the proof is the same as the proof of Theorem 3.1. We continue with (A.1)

$$\Rightarrow S^{-T}(c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E \|< 0.$$ (A.3)

Now the substitution $E \to \sum_{i=1}^m e_i E_i$ is made (2.2). Abbreviating $P_i \equiv S^T P_i S^{-1}$, $P_i \equiv S^T P_i S^{-1}$

$$P_i \equiv c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E < 0.$$ (A.1)

The left side of this inequality is a Hermitian matrix. From [10], the property

$$\Rightarrow \|c_{10}(E^T P + P E) + c_{11}(E^T PA + A^T PE)$$

$$+ c_{20}((A^T)^2 + (E^T)^2) P$$

$$+ P(A + E)^T - Q_E \|< 0.$$ (A.2)
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Comments on “Strictly Positive Real Transfer Functions Revisited”

H. J. Marquez and C. J. Damaren

Abstract—In the above paper,1 the distinction between weak and strong strictly positive real (SPR) functions was addressed, and the feedback interconnection of a weak SPR system and a passive one was shown to be stable. The purpose of this note is to show that the proof of this lemma is actually incorrect.

I. INTRODUCTION

The concepts of passivity and strict positive realness have been an important area of research for the last three decades. These investigations have brought a better understanding of these ideas and their applications, but also an ever increasing mismatch in the terminology adopted by different authors. The most widely accepted definitions of passivity and strict passivity are the following [1].

Define a real inner product \((x, y)_T\) by

\[
(x, y)_T = \int_0^\infty x^T(t)y(t)\,dt
\]

and let \(L^2_{+}\) be the space of all functions \(x: \mathbb{R}^+ \to \mathbb{R}^n\) which satisfy \(\|x\|_\infty = \sup_{t \geq 0} \|x(t)\| < \infty, \forall T \in \mathbb{R}^+\) (\(\mathbb{R}^+\) is the set of positive real numbers).

Passivity: \(H: L^2_{+} \to L^2_{+}\) is said to be passive if there exists \(\beta \in \mathbb{R}\) such that

\[
(x, Hx)_T \geq \beta, \quad \forall x \in L^2_{+}, \quad \forall T \in \mathbb{R}^+.
\]
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Fig. 1. The feedback system \(S_u\).

Strict Passivity: \(H: L^2_{+} \to L^2_{+}\) is said to be strictly passive if there exists \(\delta > 0\), and \(\beta \in \mathbb{R}\) such that

\[
(x, Hx)_T \geq \delta \|x\|_\infty + \beta, \quad \forall x \in L^2_{+}, \quad \forall T \in \mathbb{R}^+.
\]

For linear systems these definitions are closely related to the concept of strictly positive real (SPR). See the above paper1 for the definitions of weak and strong SPR. From these definitions, it is straightforward that a linear time-invariant system whose transfer function is (weak or strong) SPR is passive but, in general, not strictly passive. For example, the system \(H(s) = k/(s+a), k \geq 0, a \geq 0\) is SPR (and so passive); however, it is not strictly passive since \(\text{Re}(H(j\omega)) > 0\) as \(\omega \to \infty\), and therefore no \(\delta\) can be found to satisfy (3). The main problem with this result is that it renders the passivity theorem nearly inapplicable for linear systems, since only biproper or improper linear systems can be strictly passive.

Motivated by this observation, the authors1 considered the class of systems which satisfy the inequality (6b)

\[
\int_0^\infty y^T(t)u(t)\,dt + \beta > 0
\]

where \(y = Hu\), and (4) is valid for all inputs \(u\) such that \(\|u\|_2 \|y\|_2 < \infty\). This class of systems was shown to be equivalent to those which are weak SPR and played a central role in Lemma 1.

There, it was claimed that the feedback interconnection of a passive system and one that satisfies inequality (4) (see Fig. 1) is stable. The intention of this note is to show that the proof of Lemma 1 is not valid. We notice here that the condition \(\|u\|_2 \|y\|_2 < \infty\) is not used in the proof of Lemma 1, and therefore in the remainder of this note it is disregarded.

Using our notation, (4) can be rewritten as

\[
\frac{\langle u, Hu \rangle + \beta}{\langle u, u \rangle} > 0.
\]

A number of comments must be made concerning this definition. In the first place, it is incomplete since for expression (4) to be well defined, it is necessary for the function \(u\) to belong to the space \(L^2_{+}\). This is an important point. In fact, this issue renders incorrect the proof of Lemma 1. Notice that in the proof of Lemma 1, it is necessary to consider precisely the case where \(u\) is not in \(L^2_{+}\). Yet more appropriate is to use extended spaces and rewrite (4) as

\[
\lim_{T \to \infty} \frac{\langle u, Hu \rangle + \beta}{\langle u, u \rangle} > 0, \quad \forall u \in L^2_{+}.
\]

We now analyze the proof of Lemma 1 (Appendix II). Since

\[
\frac{\langle u, Hu \rangle + \beta}{\langle u, u \rangle} + \frac{\langle u, Hw \rangle + \beta}{\langle u, w \rangle} = \frac{\beta + \beta_1}{\langle u, u \rangle}.
\]

Here \(H_1\) is passive, and therefore the second term on the left-hand side of (7) is greater than or equal to zero, while \(H\) satisfies...