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Foreword

The Materials and Structural Analysis Division (MSD) business of Thermo Fisher Scientific (formerly known as FEI) has traditionally been a global leader in the innovation of electron microscopes (EM). Software has played an increasing role in the delivery of the innovations, yet so far has focused on the instruments themselves.

The new area the company is moving towards is to deliver solutions that support the workflow of the customer using various instruments, covering data management as well as data post processing. In order to be successful, Thermo Fisher Scientific needs the ability to deliver (pure) software solutions as managed service, interfacing with customer infrastructure, and due to the nature of the customer and instruments, deployed and managed within the premises of the customer.

To support that venue, the Data Management Platform (DMP) project designs, implements, and delivers a Software Delivery Platform (SDP) as a key enabler for delivering managed software services. This is a greenfield area for the company,

Giovanni has contributed in a significant manner. His background in IT with Linux system administration, automation, and systems monitoring has jumpstarted significant parts of the realization of our ambitions. He drove the realization of the entire automated build infrastructure, facilitated the deployment automation of build results, built lightweight yet useful monitoring capabilities, and assisted in product deployments and troubleshooting that come with such first of a kind developments.

I enjoyed having Giovanni as a team member and got to know him as a modest, competent and committed colleague. As a bonus, he brings a good sense of humor and appreciation for good coffee. I am delighted to welcome him as a permanent member of our team within Thermo Fisher Scientific on the successful completion of his assignment.

Project Mentor
Ir. E. Algra, PDEng
October 2019
Preface

The technological designer programs lead to a Professional Doctorate in Engineering (PDEng) degree. These programs are given under the banner of the 4TU.School for Technological Design, Stan Ackermans Institute, a joint initiative of the four universities of technology in The Netherlands. The Software Technology (ST) program is part of the Department of Mathematics and Computer Science of the Eindhoven University of Technology. The PDEng is focused on improving the trainees’ technical and non-technical skills related to effective and efficient design and team-working.

This report describes the final PDEng project, which is entitled "Designing an infrastructure for On-Premise Software Deployment." It was proposed by Ir. E. Algra, PDEng, the Software Senior Staff Architect of Thermo Fisher Scientific and the university supervisor was Ir. H.T.G. Weffers PDEng. Basically, the goals of this project are researching automation techniques, using as the main inspiration the cloud computing environment that can be applied in the customer on-premise environment.

The content of this report covers the analysis, design, and implementation of a continuous delivery pipeline for the Thermo Fisher Scientific equipment and focuses on the High-End Transmission Electron Microscope used for life sciences.

Giovanni de Almeida Calheiros
October 2019
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Executive Summary

Over the years, equipment for serving science such as microscopes has evolved. Its capability to generate the data as well as its needs for supporting software has increased. Due to the amount of data generated by the equipment, problems such as data storage, data analysis, and online collaboration have become more and more important. To address these problems, Thermo Fisher Scientific created the Data Management Platform (DMP).

DMP is a digital platform to enable easier and safe data management, efficient team work, online collaboration, and live image viewing. To implement these, the DMP platform requires automated application management and packaged software ready to use.

The project described here is responsible for improving the Application Lifecycle Management (ALM) in the DMP context. Tasks such as software packaging, software delivery, and software management were addressed during this project.

Some of the major outcomes of this project have resulted in the development of Continuous Delivery (CD) Pipeline, and the tools for managing software deployment and delivery that were evaluated. The knowledge gathered during this project has become a guideline that has to be incorporated into the DMP software development process.

With the advent of these outcomes, Thermo Fisher Scientific can transform the users’ experience in many ways: using new technologies in the serving science equipment’s software, reducing the time between software releasing and deploying, and enabling the customers to decide when they want to use for the latest software available into their equipment.

In the future, the process of continuous delivery that was implemented during this project can evolve to a continuous deployment approach as long as the validation and verification of the software and the platform can be improved.
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1 Introduction

In this chapter, we introduce the overall problem that this project addresses as well as the context in which the solution is developed. The Thermo Fisher Scientific environment and the Continuous Delivery challenges are described as well as the project’s scope and goals. At the end of this chapter, the structure of the document is mentioned.

This project was developed with Thermo Fisher Scientific’s Advanced Technology department, and more specifically with the Data Management Platform (DMP) and Software Delivery Platform (SDP) projects. Their focus is on evolving the High-End Transmission Electron Microscope’s software architecture to achieve a more robust and reliable solution.

1.1 Context

Thermo Fisher Scientific is known as the world leader in serving science. In its portfolio, there is a lot of equipment, from plastic gloves to the High-End Transmission Electron Microscope (HE-TEM). All this equipment generates a certain amount of data that is used by other equipment or analyzed by researchers. The microscope’s capability to generate and consume data is continually increasing and the ability to analyze this data has to follow this trend. However, nowadays the data produced by the microscope remains located on it.

The DMP project includes the development of a digital platform to surround the microscope and add extra functionality to it, apart from displaying images using sub-Ångström resolution (1/10,000,000,000 of a meter). The DMP is enabling hassle free and safe data management, efficient teamwork, online collaboration, and live image viewing. Under the DMP project, there are other projects to address different aspects of the platform, one of which is the Software Delivery Platform project that is responsible for providing and coordinating the software required by the DMP.

The SDP is responsible for the infrastructure in which the DMP is installed. Tasks, such as installing software, orchestrating the services, and monitoring the platform’s resources, are performed by the SDP. Therefore, the SDP project addresses concepts such as micro-services, software delivery, manageability, and scalability for the DMP project in an on-premise environment.

This project is entitled "Designing an infrastructure for On-Premise Software Deployment” and it is part of the SDP project. It aims to add capabilities strongly related to processing automation for the higher level projects and enabling Thermo Fisher Scientific to reduce the time between software release and installation.
1.2 Project Scope and Goals

The scope of this project includes the parts of the process of artifact build, artifact delivery, application lifecycle management, and configuration management. In the context of the building process, the focus is on providing a centralized and automated solution to accommodate different building processes with conflicting requirements.

The artifact delivery process, the application life-cycle management, and the configuration management are highly connected. The first one is responsible for providing the artifacts required by the customer as soon as they are available. The second one is responsible for managing the applications deployed in the platform. The last one is controls the installation and configuration of the platform itself. The focus of this project is on evaluating possible technologies as well as implementing prototypes capable of distributing the artifacts to the customers. Besides of those, monitoring and keeping the health of the entire system are also important aspects of the project. As some parts of the project were developed independently, detailed descriptions of the scope and the goals are given separately.

1.3 Outline

Chapter 2 presents who are the stakeholders of this project, what the preferred communication media are, and where they are located. Chapter 3 describes the problem that this project aims to solve, the proposed solution, as well as goals of the project. Chapter 4 gives an overview of the projects in which this project is included, as well as the technologies that surround this project. Chapter 5 presents the feasibility analysis and some concerns for this project. Chapter 6 explains the use cases and the requirements approached in this project. Chapters 7 and 9 present the architecture of the solution and the process used to verify and validate the project respectively. Chapter 8 presents how the proposed solution is implemented.
2 Stakeholder Analysis

This chapter introduces the stakeholders of the project as well as provides further details about their relationship with this project. They mainly belong to two organizations: Thermo Fisher Scientific and TU/e. However, some of the stakeholders are remotely located and the customers’ researchers are also considered here because they interact indirectly with this project.

<table>
<thead>
<tr>
<th>Role</th>
<th>Project Supervisor from Thermo Fisher Scientific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ir. E. Algra, PDEng</td>
<td>Successful completion of the project with a good quality prototype Spread the acquired knowledge to the team</td>
</tr>
<tr>
<td>Preferred Communication Channel</td>
<td>In Person</td>
</tr>
<tr>
<td>Update Frequency</td>
<td>Daily</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Role</th>
<th>Project Supervisor from TU/e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ir. H.T.G. Weffers PDEng</td>
<td>Provide guidance and feedback to me Supervise the project from the perspective of the TU/e</td>
</tr>
<tr>
<td>Preferred Communication Channel</td>
<td>In Person or email</td>
</tr>
<tr>
<td>Update Frequency</td>
<td>Biweekly</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Role</th>
<th>PDEng ST Program Director</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yanja Dajsuren, PhD.</td>
<td>Successful completion of the project with a good quality report</td>
</tr>
<tr>
<td>Preferred Communication Channel</td>
<td>In person</td>
</tr>
<tr>
<td>Update Frequency</td>
<td>ad-Hoc</td>
</tr>
</tbody>
</table>
EPU Team

<table>
<thead>
<tr>
<th>Role</th>
<th>Internal Customer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interests</td>
<td>Perform integration test using the platform</td>
</tr>
<tr>
<td>Preferred Communication Channel</td>
<td>In person, Microsoft Teams, or email</td>
</tr>
<tr>
<td>Update Frequency</td>
<td>ad-Hoc</td>
</tr>
</tbody>
</table>

The following tables present the remotely located stakeholders.

Tor Halsan

<table>
<thead>
<tr>
<th>Role</th>
<th>Linux and Security Specialist from Thermo Fisher Scientific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interests</td>
<td>Develop a stable and scalable solution</td>
</tr>
<tr>
<td>Preferred Communication Channel</td>
<td>Microsoft Teams or email</td>
</tr>
<tr>
<td>Update Frequency</td>
<td>Daily</td>
</tr>
<tr>
<td>Located at</td>
<td>Trondheim / NO</td>
</tr>
</tbody>
</table>

Chris Schlichten

<table>
<thead>
<tr>
<th>Role</th>
<th>Windows, Hardware, and Hypervisor Specialist from Thermo Fisher Scientific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interests</td>
<td>Develop a stable and scalable solution</td>
</tr>
<tr>
<td>Preferred Communication Channel</td>
<td>Microsoft Teams or email</td>
</tr>
<tr>
<td>Update Frequency</td>
<td>Twice a week</td>
</tr>
<tr>
<td>Located at</td>
<td>Hillsboro / US</td>
</tr>
</tbody>
</table>

Athena Team

<table>
<thead>
<tr>
<th>Role</th>
<th>Internal Customer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interests</td>
<td>Uses an stable platform</td>
</tr>
<tr>
<td></td>
<td>Have an easy procedure to deliver and deploy software</td>
</tr>
<tr>
<td>Preferred Communication Channel</td>
<td>Microsoft Teams or email</td>
</tr>
<tr>
<td>Update Frequency</td>
<td>ad-Hoc</td>
</tr>
<tr>
<td>Located at</td>
<td>Bourdeaux / FR</td>
</tr>
</tbody>
</table>

Fleet Manager Team

<table>
<thead>
<tr>
<th>Role</th>
<th>Internal Customer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interests</td>
<td>Uses an stable platform</td>
</tr>
<tr>
<td></td>
<td>Have an easy procedure to deliver and deploy software</td>
</tr>
<tr>
<td>Preferred Communication Channel</td>
<td>Microsoft Teams or email</td>
</tr>
<tr>
<td>Update Frequency</td>
<td>ad-Hoc</td>
</tr>
<tr>
<td>Located at</td>
<td>Hillsboro / US</td>
</tr>
</tbody>
</table>
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3 Problem Analysis

Nowadays, the HE-TEM needs a lot of pieces of software to work. Even though the microscope’s hardware and software are similar across machines, in the installation process, they are frequently tweaked by the Field Service Engineer (FSE). The tweak made by the FSE consists of manually edit application files in order to fill in some parameters for that specific deployment. As a consequence, during the lifetime of that deployment, whenever an upgrade needs to be performed, the same parameters have to applied in the new version of the software. With the introduction of the DMP platform, there are more several parameters to be filled in the each application deployment and keeping track of any tweak made as well as which parameters were used are challenges faced by the FSE.

3.1 Problem

The current situation presents two problems:

- The FSE needs to know beforehand the previously used parameters. Only after studying the current installation and gather all parameters, the FSE can start updating the application files and upgrading the software.
- As the FSE changes the application files directly, there is no easy way to revert the application to the previously deployed version.

3.2 Solution

A solution to the problems presented in the above paragraphs is divided in two parts. The first part consists of changing the application in order to accommodate any deployment-specific configuration in a reusable way. The second part is to automate the management of the lifecycle of any application. Separating the deployment-specific configuration from the application definition removes the complexity of changing any part of the application before upgrading it. This separation happens before the first installing and after that it is simply updated, if needed, and reused. Automating the management of the lifecycle of the applications minimizes the possibility of error at the same time that enables an easier way to revert any unexpected behavior after upgrading.

3.3 Goal and objectives

The goal of the project are to
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• Research technologies for automating Docker/Kubernetes application lifecycle management.

• Define the approach and create the implementation to roll-out software products, accommodating customer deployment configurations and cluster topologies.

• Automate the deployment (install, upgrade) of on-premise application deployments using cloud technologies such as Kubernetes and Docker.
4 Domain Analysis

This chapter includes information about the domain in which the project is located. The DMP is the software stack that surrounds the HE-TEM. In addition, the roadmap is presented.

4.1 Data Management Platform

Among all products manufactured by Thermo Fisher Scientific the HE-TEM can be considered the most impressive one. The HE-TEM can capture images in sub-Ångström resolution[2]. This resolution gives to the researcher the ability to look at the details of the matter. However, in order to reach this resolution a big part of the process of using a microscope was automated. This automation process has three direct effects:

• The process of automating the operation of a TEM implies that a large amount of code needs to be deployed together with each piece of equipment;

• Each image acquired in high resolution results in a file with several megabytes or gigabytes that is stored in one piece of equipment close to the microscope. Those images are generated at a frequency of seven images per minute;

• Frequently, during the installation process of a TEM, some parameters of the system (in general, configurations or installed software) need to be tweaked, since the hardware configuration of each piece of equipment can be slightly different.

Another interesting point is related to the way the TEM has been used. In general, some domain expert operates the microscope to acquire images. After the acquisition process has been finished, the researcher has to copy the data from the microscope’s local storage to another device in order to start the analysis process.

To solve some of the above challenges, Thermo Fisher Scientific created a project named DMP. Some of the goals of the DMP project are to enable a better integration across Thermo Fisher Scientific equipment as well as improve the aggregation of the generated information. As DMP is a new concept inside Thermo Fisher Scientific, DMP is allowed to introducing modern technologies. For example, instead of a large-specialized software for each TEM, the microscope’s surrounding software must use a more flexible architecture, such as micro-services architecture. Instead of deploying the software components directly in the machine, these components are packaged using container technology and managed in a cluster way.
4.2 Containers

Traditionally deployed application software has its software requirements and files that can be spread across the operating system where the application is installed. Placing dependencies in the operating system can lead to some issues: conflicting dependencies exist among different applications, installing process requires knowledge about the application’s requirements and about the current environment, and installing process in a new environment increases in complexity.

A container is basically a different way of thinking about the creation, design, and deploying of one application. Instead of installing the application’s dependencies directly into the operational system, the application with all of its dependencies are packaged together into a single unit (container image) that can be run in a sandboxed environment. This sandbox environment allows applications with conflicting requirements to be deployed side-by-side on the same machine without any side effects.

In a way, a container is bit like a virtual machine. Unlike a virtual machine, rather than creating a whole virtual operating system for each deployed system, a container allows applications to use the same Linux kernel as the system that they are running on and only requires applications be shipped with things not already running on the host computer, as presented in Figure 4.1.

![Containerized Applications architecture vs Virtualized Applications architecture](image)

Figure 4.1: Containerized applications architecture vs Virtualized Applications architecture [1]

There are several container technology providers such as: Docker, CoreOS rkt, Mesos Containerizer, LXC Linux Containers, Windows Server Containers, and Hyper-V Containers. This project uses Docker because it is open-source software, free of charge even for commercial uses, and widely used.

4.2.1 Docker

Docker was released in 2013 by Docker, Inc. [1] and it is considered the world’s leading software container platform. Some drivers for this technology are available in the following list and they were extracted from [3] [4].

- Uniform and stable environment across developers, testing, and production environments
• Easier deployment process: As the Docker image contains everything that is required by the contained application, the deployment process is simplified to run that container

• Easier working in teams: As the Docker image can be run without the need of installing extra software, multiple teams can use a similar application and environment for development and debugging purposes

• Resource usage improvement: Many applications can run simultaneously in the same environment without interference

4.3 Cluster Orchestration

Containers are a good way to bundle and run applications. Keeping everything that is required by the application as a single unit makes the deployment of that specific application much easier. In production environments, as applications must be available to the customers, they are deployed in several connected computers and this set of computers is called cluster. In one cluster, there are several applications deployed that can lead to some questions: How should the containerized application be handled to avoid downtime? Where should each application be deployed? What should happen if the application is not working?

To respond to the above questions, in general, automated tools are used to managing the environment where the applications are deployed. It takes care of the application scaling requirements, failover, and deployment patterns. One example of this class of tooling is described below:

4.3.1 Kubernetes

Kubernetes is a portable, extensible, open-source platform for managing containerized workloads and services that facilitates both declarative configuration and automation[5, 6].

Kubernetes brings some out-of-box capabilities:

• Service discovery and load balancing: Kubernetes can expose containers’ services using DNS names or their own IP address. The traffic to a service is load-balanced by Kubernetes and distributed across the containers that have the service so that the deployment is stable.

• Storage orchestration: Kubernetes allows automated-storage provisioning for the application. It can automatically mount a chosen storage system, such as local storage, remote storage, and public cloud providers.

• Container orchestration: Each container can have defined how much CPU and memory (RAM) it needs. When containers have the resource requests specified, Kubernetes can decide in a more appropriate way how to manage the containers.

• Service High-availability: The idea of High-availability here comes from the fact that Kubernetes, in general, coordinates more than one machine and can deploy services in any machine whenever it is required. For instance, if one of the Kubernetes nodes is not available, all services that used to be deployed there will be migrated automatically.
• **Services self-healing and monitoring**: Kubernetes validates the health of a container using a user-defined health check, the container status, and the resource usage. Based on that information, it can restart containers that fail, replace containers, and kill containers that do not respond to the user-defined health check. It prevents Kubernetes from exposing a service that is not working properly.

• **Secret and configuration management**: Kubernetes has a safe place to store and manage sensitive information, such as passwords, tokens, and tls certificates. It can deploy and update secrets and application configuration without rebuilding the container images and without exposing these to the configuration stack.

### 4.4 Application Lifecycle Management

The Application Lifecycle Management (ALM) is a process to take care of the specification, design, development and testing of a software application until the application is discontinued. ALM covers the entire lifecycle from the idea conception, through to the development, testing, deployment, supporting and ultimately retirement of systems.

The primary focus of the ALM implemented in this project is to manage the application in the deployment environment and make sure that it is correctly installed and available to the customer.

#### 4.4.1 Helm

In this project, Helm is a package manager for Kubernetes and, in this project, Helm was used as an application lifecycle manager. Helm enables a more efficient way to group Kubernetes resources and makes the deployment process easier. Just as important as this package management, Helm also has other capabilities:

**Application Deployment Management**

Helm helps the management of Kubernetes applications and Helm also keeps track of all actions performed by itself on the Kubernetes applications. Helm can present information such as when the application was installed, when the application was upgraded, the current application’s configuration, and when the application was deleted.

This feature is especially useful in a disaster-recovering situation. At any point in time, the application can be restored using a previous working version and reducing the downtime from the customer perspective.

**Application Template**

Because of the nature of the containerized application, which should contain everything that is required for its operation, many times, a containerized application contains in its code some deployment-specific configuration. This side effect of the containerization is solved by Helm using the concept of a template.
A Helm template is an elegant way to separate what is application specific from deployment specific. This technique partially simplifies the container definition only injecting the deployment-specific parameters during deployment time.

4.5 Continuous Integration

Continuous Integration (CI) is a practice of merging all developers’ working copies periodically. In general, this process happens in an isolated and automated environment. Some benefits of this practice are described below:

- Early feedback: As the integration process happens automatically, it can be scheduled to happen many times a day and each time that the process ends, it indicates if the code is still working;
- Quality assurance: The integration process can include a set of tests (unit, integration, among others) to guarantee the correctness of the code;
- Reduce time to market: The artifacts generated during the integration process have certain level of quality and, in certain cases, can be used to speed up the test phase and by consequence arrive early to a customer.

4.5.1 Jenkins

To select the more appropriate tool for the SDP building process, two different continuous integration tools were compared: Jenkins[7] and Git Lab CI[8]. The final comparative table is available in Appendix B.1.

Because there is no formal policy about which tools should be used to implement the continuous integration process, even though Thermo Fisher Scientific already uses Git Lab CI in its environment, the implementation of the continuous integration process in this project uses Jenkins. This choice was made because the implementation of the process in this specific scenario was smoother using Jenkins than it would be if the Git Lab CI were chosen.

4.6 Configuration Management Tool

Configuring different machines is a time consuming and error-prone task. This problem becomes bigger when considering also the upgrade path. So a large amount of the time is not used to update the software platform, but it is spent figuring out what is the correct path to reach the desired configuration.

The software upgrading can be considered more important than the first installation because upgrades continue to be applied until the environment is no longer in use. The upgrading process requires some study to understand and answer some questions: which are the current versions, what are the previous customizations, and what is the safe path to install the desired version?

To select the more appropriate framework for the SDP scenario, four different configuration management tools were compared: Ansible [9], Chef [10], Puppet [11], and Saltstack [12]. The final comparative table is available in Appendix B.2.
4.6.1 Ansible

After the comparative study and some experiments performed by the SDP team, Ansible was chosen. Some features were more relevant in that decision:

- **Agentless configuration**: Ansible does not require any change in the machines that are going to be configured;  

- **Plugin variety**: Ansible comes out-of-box with a lot of plugins that help in many different configuration tasks;

- **Flexibility to add new capabilities**: Ansible provides three ways to extend its capabilities: creating native plugins, injecting logic in the configuration definition, and executing scripts written in the native language of each system;

- **Easy to learn**: As the language used to define the host configuration is YAML, the same language used to define Kubernetes resources and Helm charts, the whole team already had knowledge of how to write the definitions.

---

1 Assuming that the communication protocol (ssh for Linux and winrm for Windows) is available in the destination machine.
5 Feasibility Analysis

In Chapter 3, the problem that motivated this project was presented. This chapter explains why some decisions have been taken, because the outcome of this project contains technologies that have to be added to the team knowledge and later on these technologies have to be implemented in the customer on-premise environment. Before each decision process, a feasibility study was performed and it aims to answer various questions. Some of the questions that are present in those studies are listed below and two examples of the final table creates during the feasibility study phases are available in Appendices B.1 and B.2.

Concern: Does the team have any expertise in the target tool?

**Importance**: Avoiding reevaluation of a tool and speeding up the evaluation process  
**Responsible for the Answer**: Team  
**Evidence**: Sharing knowledge about the tool

Concern: How difficult is it to learn the target tool?

**Importance**: Learning a new tool requires time and it could delay the progress of the project if the tool had a steep learning curve.  
**Responsible for the Answer**: Team  
**Evidence**: Prototype implementation, Presentation of the faced problems

Concern: What are the licensing options for the tool?

**Importance**: Open-source software\(^1\) has different types of licenses\(^2\) and each of the licenses has a different impact on the final licensing for the product\(^3\).  
**Responsible for the Answer**: Feasibility study  
**Evidence**: Licensing list available for the tool

Concern: How difficult is it to integrate the new tool into the current environment?

**Importance**: The new tool integration process can impact the architecture of the software or the used process.  
**Responsible for the Answer**: Team  
**Evidence**: Prototype;

---

\(^1\)For the DMP, we chose to use off-the-shelf software instead of implementing it internally  
\(^2\)Read more in https://opensource.org/licenses  
\(^3\)For instance if a project uses code under GPL-2 or GPL-3 licenses, this project has to become open-source as well
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6 Use Cases and System Requirements

This chapter introduces the system requirements and use cases of the project. The use cases were elicited using the interviews with the stakeholders. The requirements were extracted from the use cases and later validated by the stakeholders.

6.1 Use cases

Table 6.1 presents the list of use cases approached by this project. These use cases can be divided in: building process Tables C.1 and C.2; Application life cycle Tables C.3, C.4, C.5, and C.6; Configuration management Table C.7.

<table>
<thead>
<tr>
<th>UC1</th>
<th>Release artifact version</th>
</tr>
</thead>
<tbody>
<tr>
<td>UC2</td>
<td>Building Artifact</td>
</tr>
<tr>
<td>UC3</td>
<td>Install application</td>
</tr>
<tr>
<td>UC4</td>
<td>Upgrade application</td>
</tr>
<tr>
<td>UC5</td>
<td>Rollback deployment</td>
</tr>
<tr>
<td>UC6</td>
<td>Delete application</td>
</tr>
<tr>
<td>UC7</td>
<td>Configure host</td>
</tr>
</tbody>
</table>

A more detailed version of each use case listed in Table 6.1 is available in Appendix C. The tables present in that appendix include information such as

- Description of the use case
- Actors involved in the use case
- Frequency of usage
- Triggers
- Pre-conditions
- Basic flow
- Post-conditions
- Exceptions and Alternative flows
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6.2 Requirements

The requirements presented in this section were extracted from the use cases described in Section 6.1. Table 6.2 presents the functional requirements developed in this project while Table 6.3 presents the non-functional requirements.

Table 6.2. Functional Requirements

<table>
<thead>
<tr>
<th>ID</th>
<th>Requirement</th>
<th>Aspect</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR1</td>
<td>The system must package the installers</td>
<td>Functionality</td>
</tr>
<tr>
<td>FR2</td>
<td>The packaging process must be triggered remotely</td>
<td>Functionality</td>
</tr>
<tr>
<td>FR3</td>
<td>The system could send notification</td>
<td>Functionality</td>
</tr>
<tr>
<td>FR4</td>
<td>The system should publish the installer in a web page</td>
<td>Functionality</td>
</tr>
<tr>
<td>FR5</td>
<td>The system could monitor the availability of the installed systems</td>
<td>Functionality</td>
</tr>
<tr>
<td>FR6</td>
<td>The system should deliver artifacts to the destination host when required</td>
<td>Functionality</td>
</tr>
<tr>
<td>FR7</td>
<td>The deployed environment must keep a local deployment history</td>
<td>Traceability</td>
</tr>
</tbody>
</table>

Table 6.3. Non-Functional Requirements

<table>
<thead>
<tr>
<th>ID</th>
<th>Requirement</th>
<th>Aspect</th>
</tr>
</thead>
<tbody>
<tr>
<td>NFR01</td>
<td>The installers must be available to be downloaded at any time</td>
<td>Availability</td>
</tr>
<tr>
<td>NFR02</td>
<td>The installers must be built available in different flavors: nightly and release</td>
<td>Testability</td>
</tr>
<tr>
<td>NFR03</td>
<td>The building server must keep the history of the building processes</td>
<td>Traceability</td>
</tr>
<tr>
<td>NFR04</td>
<td>The building process should be able to happen in different operational systems</td>
<td>Portability</td>
</tr>
<tr>
<td>NFR05</td>
<td>Adding a new builder node to the pipeline should be an easy task</td>
<td>Extensibility</td>
</tr>
<tr>
<td>NFR06</td>
<td>The builder could notify the team if a project cannot be built</td>
<td>Transparency</td>
</tr>
<tr>
<td>NFR07</td>
<td>The building process must be robust enough to accommodate conflicting requirements</td>
<td>Robustness</td>
</tr>
<tr>
<td>NFR08</td>
<td>The building process must be triggered from three different ways: periodically, automated, and manual</td>
<td>Usability</td>
</tr>
<tr>
<td>NFR09</td>
<td>The deployed environment must be able to roll-back in case of updating failure</td>
<td>Fault Tolerance Robustness</td>
</tr>
</tbody>
</table>
7 Solution Architecture

This chapter describes the architecture defined for the Continuous Delivery (CD) pipeline in the context of the SDP project. The CD pipeline is decomposed into three phases: Packaging, Delivery and Deployment, and Monitoring as illustrated in Figure 7.1. Each phase is represented as an independent component and has its own input, behavior, and output. In some cases the output of one phase is used as input to another one.

![Figure 7.1: Continuous Delivery Pipeline Architecture](image)

7.1 Packaging Phase

The packaging phase contains three components: external repositories\(^1\), building server, and publishing server as illustrated in Figure 7.2.

There are two important interfaces exposed in the packaging subsystem, the Building Management API and the Web API. The Building Management API is responsible for exposing the services provided by the building machine, such as triggering a build process remotely, to the internet. The Web API is responsible for the communication between the publishing and destination machines. Table 7.1 presents more information about the packaging phase.

\(^1\)Repositories can store different types of artifacts such as Docker registry stores docker images; Git stores source code and Kubernetes resource definitions, and Helm repository stores helm charts.
Table 7.1. Packaging architecture

<table>
<thead>
<tr>
<th>Goal</th>
<th>Produce the artifacts to be deployed into the DMP platform by the SDP platform.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>The packaging inputs include but are not limited to:</td>
</tr>
<tr>
<td></td>
<td>• Kubernetes resource definitions</td>
</tr>
<tr>
<td></td>
<td>• Helm charts</td>
</tr>
<tr>
<td></td>
<td>• Docker images</td>
</tr>
<tr>
<td></td>
<td>• Operating system packages</td>
</tr>
<tr>
<td>Behaviour</td>
<td>Some initial behaviors presented by the packaging phase are:</td>
</tr>
<tr>
<td></td>
<td>• Code validation</td>
</tr>
<tr>
<td></td>
<td>• Artifact packaging</td>
</tr>
<tr>
<td>Output</td>
<td>SDP installers and building status</td>
</tr>
</tbody>
</table>

7.2 Delivery and Deployment Phase

The Delivery and Deployment phase is responsible for delivering the artifacts generated during the packaging phase to the customer as well as for managing the installation of them. This phase is divided into two steps: the package delivery and application deployment.

7.2.1 Package Delivery

The package delivery step is responsible for the environment where the DMP is installed. It aims to guarantee that all environments have the defined configuration and the correct set of software deployed.
Table 7.2. Package delivery step

<table>
<thead>
<tr>
<th>Goal</th>
<th>Keep the correctness of the DMP environment’s configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Configuration definition</td>
</tr>
<tr>
<td>Behaviour</td>
<td>Reconfigure the DMP environment based on the defined configuration</td>
</tr>
<tr>
<td>Output</td>
<td>Configuration report</td>
</tr>
</tbody>
</table>

7.2.2 Application Deployment

The deployment phase aims to manage the application released to the customer. This management try to avoid or at least reduce any downtime faced by the customers.

Table 7.3. Application Deployment step

<table>
<thead>
<tr>
<th>Goal</th>
<th>Manage the applications installed by the SDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Application’s artifacts and configurations</td>
</tr>
<tr>
<td>Behaviour</td>
<td>Install, Upgrade, and Uninstall applications inside the DMP platform</td>
</tr>
<tr>
<td>Output</td>
<td>Application’s history</td>
</tr>
</tbody>
</table>

7.3 Monitoring phase

The monitoring phase aims to make sure if the deployed infrastructure is available to customers\(^2\). To perform this verification, periodically the system checks if the target servers expose the expected services. The result of this test is processed and published in a web page.

Figure 7.3 presents the interfaces exposed and required by the verification component and Table 7.4 provides further information about the verification process.

\(^2\)The availability in this context only considers if the service is accessible. Performance, validation, and verification of the deployed applications are taken care during the integration tests not covered in this project.

Figure 7.3: Monitoring architecture
Table 7.4. Monitoring architecture

<table>
<thead>
<tr>
<th>Goal</th>
<th>Report the status of the deployed infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Server’s address and services to be monitored</td>
</tr>
<tr>
<td>Behaviour</td>
<td>Check the availability of the deployed servers and publish a periodic report about it</td>
</tr>
<tr>
<td>Output</td>
<td>SDP infrastructure status report</td>
</tr>
</tbody>
</table>
8 Deployment and Implementation

This chapter describes the solution created in this project. To make the solution more understandable, it is decomposed in three parts: packaging, templating, and delivering.

8.1 Packaging

Packaging can be understood as an alternative way to implement continuous integration, which is described in Section 4.5 of this report. Even though the DMP and SDP projects do not have source code to be compiled in order to generate an installer, these projects have a lot of Kubernetes resource definition and Helm charts to be parsed and interpreted. Due to the fact the DMP and SDP installer is composed of different applications, the process of generating their installers requires that the building environment takes care of the following points:

- **Conflicting requirements**: It means that each built package can have its own software and configuration dependencies and these dependencies are not necessarily equal across packages;
- **Flexible builder deployment**: It means that the builder itself should not be coupled to the environment where it is deployed;
- **Ease scaling up**: Changing the number of builders available and where they are deployed must be a concise and simple process;
- **Centralized coordination**: The builders have to report to a central instance at all levels (credential managing, data loading, and exporting);

Keeping the above points as the main drivers of the packaging subsystem, the architecture presented in Figure 8.1 was proposed and implemented.
8.1.1 Continuous Integration Server

The following section provides more details about the central component of the packaging system, the CI Server.

The CI server is considered the central point of the packaging system because it is responsible for tasks such as:

- Artifact publication
- Result centralization
- Node coordination
- Credential management
- Job creation
- Web-Hook exposition

The reason for implementing the CI’s tasks are presented in the following paragraphs.

Artifact publication

The building process generates a lot of files during its execution. Some of these files have to be transferred from the remote builder to the publishing server. Which files have to be transferred, where
the destination is, and when the transferring has to be done are parameters defined inside each building job.

Result Centralization

Due to the way the Docker container works, it is not so suitable to keep data inside it. At the same time, the packaging system works with many nodes that can be available or not anytime. So, considering these constraints, we opted for having a centralized place to store all building results, which is the CI server. This architecture simplifies the backup strategy, allows analysis about building performance, and monitors the building health.

The building result transferring happens independently of the building result. It means that the node sends a building result to the CI server every time that a job was executed even if it was canceled by the user or if the building failed.

Node Coordination

In this project, we opted for a Primary-Secondary architecture (formerly known as Master-Slave) in which the CI server decides on-the-fly which node is going to be used based on the job definition. At the same time, the CI server keeps track of the remote builder’s health information.

Credential management

To simplify the credential administration, all required credentials are stored in the CI server and only when a job starts are the required credentials injected. This approach also simplifies the remote builder that can be developed only focused on the building environment.

Building Process Coordination

Each building process is mapped into the packaging system as a job. A job is a set of steps to build a project. Inside each job are defined many parameters, for instance: which node has to be used, which credentials have to be provided, a version control address and client, and a destination of the generated artifacts.

Building Triggering

All jobs inside the CI server can be started manually. However, there are two special ways of starting a building process: automated building and web-triggered building. The automated building is scheduled to be executed on specific days and times. The web-triggered building uses a resource called web-hook. Web-hook is a web-endpoint exposed in the CI server that receives messages from the version control system and, based on internal rules, it can start the building process.
8.1.2 Remote Builders

The following section provides more details about remote builders. The remote builders are one of the sub-components of the packaging system.

As described in Section 8.1, each artifact-building process has its own requirements and these requirements can be conflicting for different artifact-building processes. To deal with the possible conflicting requirements, each building process is allocated to an isolated environment named as a remote builder.

From the architecture point of view, the remote builders are the secondary ones from the "Primary vs secondary" pattern\(^1\) [13]. The implementation of this pattern basically removes the complexity of dealing with conflicting dependencies from the CI Server (primary) and delegating it to the builders (secondary).

From the implementation point of view, the remote builder is a docker container with some extra capabilities for each instance:

- Building agent
- Container runtime
- Remote connectivity
- Version Control

\(^1\)This design pattern was previously known as a Master Slave pattern, but because of the "slavery" reference, the name was updated to "Primary vs Secondary" or "Primary and Replicas." The first option is used in this report, because the term replica implies the same capabilities are available in both sides, which is not the case in here.

---
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Building agent

It is the agent used by the building server to monitor the health of the remote build. This agent shares with the building server information such as building logs, system architecture, clock difference, available storage, available swap space, running builds, and response time.

Container runtime

It grants to the remote builder the ability of running containers inside a container. The ability of running containers inside a container is required because some artifacts generated by the builder are docker images and those images should not be present in the main environment. A self-contained container environment also simplifies the building process due to the fact that whenever the builder container is recreated, any previous downloaded docker image will be deleted, thus not interfering in the next building and increasing the reproducibility of the building process.

Remote connectivity

It allows the remote builder to be deployable anywhere with internet access. This ability is used by the build server to inject into the builder anything required by the building process, for instance: source code, building steps, and user credentials.

Version control

It grants to the building server the ability of changing the source code to a different commit, branch, or tag present in the code repository before building the code. In the future, the builder will be able to push back a new tag to the version control system or approve a merge request automatically based on a successful build.

The base container definition is responsible for installing the basic operating system, copying the public keys for remote access, and configuring the docker environment inside the container. Using the base container definition, each developer can create its own layer that can be used as a specific build environment.

The process used to create the remote builder is implemented using one script, which automatically checks user permissions and access keys, and creates the required port mappings. The process of extending the basic remote builder to add new capabilities was exercised in two situations and it is represented in Figures 8.3 and 8.4.

---

2Part of the process to embed the container runtime is described in Appendix A
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The new capabilities required by the new builders were:

- **Container runtime specific configuration**: As a good practice, the container runtime should use only trusted and public resources. However, for some building processes, some locally-deployed resources are needed and the required changes for allowing their usage are considered as runtime specific configurations.

- **Cluster Administration tooling**: There is a remote builder to package the basic installer for the whole platform. This builder needs to have knowledge about the platform tool versions in order to install the correct toolset.
• **Template Tooling**: This capability enables the remote builder to read and parse the templates before building the installer. So, some part of the building process can be defined dynamically, which makes the building more flexible.

## 8.2 Publishing

As important as packaging the correct artifact is publishing as much information as possible. After each building process, the remote builder sends the building results to the CI server. When the CI server receives the results, they are evaluated and if the building was concluded successfully, some generated artifacts are copied from the remote builder to the publishing server. However, if an error occurs a notification is sent to the team responsible to inform it about errors in the process. This flow is represented in Figure 8.5.

![Figure 8.5: Activities performed from the moment that one building is triggered until the artifacts become available](image)

The publishing system can be decomposed into different steps, which do not necessarily happen in the same machine:

- **Artifact archiving**: Due to the release of a new version of the installer, the previous ones are...
periodically moved to a different server for long-term storage.

- **Artifact delivery**: In general, the artifacts generated by this CD process are large files (some gigabytes). To optimize the file transfer, the publisher is also capable of directly delivering the files that are published on it.

- **Artifact publication**: As the building results and installers must be available anytime, they are published through web pages where they can be easily accessed.

- **Artifact verification**: In order to allow the technicians to verify the integrity of the installers, besides them there is a list with the SHA-256 hashes from all artifacts generated by the continuous integration server.

- **Result Consolidation**: The aim of this process is keeping historical information related to the health of the building process. Based on this historical data, it is possible to extract metrics such as time to generate installers, cause of building failures, quantity of failures, and which step caused the failure. These pieces of information help the administrator to have new insights about the process and possible points for improvements.

8.3 **Delivery**

There are a huge number of software and configurations that have to be addressed in a single piece of hardware. Keeping them synchronized across different environments and rolling out only what is needed is a complicated and error prone task.

To deal with the complexity of managing the software and configuration of the DMP platform, in this project four tools were compared: Ansible [9], Chef [10], Puppet [11], and SaltStack [12]. These tools were compared based on criteria such as strategy used to delivering an artifact to the destination, extra software required in the destination machine, and how easy it was to implement simple tasks and structure the source code. A summarized table of this feasibility study is presented in Appendix B.2.

8.3.1 **Ansible**

At the end of the study phase, all results were presented in a meeting in which the whole team agreed to use Ansible as the official configuration tool for the DMP and SDP projects. Some important characteristics that led to that decision are listed below:

- Ansible is an agentless tool. It means that it does not require the installation of any extra software, to act like a client in the destination machine, to start to work.

- Ansible has a lot of pre-installed plugins in the basic package. It saves time during the configuration of the tool.

- Easy to extend. As Ansible is written in Python and it supports native script execution, it is easy to implement new Ansible plugins to add more features to the server;

- Easy to learn. As the language used to declare a configuration state is YAML, a language used to define Kubernetes resources, the team does not need to learn a completely new language.
8.4 Deployment

There is no limit for the number of applications that can be installed on a computer. However, managing all installed applications and reusing the Kubernetes definitions in an efficient way can become challenging.

Kubernetes resources, by default, have to be completely independent of where the resource is deployed. This independence is reached by the injection of some configuration parameters inside the resource. Many times, these parameters are related only to a specific customer. To solve this problem and separate the deployment-specific definition from the Kubernetes definition, we adopted a tool for creating templates for the Kubernetes resources.

8.4.1 Helm

Helm is a standalone tool that is used as a package manager for Kubernetes. Among other features, Helm helps in the administration of the Kubernetes applications in:

- Splitting deployment-specific content from the Kubernetes definition. It gives more control and flexibility to the DSE, so that does not need to update the Kubernetes definition immediately before installing the application to fix any configurations.
- Managing the Kubernetes application life-cycle. Tasks such as installing, upgrading and rolling back the application are done using Helm using simple commands.
- Cleaning the versioned Kubernetes resource definition. As the Kubernetes resources are template, changes in the values do not necessarily require updates to the template.
- Automating the download of Helm chart dependencies. It means that Helm, on demand, downloads all sub-charts required for a specific deployment. It gives flexibility to divide the development work in different teams.

The Helm tool implemented in this project consists of two parts: Helm, a command line tool for interacting with the Kubernetes cluster environment; and Tiller, the server-side part of Helm to parse the Helm charts and manage the Helm interactions with the Kubernetes cluster. The interaction among Helm, Tiller, and the Kubernetes cluster is illustrated in Figure 8.6. This figure shows the basic flow used to deploy one Kubernetes application through Helm.
8.5 Deployed Solution

To summarize what is described in this chapter, the final proposed solution in this project is an implementation of a Continuous Delivery process which enables Thermo Fisher Scientific to deliver different software to several customers and accommodate customer’s difference at the same time.

The outcome of this project is composed of:

- Continuous integration process and infrastructure
- Remote builder concept and implementation
- Publishing server implementation
- Basic monitoring process
- Template technology implementation
- Configuration Management implementation

It is important to highlight that this technology is implemented in the Thermo Fisher Scientific’s customers’ on-premise.
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9 Verification and Validation

This chapter explains the verification and validation processes adopted in this project. These two processes are divided in three phases: Migration from manual to automated, monitoring, and expert validation.

9.1 Migration from manual to automated

As one of the goals of this project is to automate a pre-existing process towards CD practice, the first approach to validate the automated pipeline was the implementation of several tests to make sure that the automated building process has a similar outcome to the manual process. The methodology applied here is similar to the Test-Driven Development (TDD) approach used to develop and refactor source-code.

The implemented tests basically checked if important files for the DMP installer are in the correct folder and in the correct version. Using TDD to verify the output of the pipeline gives more confidence about the proposed process meanwhile it helps to understand the process better and suggest improvement while keeping the same quality.

9.2 Automated Verification

As part of the quality assurance of the Continuous Delivery process some post-installation tests were defined. These test aim to verify if the minimum requirements for the platform were satisfied. These tests are divided in platform specific Sub-section 9.2.1 and application specific Sub-section 9.2.2. To support the implementation of these tests was used a framework called Bash Automated Testing System (BATS) that is available in [15].

9.2.1 Platform specific

The platform specific tests aim to verify if all the basic environment is correctly installed and available to the customer. These test are composed of:

- **Customer connectivity**: Checks if the sample application\(^1\) was correctly deployed.

---

\(^1\)There is a simple Kubernetes application called hello-world that is used to make sure that cluster is able to deploy applications.
• **Service tool availability**: Checks if the service tools\(^2\) are exposed in the correct ports and if the basic configuration of them is done.

• **Files cache**: As, in general, the cluster does not have internet access, many files are cached inside the cluster and exposed to the workers.

• **Internal connectivity**: Checks if all the internal cluster services\(^3\) are accessible from the workers.

• **Specialized node verification**: As some nodes have different capabilities, for instance GPU nodes, some specific checks are required. For the GPU nodes these checks include if the driver is loaded and if it is possible to run a test program.

### 9.2.2 Application specific

The application specific tests cover the deployment of the application’s components inside the cluster itself. The Files cache from the Platform specific test is also used in the application specific. However, the application specific tests can include:

• **Cluster application status**: The main goal of this tests is verify if the application was deployed and if all components are correctly deployed.

• **Backup creation**: Check if some components of the application are properly backed up. Application resources such as secrets, configmaps, and databases have to be exported to help in disaster recovery situation.

• **Customer connectivity**: Checks if the application was correctly deployed and it is exposed to the customer network using the correct DNS name.

### 9.3 Monitoring

A deployed system described in Chapter 8 is composed of several pieces of software that need to be exposed using some predefined configurations. However, due to the number of services exposed in a single installation, a web service was developed to monitor each instance and present the current status of each piece of software in a web page.

### 9.4 Expert Validation

The final step of the verification and validation process happens manually and is performed by a Thermo Fisher Scientific employee. During this final test, in general an FSE or DSE follows a procedure to check if all of the equipment is fully working, if the integration between systems was done, and if the quality attributes were achieved.

\(^2\)The tools considered in this test are: Prometheus, Grafana, and Kibana. They are use to troubleshoot the cluster environment.

\(^3\)File cache, API Server, and Docker internal registry
10 Conclusions

This chapter elaborates on the results achieved by this project. Additionally, it presents recommendations for future work.

10.1 Results

The scope of this project included the parts of the process of building artifacts, artifact delivery, application lifecycle management, and configuration management for the DMP and SDP projects. The developed solution created a Continuous Delivery pipeline in which the DMP’s sub-projects can be built and managed by the SDP platform.

As the first result of this project, the proposed building process was implemented, and the tasks involved in this process were divided between the Continuous Integration server and the remote builders. This division gives the flexibility to extend the building process easily because the management of the building process and the building itself are completely isolated.

Another result is the researching and implementation of tools for the Application Lifecycle Management in the DMP platform. These tools improve the automation of the management of the DMP’s deployment stack at the same time in which they reduce the effort to keep the equipment working and in the correct configuration.

The combination of these results can be considered as an initial implementation of the process of Continuous Delivery for Thermo Fisher Scientific’s equipment.

10.2 Future Work

The Continuous Delivery Architecture and proof of concept defined in this project can be used to implement a CD pipeline to deliver software in any cluster infrastructure based on Kubernetes. However, there are still some changes or extensions that can be performed to them. Some improvement points for future work are listed below.

- The configuration management software utilized in this project was installed in the default configuration and only using the currently stable plugins. Because of this, some tasks were implemented using pieces of the previous developed scripts. Creating plugins for these tasks and after that, an approach to easily generate and manage them could improve the process as well as contribute to the open-source community.

- In the current implementation, the continuous integration server needs to know, beforehand, the
remote builder’s address. It implies that any additional builder needs to be manually added to the server. Finding a mechanism to manage the builders automatically is also another interesting research area.

- Another point also related to the building process is that one builder needs to be capable of building the whole artifact. Applying distributed compilation techniques in order to have smaller builders and speed up the process can be interesting.

- As this first implementation was developed to be used inside Thermo Fisher Scientific’s R&D department, the security aspect of the solution was not further evolved. Evaluating the proposed solution and making sure that all pieces are secure would be an important asset for some customers.

- The Validation and Verification processes were no deeply explored in this project. Find out possible ways to validating and verifying whatever was delivery would be an interesting improvement for the project.

- So far, this project has considered the upgrading scenario from version X to version X + 1. Creating an upgrading path that considers a longer gap or partial upgrading of the system seems to be another improvement point for the project.
11 Project Management

This chapter presents the project management process that was adopted during the final project for the Professional Doctorate in Engineering (PDEng). It elaborates on how the project was managed during the ten-month period. Further it presents the Infrastructure plan, the milestone trend analysis, and the risk analysis.

11.1 Process

The first activity performed in this project was to come up with a project plan. This project was executed in ten months, from January 2019 to October 2019. Figure 11.1 shows the initial version of the planning and the duration of initial project’s milestones carried out during the project. Figure 11.2 presents a detailed version of the milestone trend analysis with all deliverable of this project.

![Figure 11.1: Summarized initial project’s milestones](image)

Figure 11.1: Summarized initial project’s milestones
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11.2 Infrastructure plan

As the project is confidential, all project related artifacts are hosted on local machines available at Thermo Fisher Scientific and all team members only work on company provided computers. The data was not shared or downloaded to any other computing machine.

11.2.1 Communication and Information sharing

- **Cisco Webex**: Application used for online meetings, whiteboarding, and file sharing with the whole team.
- **Microsoft Teams**: Software used to communicate with teammates remotely located as well as for meetings.
- **Microsoft Outlook**: A personal information manager, it also includes a calendar, task manager, and contact manager.
- **SharePoint**: Website used to group, administrate, and share documents inside the company.

11.2.2 Documentation

- **Enterprise architect**: It is used for Architectural deliverable development.
- **Jira**: It is used for implementing SCRUM as our agile method and it is used as a bug tracker. The use cases are defined as stories and epics.
- **Microsoft Office**: Especially Word for producing Document, Excel for calculations, and PowerPoint for presentations.
- **Microsoft Visio**: It is used for developing diagrams related to project.

11.2.3 Development

- **CentOS 7**: It is a Linux distribution that provides a free, enterprise-class, community-supported computing platform functionally.
- **Gitlab**: This web tool is used to implement software version control, code review.
- **VirtualBox**: It is a free and open-source hosted hypervisor for x86 computers. It is used for local deployment and small-scale tests.
- **VMware ESXi**: This tool is an enterprise hypervisor for the Software Delivery Platform. Its main goal is allowing us to deploy different operational systems as well as administrate them in a centralized place.
11.3 Milestone Trend Analysis

Figure 11.2 presents the detailed list of the deliverable of this project and when their scheduled deliver week.
11.4 Risk Analysis

Table 11.1 shows the identified risks for the project as well as their impact, probability of occurrence, and the frequency of each of them are reevaluated during the project. Every risk has associated to it some mitigation strategy and contingency plane. Table 11.2 links the risks presented in Table 11.1.

**Table 11.1. Project’s Risks**

<table>
<thead>
<tr>
<th>Id</th>
<th>Risk event description</th>
<th>Likelihood</th>
<th>Impact</th>
<th>Review frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Technology choice may not suit the customer</td>
<td>Low-Medium</td>
<td>High</td>
<td>Biweekly</td>
</tr>
<tr>
<td>2</td>
<td>Miscommunication / misunderstanding of deliverable</td>
<td>Low-Medium</td>
<td>High</td>
<td>As soon as possible</td>
</tr>
<tr>
<td>3</td>
<td>Infrastructure available to perform automated tests</td>
<td>Medium</td>
<td>Low</td>
<td>Weekly</td>
</tr>
<tr>
<td>4</td>
<td>Stakeholders not available during critical times of the project</td>
<td>Medium</td>
<td>High</td>
<td>As soon as possible</td>
</tr>
<tr>
<td>5</td>
<td>Delay in the progress of the project</td>
<td>Low-Medium</td>
<td>Low-Medium</td>
<td>Weekly</td>
</tr>
<tr>
<td>6</td>
<td>Change plans in the middle of the project</td>
<td>High</td>
<td>Medium</td>
<td>As soon as possible</td>
</tr>
<tr>
<td>7</td>
<td>The performance of the system does not reach the required levels</td>
<td>Low</td>
<td>Medium-High</td>
<td>Weekly and mainly after every delivery</td>
</tr>
<tr>
<td>8</td>
<td>Different equipment can be, by mistake, configured using wrong parameters</td>
<td>Medium</td>
<td>Low</td>
<td>monthly</td>
</tr>
</tbody>
</table>
Table 11.2. Project’s Risk Mitigation and Contingency Strategies

<table>
<thead>
<tr>
<th>Id</th>
<th>Mitigation Strategies</th>
<th>Contingency Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Before going further with any implementation, discuss with the team and collect feedbacks</td>
<td>Work hard in the next available option.</td>
</tr>
<tr>
<td>2</td>
<td>Confirm with the stakeholder anything that we discussed</td>
<td>Negotiate with the stakeholder about the deliverable</td>
</tr>
<tr>
<td>3</td>
<td>Virtualise hardware and software for initial tests</td>
<td>Communicate to the stakeholders that the approach was tested in a different environment because was not possible to replicate the real environment</td>
</tr>
<tr>
<td>4</td>
<td>Plan meetings early. Keep the calendar updated. Confirm availability some days in advance</td>
<td>Reschedule meetings. Update stakeholders in different moments.</td>
</tr>
<tr>
<td>5</td>
<td>Use free software and virtualise any piece of hardware during the waiting time</td>
<td>Update the stakeholder with the current state. Reevaluate the task division.</td>
</tr>
<tr>
<td>6</td>
<td>Analyze any proposed change in the scope of the project and evaluate if I can accommodate it in the remaining project time</td>
<td>Negotiate with the stakeholder about the scope of the change</td>
</tr>
<tr>
<td>7</td>
<td>Evaluate the whole platform after each delivery and compare the current results with the previous ones to see if the platform presents any performance degradation</td>
<td>Find the root cause of the performance degradation and try to optimize or replace it</td>
</tr>
<tr>
<td>8</td>
<td>Use automated test tools to evaluate the performance of the deployed environment. Use automated tools, to make sure that the configuration is correct.</td>
<td>Manually tweak the deployed environment. Analyze the needing of updating the current parameters.</td>
</tr>
</tbody>
</table>
12 Project Retrospective

This chapter concludes this report and reflects on the project based on the author’s perspective. It also brings the lessons learned during the project.

12.1 Reflection and Lessons Learned

The project on which I worked during the last ten months challenged me in several ways.

My project interacts with many other projects. It means that I interacted with different teams, teams located in different places, and using different tools. These interactions were something extremely common during the whole project. All these interactions proved to me that communicating in an effective and efficient way is really important. From this point I derived two rules of thumb:

• **Even though I am responsible for a decision, I have to keep others in the loop even if they are out-of-office**: One of my stakeholders gave me a task that involved a technology choice. Between the beginning of the task and one week after the end, this stakeholder was on holidays and I took the required decisions without asking any feedback. In my mind, it was the right thing to do. However, later, I heard that my initiative/action in going further with that task was appreciated, but next time all related people have to be at least in the loop. After that conversation, I realized that it does not matter if I am responsible for one decision my teammates appreciate when I ask their opinions.

• **Be careful with everyone’s time**: As I said in the previous rule of thumb, big companies have many projects, many interactions, and many meetings. Therefore, choose an efficient communication channel and being careful with someone’s else agenda can make a big difference in the received answer.

Other challenges come from the fact that my project outcome should fit the DMP project. This interaction taught me to pay more attention and forced me to be more organized. From this point, I came up with the following rule of thumb:

• **Quality over quantity**: In general it is easier starting a task and seeing what can be done. However, this approach can lead to wasting time or to developing something wrong. Using an incremental approach to plan, execute, evaluate, and start again can use a bit more time to start the task, but can save much more time in total.
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A Self-contained docker environment

A.1 Self-contained docker environment

The following script rewrites the configuration of the internal environment allowing a docker service to be run inside a docker container without linking internal and external docker services. The original project that developed this script is available at [16].

```bash
#!/bin/bash

# Ensure that all nodes in /dev/mapper correspond to mapped devices currently loaded by the device-mapper kernel driver
$DMSETUP=$(dmsetup mknodes)

# First, make sure that cgroups are mounted correctly.
CGROUP=/sys/fs/cgroup
LDG=/dev/log:

if [ -d $CGROUP ]; then
    mkdir $CGROUP
fi

if mountpoint -q $CGROUP; then
    mount -t tmpfs -o uid=0,gid=0,mode=0755 cgroup $CGROUP || {
        echo "Could not make a tmpfs mount. Did you use --privileged?"
        exit 1
    }
fi

if [ -d /sys/kernel/security ] && ! mountpoint -q /sys/kernel/security
    then
        mount -t securityfs none /sys/kernel/security || {
            echo "Could not mount /sys/kernel/security.
            echo "AppArmor detection and --privileged mode might break."
        }
    fi

for SUBSYS in $(cut -d: -f2 /proc/1/cgroup)
do
    [ -d $CGROUP/$SUBSYS ]; then
        mkdir $CGROUP/$SUBSYS
    fi

    mountpoint -q $CGROUP/$SUBSYS; then
        mount -n -t cgroup -o $SUBSYS cgroup $CGROUP/$SUBSYS
    fi

    # The two following sections address a bug which manifests itself
    # by a cryptic "lxc-start: no ns_cgroup option specified" when
    # trying to start containers within container.
    # Trying to start containers within container.
    # The bug seems to appear when the cgroup hierarchies are not
    # mounted on the exact same directories in the host, and in the
    # container.

    # Named, control-less cgroups are mounted with "-o name=foo"
    # (and appear as such under /proc/$ pid/gid/cgroup) but are usually
    # mounted on a directory named "foo" (without the "name=" prefix).
    # Systemd and OpenRC (and possibly others) both create such a
    # cgroup. To avoid the aforementioned bug, we symlink "foo" to
    # "name=foo". This shouldn’t have any adverse effect.
    # Named, control-less cgroups are mounted with "-o name=foo"
    # (and appear as such under /proc/$ pid/gid/cgroup) but are usually
    # mounted on a directory named "foo" (without the "name=" prefix).
    # Systemd and OpenRC (and possibly others) both create such a
    # cgroup. To avoid the aforementioned bug, we symlink "foo" to
    # "name=foo". This shouldn’t have any adverse effect.
    # Named, control-less cgroups are mounted with "-o name=foo"
    echo $SUBSYS | grep -q ^name= && {
        NAME=$(echo $SUBSYS | sed s/^name=//)
        ln -s $SUBSYS $CGROUP/$NAME
    }
    # Likewise, on at least one system, it has been reported that
    # systemd would mount the CPU and CPU accounting controllers
    # (respectively "cpu" and "cpuacct") with "-o cpuacct,cpu"
    # but on a directory called "cpu", "cpuacct" (note the inversion
    # in the order of the groups). This tries to work around it.
    [ $SUBSYS = cpuacct,cpu ] && ln -s $CGROUP/cpu,cpuacct
    done

# Note: as I write those lines, the LXC userland tools cannot setup
```
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# a "sub-container" properly if the "devices" cgroup is not in its
# own hierarchy. Let's detect this and issue a warning.
grep -q :devices: /proc/1/cgroup ||
  echo "WARNING: the 'devices' cgroup should be in its own hierarchy."

if grep -qw devices /proc/1/cgroup ||
  echo "WARNING: it looks like the 'devices' cgroup is not mounted."
then

  # Now, close extraneous file descriptors.
pushd /proc/self/fd >/dev/null

  for FD in *
  do
    case * in
      # Keep stdin/stdout/stderr
      [012])
      ;;
      # Nuke everything else
      *)
        eval exec "$FD&-"
    esac
  done

  popd >/dev/null

# If a pidfile is still around (for example after a container restart),
# delete it so that docker can start.
rm -rf /var/run/docker.pid

# If we were given a PORT environment variable, start as a simple daemon;
# otherwise, spawn a shell as well
if [ "$PORT" ]
then
  exec dockerd -H 0.0.0.0:$PORT -H unix:///var/run/docker.sock 
    $DOCKER_DAEMON_ARGS

else
  if [ "$LOG" == 'file' ]
  then
    docker $DOCKER_DAEMON_ARGS &>/var/log/docker.log &
  else
    docker $DOCKER_DAEMON_ARGS &

  fi
  ( 
    ( timeout = 60 + SECONDS )
    until docker info >/dev/null 2>&1
    do
      if ( (SECONDS >= timeout ) )
        then
          echo 'Timed out trying to connect to internal docker host.' >&2
          break
      fi
      sleep 1
    done
    [( $1 ] &4 exec "$@"
  exec bash --login
fi
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B Comparative Studies

This appendix contains the summarized tables used as one of the bases to decide if the tools fit the project or not. The criteria given in them were defined with the main stakeholders and during meeting with the SDP Team.

B.1 Continuous Integration Tool

<table>
<thead>
<tr>
<th></th>
<th>Gitlab CI</th>
<th>Jenkins</th>
</tr>
</thead>
<tbody>
<tr>
<td>Licensing type</td>
<td>Proprietary, MIT</td>
<td>Creative Commons, MIT</td>
</tr>
<tr>
<td>Written in</td>
<td>Ruby and Go</td>
<td>Java</td>
</tr>
<tr>
<td>Language used to define jobs</td>
<td>YAML</td>
<td>Bash</td>
</tr>
<tr>
<td>Easily integrable to the available infrastructure</td>
<td>Using plugin</td>
<td>Direct copy</td>
</tr>
<tr>
<td>Cost to deploy locally</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Support by</td>
<td>Community, Paid plans</td>
<td>Community</td>
</tr>
<tr>
<td>Integration with Jira</td>
<td>Service</td>
<td>Plugin</td>
</tr>
<tr>
<td>Integration with Gitlab</td>
<td>Native</td>
<td>Doable</td>
</tr>
<tr>
<td>Paid version with more features</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Team experience</td>
<td>OK</td>
<td>++</td>
</tr>
</tbody>
</table>
## B.2 Configuration Management Tools

**Table B.2.** Configuration Management Tool Comparison criteria

<table>
<thead>
<tr>
<th>Feature</th>
<th>Ansible</th>
<th>Chef</th>
<th>Puppet</th>
<th>Saltstack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Push or pull</td>
<td>Push</td>
<td>Pull</td>
<td>Pull</td>
<td>Push and/or Pull</td>
</tr>
<tr>
<td>Written in language</td>
<td>Python</td>
<td>Ruby, Erlang</td>
<td>C++, Clojure</td>
<td>Python</td>
</tr>
<tr>
<td>Configuration language</td>
<td>YAML Python</td>
<td>DSL, Ruby</td>
<td>DSL, Json</td>
<td>DSL, YAML, Python</td>
</tr>
<tr>
<td>Client required</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes¹</td>
</tr>
<tr>
<td>Communication protocol</td>
<td>SSH</td>
<td>HTTPS</td>
<td>HTTPS</td>
<td>SSH, ZeroMQ</td>
</tr>
<tr>
<td>Orchestration support</td>
<td>Yes</td>
<td>No²</td>
<td>No²</td>
<td>Yes</td>
</tr>
<tr>
<td>Windows Interaction using</td>
<td>WinRM</td>
<td>chef-client</td>
<td>Puppet Agent</td>
<td>Salt-minion Agent</td>
</tr>
<tr>
<td>Requires FQDN / DNS</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Requirements</td>
<td>NTP, MTA</td>
<td>NTP</td>
<td>ZeroMQ or RAET</td>
<td></td>
</tr>
<tr>
<td>License</td>
<td>GPL3 Proprietary</td>
<td>Apache 2.0</td>
<td>Apache 2.0</td>
<td>Apache 2.0 Proprietary</td>
</tr>
<tr>
<td>Cross platform</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Idempotent</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>VMware support</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes³</td>
</tr>
</tbody>
</table>

---

1It is possible to use agentless SSH
2It needs a separate tool (e.g. MCollective or Foreman) to achieve orchestration
3With an extra python module
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C Detailed use cases

This appendix presents a detailed version of the use cases approached in this project. The content presented here is related to the Chapter 6.
Table C.1. Use Case 01: Release artifact version

<table>
<thead>
<tr>
<th>Identifier</th>
<th>UC1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Release artifact version</td>
</tr>
<tr>
<td>Description</td>
<td>It consists of packaging a specific version of an installer as a milestone for one project</td>
</tr>
<tr>
<td>Actors</td>
<td>Developer, Building Server, Remote Builder</td>
</tr>
<tr>
<td>Frequency of Use</td>
<td>Around six weeks</td>
</tr>
<tr>
<td>Triggers</td>
<td>Creation of a version in the source code repository</td>
</tr>
<tr>
<td>Preconditions</td>
<td>The building process is the stable state</td>
</tr>
</tbody>
</table>

**Basic Flow**

1. The developer creates a tag inside the version control system;
2. The version control notify the building server;
3. The building server download source code into the remote builder;
4. The building server changes source code to the specific tag (created in step 1);
5. Remote builder follow the build steps defined by the building server;
6. The generated installer is renamed and published by the building server into the publisher;
7. The building logs are transferred to the building server.

**Post-conditions**

- One new installer is available in the publishing server;
- The Software Delivery Platform (SDP) Team is notified;
- The building server updates the building status\(^1\) process;
- The remote builder is wiped-out.

**Exception / Alternative flow**

UC1.1 Building is not concluded successfully

- Building process is stopped;
- Nothing is sent to the publishing server;
- The building server updates the building status\(^2\);
- The Software Delivery Platform (SDP) Team is notified;

---

\(^1\)The building server keep tracking of the results of the building process such as: last success, last failure, spent time, and so on

\(^2\)The building status can assume the values unstable or failed
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**Table C.2. Use Case 02: Building Artifact**

<table>
<thead>
<tr>
<th>Identifier</th>
<th>UC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Building artifact</td>
</tr>
<tr>
<td>Description</td>
<td>It consists of periodically package an installer for one project</td>
</tr>
<tr>
<td>Actors</td>
<td>Building Server, Remote Builder</td>
</tr>
<tr>
<td>Frequency of Use</td>
<td>Daily in working days</td>
</tr>
<tr>
<td>Triggers</td>
<td>Automatically triggered</td>
</tr>
<tr>
<td>Preconditions</td>
<td>-</td>
</tr>
</tbody>
</table>

**Basic Flow**

1. At a specific time, the building server download the project’s source code into the remote builder;
2. Remote builder follow the build steps defined by the building server;
3. The generated installer is published by the building server into the publisher;
4. The building logs are transferred to the building server.

**Post-conditions**

- One new installer is available in the publishing server;
- The building server updates the building status process;
- The remote builder is wiped-out.

**Exception / Alternative flow**

**UC2.1 Building is concluded with issues**

- The building is classified as unstable;
- The installer is published;
- The Software Delivery Platform (SDP) Team is notified;

**UC2.2 Building is not concluded**

- The building is classified as failed;
- Nothing is published;
- The Software Delivery Platform (SDP) Team is notified;
<table>
<thead>
<tr>
<th>Identifier</th>
<th>UC3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Install an application</td>
</tr>
<tr>
<td>Description</td>
<td>Install an application</td>
</tr>
<tr>
<td>Actors</td>
<td>Digital Service Engineer (DSE)</td>
</tr>
<tr>
<td>Frequency of Use</td>
<td>-</td>
</tr>
<tr>
<td>Triggers</td>
<td>Manually</td>
</tr>
<tr>
<td>Preconditions</td>
<td>Customer survey is answered</td>
</tr>
</tbody>
</table>

**Basic Flow**

1. Write down the customer’s provided information into the configuration file;
2. Deploy the required files into the nodes;
3. Apply the customer’s provided configuration;

**Post-conditions**

Application is available to the customer.

**Exception / Alternative flow**

Table C.4. Use Case 04: Upgrade application

<table>
<thead>
<tr>
<th>Identifier</th>
<th>UC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Upgrade an application</td>
</tr>
<tr>
<td>Description</td>
<td>Install a new version of an application</td>
</tr>
<tr>
<td>Actors</td>
<td>Digital Service Engineer (DSE)</td>
</tr>
<tr>
<td>Frequency of Use</td>
<td>-</td>
</tr>
<tr>
<td>Triggers</td>
<td>-</td>
</tr>
<tr>
<td>Preconditions</td>
<td>UC3</td>
</tr>
</tbody>
</table>

**Basic Flow**

1. Write down the customer’s provided information into the configuration file;
2. Deploy the required files into the nodes;
3. Apply the customer’s provided configuration;

**Post-conditions**

A new version of the application is available to the customer.

**Exception / Alternative flow**

In case of failure the upgrading process, go to UC5
Table C.5. Use Case 05: Rollback deployment

<table>
<thead>
<tr>
<th>Identifier</th>
<th>UC5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Rollback deployment version</td>
</tr>
<tr>
<td>Description</td>
<td>Revert the deployment to a previous working version of the application</td>
</tr>
<tr>
<td>Actors</td>
<td>Digital Service Engineer (DSE)</td>
</tr>
<tr>
<td>Frequency of Use</td>
<td>-</td>
</tr>
<tr>
<td>Triggers</td>
<td>Manually</td>
</tr>
<tr>
<td>Preconditions</td>
<td>Failure in applying the UC4</td>
</tr>
</tbody>
</table>

**Basic Flow**

1. Figure out what was the previous working version based on the deployment history;
2. Revert the upgrading process.

**Post-conditions**
The previous version of the application is available to the customer.

**Exception / Alternative flow**

Table C.6. Use Case 06: Delete application

<table>
<thead>
<tr>
<th>Identifier</th>
<th>UC6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Delete application</td>
</tr>
<tr>
<td>Description</td>
<td>Removes on application from the environment</td>
</tr>
<tr>
<td>Actors</td>
<td>Digital Service Engineer (DSE)</td>
</tr>
<tr>
<td>Frequency of Use</td>
<td>-</td>
</tr>
<tr>
<td>Triggers</td>
<td>Customer’s request, replacement of a no longer supported application</td>
</tr>
<tr>
<td>Preconditions</td>
<td>UC3</td>
</tr>
</tbody>
</table>

**Basic Flow**

1. The application is uninstalled;
2. The deployed components are removed\(^3\).

**Post-conditions**
The application is no longer available to the customer

**Exception / Alternative flow**
For replacing an application uses the UC3
Table C.7. Use Case 07: Configure host

<table>
<thead>
<tr>
<th>Identifier</th>
<th>UC7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Configure a host</td>
</tr>
<tr>
<td>Description</td>
<td>Prepare the host to be deployed in the customer environment</td>
</tr>
<tr>
<td>Actors</td>
<td>Software Delivery Platform (SDP) Team and Digital Service Engineer (DSE)</td>
</tr>
<tr>
<td>Frequency of Use</td>
<td>Manually</td>
</tr>
<tr>
<td>Preconditions</td>
<td>Host has networking connectivity</td>
</tr>
</tbody>
</table>

**Basic Flow**

1. The basic configuration of the machine is done by the Digital Science Engineer to enable remote connectivity;

2. Digital Science Engineer run the configuration management tool pointing to towards the host.

**Post-conditions**
The host is ready to receive the applications

**Exception / Alternative flow**
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