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An Improved Dropping Algorithm for Line-of-Sight Massive MIMO with Tomlinson-Harashima Precoding
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Abstract—One of the problems in line-of-sight massive MIMO is that a few users can have correlated channel vectors. To alleviate this problem, a dropping algorithm has been proposed in the literature, which drops some of the correlated users to make the spatial correlation among the remaining users be less than a certain threshold. Thresholds were found by running a large number of simulations. In this paper, the same dropping algorithm is analyzed for a known nonlinear precoder: Tomlinson-Harashima precoder. Instead of simulation-based thresholds, closed-form analytical expressions are derived in this paper for two power allocation schemes: max-min and equal received power control schemes. It is shown that the derived thresholds are optimal in terms of achievable sum-rate when there is only one correlated pair of users. For channels with multiple pairs of correlated users, simulation results show that using the derived thresholds improves the 5th percentile sum-rate. Due to the fairness criterion of max-min, the improvement for max-min power control is much higher than equal received power control.

Index Terms—Correlated users, line-of-sight, massive MIMO, max-min power control, Tomlinson-Harashima precoding.

I. INTRODUCTION

One of the key properties of radio channels exploited in massive MIMO systems is favorable propagation (FP) [1], [2]. FP is defined as the mutual orthogonality among the channel vectors from the base station (BS) to the users [2]. FP can be observed both in line-of-sight (LOS) and independent and identically distributed Rayleigh fading environments [3]. In LOS environments, there is a nonnegligible probability that the channel vectors of a few users become highly correlated [2], which leads to a reduction in the downlink capacity and the achievable sum-rates of linear precoders [4], [5].

To improve the achievable sum-rates of linear precoders such as conjugate beamforming (CB) and zero-forcing (ZF) with max-min power control, a correlation-based dropping (CD) algorithm was proposed in [3] for LOS environments. In the CD algorithm, the BS drops some users and reschedules them in another coherence interval to make the spatial correlation between the channel vectors of the remaining users be less than a certain threshold. The threshold is found by repeating extensive numerical simulations for the same scenario. A similar criterion was used in [6], [7]. Instead of simulation-based thresholds as in [3], thresholds are derived in [8] for CB and ZF with max-min power control.

To improve the achievable sum-rate of a BS, which uses the CD algorithm, nonlinear precoders can be used instead of linear precoders. Tomlinson-Harashima precoding (THP) is a known nonlinear precoder [9] for which an efficient implementation with a computational complexity order equal to that of ZF exists [10, Sec. 4.3.1]. In this paper, we analyze the combination of CD algorithm and THP from a theoretical viewpoint for two different power allocation schemes: max-min and equal received power control schemes. To the best of our knowledge, this is the first time the CD algorithm is analytically characterized in combination with THP.

The contribution of this paper is twofold. First, we derive closed-form analytical thresholds for the CD algorithm with THP and the two aforementioned power allocation schemes. Furthermore, we prove that using the derived thresholds when there is only one correlated pair of users, results in the optimal dropping strategy. The second contribution of this paper is to use the derived thresholds for channels with multiple pairs of correlated users. Numerical simulations show that near-optimum performance is achieved if a 100-antenna BS serving 10 single-antenna users employs the derived thresholds. By employing the CD algorithm for a BS with THP, the achievable sum-rates of both power control schemes are improved.

II. SYSTEM MODEL AND PRELIMINARIES

In this section, THP with two power allocation schemes is reviewed. The THP sum-rates of the two power allocation schemes are derived for a “correlated channel of size K” defined in [8, Definition 1]. In this type of channel, user $K-1$ and user $K$ are the only correlated pair of users. Perfect channel state information (CSI) is assumed at the BS. We then compare the aforementioned sum-rates with the sum-rate achieved when the BS simply drops one of the correlated users.

A. Tomlinson-Harashima Precoding

The model for the downlink channel from an $M$-antenna BS, which uses THP to communicate with $K$ single-antenna
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users, is shown in Fig. 1. The intended zero-mean, uncorrelated and unit variance symbols $s = (s_1, ..., s_K)^T \in \mathbb{C}^{K \times 1}$ are encoded to $\hat{s} = (\hat{s}_1, ..., \hat{s}_K)^T \in \mathbb{C}^{K \times 1}$ by using the feedback filter $B - I \in \mathbb{C}^{K \times K}$ and the modulo operator $\lfloor \cdot \rfloor_\Delta$ with divisor $\Delta$. Then, by using the power control matrix $G = \text{diag}(\sqrt{d_1}, ..., \sqrt{d_K})$ and feedforward filter $Q^H \in \mathbb{C}^{M \times K}$, the precoded vector $x \in \mathbb{C}^{M \times 1}$ is generated (for more details on THP see [10, Sec. 5.4.4]). The average power constraint at the BS is $E[|x|^2] = P_\text{tot}$. The transmitted vector $x$ at the BS goes through the channel $H = (h_1, ..., h_K)^T \in \mathbb{C}^{M \times K}$, where $h_i$ is the channel vector from the BS to user $i$.

For THP, the LQ decomposition of the channel $H = LQ$ is used, where $Q^H$ is used for the feedforward filter, and $L$ is a lower triangular matrix with positive diagonal elements $l_{ii}$.

The received signal for user $i$ is:

$$ y_i = l_{ii} \sqrt{d_i} \hat{s}_i + \sum_{j=1}^{i-1} l_{ij} \sqrt{d_j} \hat{s}_j + n_i, $$

(1)

where $n_i$ is complex AWGN noise with variance $N_0$. By using the scalar $\alpha_i = l_{ii} \sqrt{d_i}$, and using the modulo operator at the receiver, the estimated symbol for user $i$ is:

$$ \hat{s}_i = \frac{y_i}{\alpha_i} \Delta = \lfloor \hat{s}_i + \sum_{j=1}^{i-1} \frac{l_{ij} \sqrt{d_j}}{\alpha_i} \hat{s}_j + n_i \rfloor \Delta. $$

(2)

By encoding $\hat{s}_i = [s_i - \sum_{j=1}^{i-1} l_{ij} \sqrt{d_j} \hat{s}_j]_\Delta$ (see the feedback loop in Fig. 1), the estimated symbol becomes:

$$ \hat{s}_i = \lfloor s_i + n_i \rfloor \Delta. $$

(3)

In high signal to noise ratios (SNRs), the modulo loss [11] can be ignored. Therefore, the following sum-rate (in bits/channel use) is achieved using inflated lattice strategies [12], where the shaping loss is neglected:

$$ R_{\text{THP}} = \sum_{i=1}^{K} \log_2 \left( 1 + \frac{d_i \rho_i^2}{N_0} \right). $$

(4)

Max-min power control coefficients are found by maximizing the minimum SNR among the users as:

$$ d_{i,\text{max-min}} = \frac{P_\text{tot}}{\rho_i^2 \sum_{j=1}^{K} \rho_j^2}, \quad i = 1, ..., K. $$

(5)

The equal received power control coefficients considering the difference in the channel norms of the users are found by:

$$ d_{i,\text{equ}} = \frac{P_\text{tot}}{||h_i||^2 \sum_{j=1}^{K} \frac{1}{||h_j||^2}}. $$

(6)

In the case of mutual orthogonality among the $K$ users, $d_{i,\text{max-min}}$ and $d_{i,\text{equ}}$ are equivalent since $l_{ii}^2 = ||h_i||^2$ (see Appendix A for more details). In this case, each user achieves the same SNR denoted by:

$$ \gamma = \frac{P_\text{tot}}{N_0 \sum_{i=1}^{K} \frac{1}{||h_i||^2}}. $$

(7)

For THP, the order of users for encoding $s$ to $\hat{s}$ has to be optimized to maximize the sum-rate given the power control schemes. In this paper, the algorithm described in [10, Sec. 5.4.5] is used for THP with max-min power control to find an appropriate order of users. For equal received power control, we use the algorithm in [10, Sec. 5.4.8].

### B. Sum-Rate Comparison

Consider a correlated channel of size $K$ with the spatial correlation given by:

$$ \rho = \frac{h_i^H h_{K-1}}{||h_i|| ||h_{K-1}||}, $$

(8)

where without loss of generality we assume that $||h_{K-1}|| \geq ||h_K||$. If the BS drops user (DU) $K$, user 1 to user $K-1$ will experience FP. Thus, due to mutual orthogonality of the users, the following sum-rate $R_{\text{DU}}$ is achieved (with either max-min or equal received power control) using (7) for $K - 1$ users:

$$ R_{\text{DU}} = (K - 1) \log_2 \left( 1 + \frac{P_\text{tot}}{N_0 \sum_{i=1}^{K-1} \frac{1}{||h_i||^2}} \right). $$

(9)

If the BS does not drop user $K$, the following sum-rates are achieved replacing (5) and (6) in (4):

$$ R_{\text{max-min}} = K \log_2 \left( 1 + \frac{P_\text{tot}}{N_0 \sum_{i=1}^{K} \frac{1}{||h_i||^2}} \right), $$

(10)

$$ R_{\text{equ}} = \sum_{i=1}^{K} \log_2 \left( 1 + \frac{P_\text{tot}^2}{N_0 \sum_{j=1}^{K} \frac{||h_j||^2}{||h_i||^2}} \right). $$

(11)

2 Dropping user $K$, results in a higher $R_{\text{DU}}$ when $||h_{K-1}|| > ||h_K||$. In case of $||h_{K-1}|| = ||h_K||$, user $K - 1$ or user $K$ can be dropped.
Fig. 2. $R_{DU}$, $R_{\text{max-min}}$, and $R_{\text{equ}}$ as a function of $|\rho|$ for a correlated channel of size 3 when $M = 100$ and $\gamma = 7$. The blue (red) shaded area shows the extra sum-rate that the BS can achieve by dropping the user with max-min power control (equal received power control).

Max-min power control equalizes the SNR among the users by sacrificing the good users for the worst users. However, equal received power control only takes the channel norms into account, which is not as strict as max-min power control. Thus, it is expected that max-min power control achieves a lower sum-rate compared to equal received power control, i.e., $R_{\text{max-min}} \leq R_{\text{equ}}$. In Fig. 2, $R_{DU}$, $R_{\text{max-min}}$, and $R_{\text{equ}}$ are shown as a function of $|\rho|$ for a correlated channel of size $K = 3$, where the users have the same channel norms (i.e., $\|h_1\| = \|h_2\| = \|h_3\|$). The horizontal black line shows $R_{DU}$, where the BS drops one of the correlated users regardless of $|\rho|$. For low $|\rho|$, $R_{\text{max-min}}$ (blue curve) and $R_{\text{equ}}$ (red curve) are above $R_{DU}$ since the users are almost orthogonal, and there is no need for dropping. By increasing $|\rho|$, both $R_{\text{max-min}}$ and $R_{\text{equ}}$ reduce. When $|\rho| > \rho_{\text{max-min}}$ (shown by a black circle), $R_{\text{max-min}}$ falls below $R_{DU}$. Thus, the BS with max-min power control should drop the user only when $|\rho| > \rho_{\text{max-min}}$ to avoid the loss in the sum-rate (blue shaded area). Similarly, when $|\rho| > \rho_{\text{equ}}$ (shown by a black circle), $R_{\text{equ}}$ falls below $R_{DU}$, and the BS with equal received power control should drop the user. When $|\rho| \to 1$, $R_{\text{max-min}}$ converges to 0 bits/channel use (shown by a black square), which shows it is essential for the BS with the max-min power control to drop the correlated users. However, when $|\rho| \to 1$, $R_{\text{equ}}$ becomes close to 6 bits/channel use (shown by a black square). By dropping the user when $|\rho| > \rho_{\text{max-min}} (|\rho| > \rho_{\text{equ}})$, the BS can achieve $R_{DU}$, which shows that the sum-rate with max-min power control (or equal received power) is maximized. Comparing the sum-rates reveals the goal of the CD algorithm, which is to drop the correlated user only when it leads to a higher sum-rate for the remaining users with a given power allocation scheme.

III. ANALYTICAL THRESHOLDS FOR THE CD ALGORITHM

In this section, analytical expressions for the thresholds $\rho_{\text{max-min}}$ and $\rho_{\text{equ}}$ are derived for a correlated channel of size $K$, which has only one pair of correlated users. Then, simulations are presented to study the derived thresholds and how the CD algorithm performs with the derived thresholds for channels with multiple pairs of correlated users.

A. Analytical Expressions for the Thresholds

The following Theorem gives the optimal dropping strategy in terms of the THP sum-rate with max-min and equal received power control.

**Theorem 1.** Consider a correlated channel of size $K$, with spatial correlation $\rho$ between user $K - 1$ and user $K$ ($\|h_{K-1}\| \geq \|h_K\|$). The sum-rate with max-min and equal received power control is maximized if the BS drops user $K$, when $|\rho| > \rho_{\text{max-min}}$ and $|\rho| > \rho_{\text{equ}}$, respectively, where

$$\rho_{\text{max-min}}^2 = 1 - \frac{1}{\|h_K\|^2} \left( \frac{P_{\text{tot}}}{N_0 (2^\alpha - 1)} - \sum_{j=1}^{K-1} \frac{1}{\|h_j\|^2} \right),$$

(12)

with $a = R_{DU}/K$ ($R_{DU}$ is given by (9)), and

$$\rho_{\text{equ}}^2 = 1 - \frac{N_0 \eta (2^b - 1)}{P_{\text{tot}}},$$

(13)

with $\eta = \sum_{i=1}^{K} \frac{1}{\|h_i\|^2}$, and $b$:

$$b = R_{DU} - (K - 1) \log_2 \left(1 + \frac{P_{\text{tot}}}{N_0 \eta} \right).$$

(14)

**Proof.** See Appendix A.

The derivation of thresholds is true for any channel matrix with only one pair of correlated users. Our emphasis is on LOS environments in which there is a nonnegligible probability that a few users become correlated [2, Sec. 4.3].

B. Simulation Results

In this section, the derived thresholds in Theorem 1 are studied as a function of $\gamma$. Then, the use of the derived thresholds in the CD algorithm for channels with multiple pairs of correlated users is studied. The details of the simulation scenario are as follows. A BS with a uniform linear array of $M = 100$ antennas with a half-wavelength spacing is assumed, which serves $K = 10$ single-antenna users. A single-cell is assumed with a field-of-view of $[30^\circ, 150^\circ]$. The carrier frequency is set to 30 GHz. The users are uniformly distributed at the cell-edge (200 m) to study the worst-case performance of the system (with no shadowing). The minimum distance between two users is assumed to be a wavelength. For LOS environments, we use [13, eq. (7.26)] for the channel matrix.

Fig. 3 shows $\rho_{\text{max-min}}$ (see (12)) and $\rho_{\text{equ}}$ (see (13)) as a function of $\gamma$ for $K = 10$. As can be seen in Fig. 3, by increasing $\gamma$, both $\rho_{\text{max-min}}$ and $\rho_{\text{equ}}$ increase. This is due to using a higher transmit power at the BS, which can overcome a higher correlation. Furthermore, $\rho_{\text{equ}}$ is higher than $\rho_{\text{max-min}}$ for all SNRs. More importantly, by increasing $\gamma$, $\rho_{\text{equ}}$ converges to 1, which means that dropping the correlated user may not be required for equal received power control at high SNRs.

The CD algorithm is applied on 100000 realizations of the channel to find the cumulative distribution function (CDF) of THP sum-rate. In Fig. 4, the CDF of the THP sum-rate...
with max-min power control with no dropping is compared to CD algorithm with two different thresholds. The first threshold denoted by $\rho^*$ is found by repeating the simulations to maximize the 5th percentile sum-rate, whereas the second threshold is found by (12). The same curves are presented for equal received power control in Fig. 5. In Fig. 4 and Fig. 5, the 5th percentile sum-rates are shown by black circles. As can be seen in Fig. 4, dropping the correlated users is essential for the max-min power control since the 5th percentile sum-rate is improved from 6.91 to 30.16 bits/channel use. This very high improvement is due to the max-min criterion in which the users are sacrificed for the highly correlated users (see the blue shaded area in Fig. 2). On the other hand, the 5th percentile sum-rate for equal received power control is improved from 30.49 to only 31.15 bits/channel use (see Fig. 5). This improvement can be explained by the red shaded area in Fig. 2. Furthermore, as can be seen in Fig. 4 and 5, the obtained CDF using the derived threshold for the CD algorithm, almost overlaps with the CDF obtained by $\rho^*$ for both power allocation schemes.

Fig. 3. The thresholds for the max-min $\rho_{\text{max-min}}$ and equal received power control $\rho_{\text{eq}}$, as a function of $\gamma$ for $K = 10$.

Fig. 4. CDF of THP sum-rate with max-min power control with no dropping, compared to CD algorithm with two different thresholds for $K = 10$, $M = 100$, and $\gamma = 10$. The first threshold is found by (12), whereas the second threshold $\rho^* = 0.82$ is found by repeating the simulations. The arrow shows the improvement of the 5th percentile sum-rate by using CD algorithm.

Fig. 5. Same as Fig. 4 for equal received power control with $\rho^* = 0.91$.

IV. CONCLUSIONS

In this paper, a previously proposed dropping algorithm for LOS massive MIMO is combined with THP with max-min and equal received power control. The main contribution of our paper is to derive analytical thresholds for the CD algorithm with THP, which avoids extensive numerical simulations. The derived thresholds are optimal when there is only one correlated pair of users. For scenarios with multiple pairs of correlated users, simulation results showed that using the derived thresholds for the dropping algorithm has near-optimum performance. Furthermore, simulation results showed the CD algorithm with the derived threshold improved the 5th percentile sum-rate for both max-min and equal received power control, while the improvement for the max-min power control was much higher due to the max-min criterion. Thus, using the CD algorithm with the derived threshold is essential for max-min power control.

APPENDIX A

PROOF OF THEOREM 1

To derive $l_{ii}^2$, $i = 1, \ldots, K$ for a correlated channel of size $K$, recall the LQ decomposition of the channel $H = LQ$. Then, $HH^H = LQQ^H L^H = LL^H$. For a correlated channel of size $K$, the diagonal elements of $HH^H$ are $\|h_i\|^2$ and the off-diagonal elements are 0 except:

$$[HH^H]_{K-1,K} = [HH^H]_{K,K-1}^H = \|h_{K-1}\|\|h_K\|\rho.$$ (15)

By comparing the first $K - 2$ rows of $HH^H$ and $LL^H$, the corresponding elements of $L$ are found. The diagonal elements of $L$ are found. The diagonal elements of $Q$ are found from:

$$Q = \frac{1}{\sqrt{\lambda_1}} \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & \sqrt{\lambda_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \sqrt{\lambda_K} \end{bmatrix},$$

where $\lambda_k$ are the singular values of $H$.
elements of $LL^H$ are found as $l_{ii}^2 = \|\mathbf{h}_i\|^2$, $i = 1, \ldots, K - 2$, and all the off-diagonal elements of $LL^H$ are 0 for $i = 1, \ldots, K - 2$. By comparing the last two rows of $HH^H$ and $LL^H$, $l_{K-1,K-1}, l_{K,K}$ and $l_{K-1,K}$ are found. This is done by introducing the following matrices:

$$A = \begin{bmatrix} \|\mathbf{h}_{K-1}\|^2 & \|\mathbf{h}_{K-1}\|\mathbf{h}_K\|\rho^H \|\mathbf{h}_K\|^2 & H \|\mathbf{h}_{K-1}\|\mathbf{h}_K\|\rho \end{bmatrix},$$

and

$$B = \begin{bmatrix} l_{K-1,K-1}^2 H & l_{K-1,K-1}l_{K-1,K} & l_{K-1,K}^2 + l_{K,K}^2 \end{bmatrix}.$$ (17)

By solving $B = A$ for $l_{K-1,K-1}$ and $l_{K,K}$, the following solutions are found as:

$$l_{K-1,K-1}^2 = \|\mathbf{h}_{K-1}\|^2, \quad l_{K,K}^2 = \|\mathbf{h}_K\|^2(1 - |\rho|^2).$$ (18)

Thus, the diagonal elements of $LL^H$ are found as $l_{ii}^2 = \|\mathbf{h}_i\|^2$, $i = 1, \ldots, K - 1$ and $l_{KK}^2 = \|\mathbf{h}_K\|^2(1 - |\rho|^2)$. Next step is to solve $R_{DU} \geq R_{\text{max-min}}$ for $\rho_{\text{max-min}}$ using (9) and (10) for the sum-rates and using the derived $l_{ii}^2$. Therefore, the following inequality is solved for $\rho_{\text{max-min}}$:

$$R_{DU} > K\log_2 \left( 1 + \frac{P_{\text{tot}}}{N_0 \sum_{i=1}^K \frac{l_{ii}^2}{\eta_i}} \right).$$ (19)

By defining $a = R_{DU} / K$, we have:

$$\left(2^a - 1\right) > \frac{P_{\text{tot}}}{N_0 \sum_{i=1}^K \frac{l_{ii}^2}{\eta_i}} \Rightarrow \rho_{\text{max-min}} = \frac{\sum_{i=1}^K \frac{l_{ii}^2}{\eta_i}}{\sum_{i=1}^K \frac{l_{ii}^2}{\eta_i}} < \frac{1}{2^a - 1}.$$ (20)

By replacing $l_{ii}^2$, (20) is simplified to:

$$\frac{P_{\text{tot}}}{N_0} \left(2^a - 1\right) \eta_i < \frac{1}{\eta_2} - \frac{1}{2^a}.$$

where $\eta_1 = \sum_{i=1}^{K-1} \frac{1}{\|\mathbf{h}_i\|^2}$ and $\eta_2 = \frac{1}{\|\mathbf{h}_K\|^2}$. If we assume that $P_{\text{tot}} / (2^a - 1) - \eta_1 > 0$, (21) is simplified to:

$$\frac{\eta_2}{\sum_{i=1}^{K-1} \frac{1}{\|\mathbf{h}_i\|^2}} > 1 - |\rho|^2 \Rightarrow |\rho|^2 > 1 - \frac{\eta_2}{\sum_{i=1}^{K-1} \frac{1}{\|\mathbf{h}_i\|^2}}.$$ (22)

To show the assumption is always true, we need to show:

$$\frac{P_{\text{tot}}}{N_0} \left(2^a - 1\right) - \eta_1 > 0 \Rightarrow \frac{P_{\text{tot}}}{\eta_1 N_0} > \left(2^a - 1\right).$$ (23)

We need to simplify $2^a$:

$$2^a = 2 \left(\frac{K-1}{\log_2} \log_2 \left(1 + \frac{N_0}{\eta_1 N_0}\right)\right) = \left(1 + \frac{P_{\text{tot}}}{N_0 \eta_1}\right)^{(K-1)/K}. (24)$$

Therefore, using (24), (23) is simplified to:

$$1 + \frac{P_{\text{tot}}}{\eta_1 N_0} > \left(1 + \frac{P_{\text{tot}}}{N_0 \eta_1}\right)^{(K-1)/K},$$ (25)

which is always true. Thus, by replacing $\eta_1$ and $\eta_2$ in (22), (12) is achieved.

For the equal received power control, $\rho_{\text{eqv}}$ is found by solving $R_{DU} > R_{\text{eqv}}$ as follows:

$$R_{DU} > \sum_{i=1}^K \log_2 \left(1 + \frac{P_{\text{tot}}^2}{N_0 \sum_{i=1}^K \|\mathbf{h}_i\|^2 / \|\mathbf{h}_K\|^2}\right).$$ (26)

By using the derived $l_{ii}$, (26) is simplified to:

$$R_{DU} > \log_2 \left(1 + \frac{P_{\text{tot}}(1 - |\rho|^2)}{N_0 \eta}\right) + \sum_{i=1}^{K-1} \log_2 \left(1 + \frac{P_{\text{tot}}}{N_0 \eta}\right),$$

where $\eta = \sum_{i=1}^K \frac{1}{\|\mathbf{h}_i\|^2}$. Furthermore, by defining:

$$b = R_{DU} - (K - 1) \log_2 \left(1 + \frac{P_{\text{tot}}}{N_0 \eta}\right),$$ (28)

(27) is simplified to:

$$2^b > \left(1 + \frac{P_{\text{tot}}(1 - |\rho|^2)}{N_0 \eta}\right)\frac{N_0 \eta(2^b - 1)}{P_{\text{tot}}} > 1 - |\rho|^2 \Rightarrow |\rho|^2 > 1 - \frac{N_0 \eta(2^b - 1)}{P_{\text{tot}}},$$ (29)

which results in (13).