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Abstract 
Even though sophisticated computational approaches to sales forecasting have been developed, many 
organizations still (partially) rely on human judgment to estimate expected demand. Previous research 
has shown that the application of both statistical- and human forecasting methods can be beneficial. 
How these two approaches can be optimally combined however, is a topic of research that remains 
largely unexplored. 
 
The scope of the research lies on the collaboration between the system and the human forecaster. 
The effect of judgmental adjustments to the system-generated forecasts and their impact on the 
forecasting accuracy of deseasonalized demand is evaluated. 
 
The research finds that the impact of judgmental adjustments to the statistical forecast is undeniably 
positive at the host company. Adjusted forecasts are generally made in the right direction, to products 
that carry a large forecasting error. The adjustments result in a forecast that is more accurate than the 
initial statistical forecast that the planner adjusted. Large adjustments are more effective in reducing 
error than small adjustments. Adjustments become increasingly effective the closer they are made to 
demand realization. 
 
Adjustments to important products seem to be of equal quality in terms of forecasting error compared 
to less important products. Upward adjustments are made more often than downward adjustments, 
but there is no detectable inclination to overpredict. Upward and downward adjustments do not differ 
much in quality, although upward adjustments are found to reduce forecast error to a larger extent. 
Overall, no optimism bias is found. 
 
Based on the analytical results and the findings from the literature study, a set of alternative 
collaboration approaches were identified and tested. Simulation models were developed and their 
outcomes were compared to the current forecasting situation. It was found that preventing small 
adjustments reduces the accuracy of the system, at the benefit of investing less time in the adjustment 
process thus increasing the average accuracy improvement per adjustment. A model that allows 
downward adjustments while re-estimating the forecast after an upward indication by the planner is 
introduced, but is found to harm accuracy. Using an average of the statistical forecast and the 
judgmental adjustment was also found to be harmful on average. An extension of this approach was 
constructed by assigning variable weight to the adjustment size for different categories. This extension 
was found to significantly increase forecasting accuracy with a minimal investment. 
 
Overall, it can be concluded that The host company effectively applies judgmental adjustments, but 
can improve the efficiency of the process. The thesis shows that restrictions for small adjustments 
sizes increase adjustment efficiency. However, an integrative method of applying variable weights to 
the judgmental adjustment shows potential to reduce forecasting error without restraining the 
forecaster actively in decision making and should be investigated in more detail as an alternative 
forecasting procedure. 
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Contrary to expectations, system-generated forecasts are more often unadjusted rather than 
adjusted. These results are to be taken lightly, as it cannot be totally verified due to the data storage 
structure that The host company applies. Retrieving exact numbers was not possible unfortunately, 
so the expectation is deemed inconclusive rather than rejected. 
 
The thesis shows that adjustments to statistical forecasts increase the accuracy of the forecasts. The 
adjusted forecast is on average closer to actual regular sales value than the statistical forecast. 
Moreover, the adjustments decrease the Mean Absolute Error (MAE) associated with the forecasts. 
This effect does not increase for more important products in the assortment, but the most important 
products do benefit most from judgmental adjustments. The adjustments are generally made in the 
correct direction, with a ratio of 67.9 % over all adjustments. Upward adjustments are slightly more 
often in the required direction than downward ones, with a ratio of 70 % against 69.1 %. 
Finally, the results allow for an analysis of error values over a longer period of time. The accuracy of 
the adjustments increases over time, as the moment of demand actualization nears. So not only are 
the adjusted forecasts more accurate system-generated ones, they are so increasingly. 
 
The inclination to adjust upwards is found in the dataset as well. Even though the required direction 
is divided evenly over the two directions, the division between the actual adjustment directions is 
slightly skewed. 52.3 % of adjustments is in the upward direction, which is higher than sheer chance. 
The results do however show that this does not make upward adjustments less beneficial than 
downward adjustments. Downward adjustments do improve the forecast accuracy more often than 
upward adjustments do, with 60.6 % against 57.8 %. However, the upward adjustments decrease the 
MAE by 16.3 boxes, whereas downward ones deliver an average decrease of 14.4. this makes the 
upward adjustments slightly more risky, but not less beneficial. 
 
The phenomenon of over forecasting is not found in the data. Even though upward adjustments have 
a median forecast error of 2 after adjusting, only 43.2 % is over forecast. Surprisingly, there is a larger 
tendency to under forecast, which occurs for 46.6 % of downward adjustments. Similarly, only 33.1 % 
of downward adjustments is over forecast and the expected result is thus not found. The relationship 
between size and error is found however, with large adjustments providing a larger increase in 
accuracy than small adjustments do. 
 
Based on the analytical results a set of alternative collaboration approaches is identified and tested. 
Simulation models are developed and their outcomes are compared to the current forecasting 
situation. It is found that preventing small adjustments reduces the accuracy of the system minimally, 
at the benefit of investing less time in the adjustment process. A model that allows downward 
adjustments and re-estimates the forecast after an upward indication by the planner is introduced, 
but is found to harm accuracy. 
 
Using the Blattberg-Hoch model is found to be harmful on average. The average improvement per 
adjustment decreases, but a concave function was discovered. Additional investigating lead to the 
creation of an extension of the Blattberg-Hoch approach, which is constructed by assigning variable 
weight to the adjustment size for different categories. This extension is found to increase forecasting 
accuracy and thus increase the efficiency of the forecasting process with a minimal investment. 
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1. Company Introduction 
Chapter 1 is the introductory chapter of the thesis. Upon request by the host company, it is not 
included in the public version of the thesis. Company information can be distributed on need-to-know 
basis after request at and consideration by the author. 
 

 
Figure 1: Unavailable figure due to confidentiality 
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The system The host company applies is not strictly a four step ahead forecast, as the calculations are 
also applied to the preceding and succeeding periods. The calculated average can be applied for a 
period of up to 30 weeks ahead, but are used very little at that point. Four weeks before demand 
realization, the most important resource acquisition- and planning decisions are made. Therefore, the 
forecasting method is four-step ahead forecast in practice. 
 

3.3. Shortcomings of objective forecasting methods 
The first paragraph of section 3.2 introduced a flaw in time series models that is crucial in their 
application. Time series models can only interpret historical data and disregard all other available 
information. This means that crucial information that is present within the company or forecasting 
department is lost when a time series model is blindly applied. Information such as promotional sales, 
weather conditions and other production or purchasing information can be vital in generating a useful 
forecast. A causal model could take away this this problem, but incorporating a lot of information into 
a forecasting algorithm can make it complex, which can prove to be counterproductive (Lawrence, 
Goodwin, O'Connor, & Önkal, 2006). 
 
Moreover, these automated forecasting methods distance the forecaster from the data that a forecast 
has to be produced for. Although the results the methods often produce useful and reliable results, 
the forecaster will be unable to learn from the data (Bell, 1984). 
Besides the distance that objective methods create between the human forecaster and the forecast, 
these methods can also create trust problems. This distrust could be caused by algorithm aversion, 
the propensity of people to distrust or ignore computational algorithms and favour human expertise 
(Arvan, Fahimnia, Reisi, & Siemsen, 2018; Dietvorst, Simmons, & Massey, 2016). This bias is costly, as 
it can lead to suboptimal forecasts (Dietvorst, Simmons, & Massey, 2016). 
 
A potential solution to these flaws would be to apply subjective forecasting methods. To obtain a 
further grip on this subject and introduce the hypotheses for the research, subjective models will be 
presented in more detail in chapter 4. 
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Also, week 52 sales will not be part of the historical sales set on account of it coming after week 51 
and no final sales information about week 52 will be known in week 51. The sales values are dropped 
from the historical set and will not find their way into the total set. This means that all rows that 
contain a forecast for one of these weeks will be removed, as there is no final sales value to compare 
them to. Forecasts that were made in these weeks are still useful, considering the dumps do contain 
definitive forecasting values. The periods for which the forecasts are made in week 26 and 51 do 
contain the correct historical sales value and thus are included in the dataset. 
 
In order to complete the total set, it is linked to the historical sales dataset. This entails the completion 
of every line of data in the forecasting set with the eventual sales actualization, so forecasting 
performance can be examined efficiently. This means that even a row containing a forecast made in 
week 2 for week 12 will be completed with the sales value of week 12. As a result, the forecasting 
performance can be measured for every row in the dataset. 
 
The first cleaning measure is to remove duplicates from the total set. A dump made of the current 
half-year will contain both forecasts and historical values associated with that half-year. In order to 
create a set that contains only forecasts, all data points that contain information about a period in the 
past are removed. As the eventual realized demand values have been added to the forecasting rows 
through the historical sales file, the historical information is not lost. 
 
Secondly, the products that are not treated like the bulk of products are removed. Either no forecast 
is made for these products, or no adjustment to the forecasts is stored, so inclusion of them will not 
be useful for the analysis. 
 
Due to inclusion of sales data, it is possible to remove data points from the dataset that belong to the 
five categories mentioned above. The sales for these products are not stored within the regular sales 
variable, but in the other variables available in the SAP system. Zero regular sales could thus imply 
that the product was sold as one of the five exceptions rather than through regular sales, or is an end-
of-life (EOL) product of which the client no longer orders any amount. Furthermore, the zero sales 
periods could also be part of an intermittent demand pattern. In line with the reasoning of Fildes et 
al. (2009) and Syntetos et al. (2016), intermittent demand patterns are removed from the total dataset 
as they should not receive the same attention as regular products. 
In addition, products with a statistical forecast value of zero are deleted from the dataset. A forecast 
of zero is an erroneous forecast value, as The host company applies a MA approach. If a sale has 
occurred in the past, this value can never be equal to zero as the mean of all observations is calculated. 
The forecast value of zero will therefore be the result of some exceptional event or, possible, of a 
system error. The data point is therefore removed from the set. 
 
Furthermore, periods with negative sales are removed from the set as they indicate a return or recall 
of products. Since the forecasting process does not take returns or recalls into consideration, these 
periods are not representative of forecasting performance and will be deleted from the set. 
In case of a negative forecast, a large recall has likely clouded the calculation of the mean for a low 
volume product. This results in a forecast lower than zero, which is an unrealistic value and rows 
carrying this value will be deleted. 
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6. Results 
After completing the master dataset, the validity of the hypotheses formulated in chapter 4 is to be 
examined. The hypotheses are repeated for completeness in this chapter, after which the explanation 
regarding their validity is presented. Graphs are created first to obtain visual information. Then, the 
hypotheses are tested by means of statistical analysis (see Appendix 5 for more information). Finally, 
the report will reflect on the legitimacy of the hypotheses put forward in chapter 4. 
 

6.1. The adjustment decision 
By analysis of the historical sales, every product can be assigned to its ABC category. This division 
among categories is applied at multiple instances in the research. It is found that, based on the two-
year total sales, there are 53, 50 and 54 products in category A, B and C respectively. The categories 
sum up to 79.7 % for A, 15.2 % for B and finally 5.04 % for C, which is close to the original values set 
at The host company. The observations in the set of adjustments are assigned to their respective 
categories, which produce the results given in Table 5. 
 

Category Products Adjustments 
(%) 

A 53 51,388 (55.1) 
B 50 28,605 (30.7) 
C 54 13,235 (14.2) 

Total 157 93,228 (100) 
Table 5: Size characteristics of ABC product categories for the full dataset of adjustments1 

 
Hypothesis 1: Forecasters are more likely to judgmentally adjust the statistical 
sales forecasts, as compared to accepting them. X 

 
The number of individual sales periods in the data set can be found by looking for the unique number 
of row IDs in the cleaned historical dataset, which turns out to be 43,603. Every period has multiple 
forecasting moments that correspond with it, made over the course of time. These forecasting 
moments are opportunities at which a forecast can be adjusted. The amount of weeks that spans 
between the period the forecast was made in, and the period the forecast was made for is defined by 
the forecast lag (Table 4). The cleaned master set is essentially the collection of all the forecast lags 
larger than zero. In total, this adds up to 1,185,847 different forecast data points. This means that in 
total 1,185,847 moments have passed to which an adjustment could have been made to the data. Of 
these 1.2 million forecast lags 93,288 periods have been adjusted, leaving the other 1.1 million 
observations to be the statistical forecasts. 
 
The dataset cannot directly provide information regarding the amount of data points at which the 
demand planner actively accepted the statistical forecast. The only direct information available is of 
the data points that were adjusted, as the adjustment itself is stored in the dump files. This means 
that the only way to identify the ratio between the adjusted- and unadjusted forecasts is to be derived 
logically.  
                                                           
 
 
1 For the entirety of chapter 6, if not indicated otherwise the tabulated results are based on data from the the 
Z-score corrected dataset with forecast lag equal to four. 



























 

 39 
 
 
 

 
Next, the values for the forecast improvement values are evaluated by means of regression. For the 
improvement versus the forecast lag, a loess regression was applied to see if a relationship between 
the variables might exist. A type of third order polynomial was expected to exist for the improvement 
data as the loess regression has a shape similar to this kind of expression. 
 

 

 
After checking the regression fit for the forecast lag versus the improvement in MAE for several 
expressions, the third order polynomial (of kind y = x + x² + x³) did not provide the best fit. The final 
model to fit the means of the forecast improvement is presented in Figure 10. The R² value for the 
polynomial is low at 0.288, which is most likely due to the noise from the middle to the right of the 
observations. If the noise is disregarded and only the weeks with a lag of thirty weeks or lower are 
included, the resulting regression line provides an excellent fit. As the dump files span either the first 
or second half of a year, the forecasts are more meaningful The R² value is high and the variable is 
highly significant. These results imply an increasing value for the improvement an adjustment offers 
the closer it is made to demand realization. 
 
Unfortunately, the dataset does not allow for analysis of sequential adjustments to a single demand 
instance. This means that no statements can be made about the effects of changing a forecast after it 
has been made earlier. Judging from the image above, one would expect that these adjustments to 
earlier forecasts are more accurate as they are made closer to demand realization. This can however 
not be confirmed. 
 
The evidence presented in this section leads to confirming the seventh hypothesis. Not only does the 
MAE decrease over time, the improvement an adjustment offers increases over time as well. This is 
the result of more accurate forecasting decisions and thus H7 is confirmed. 
 

6.3. Redesigning the forecasting procedure 
With the results uncovered in the two previous sections, implications can be derived and a step 
towards a more accurate and efficient forecasting procedure can be made. Looking at the hypotheses, 
it is possible to establish a pattern of where adjustments are most beneficial and where adjustments 
provide less added value. This will result in different forecasting settings that will be simulated in R, in 
order to identify a forecasting strategy that provides the most benefits in terms of forecasting 

Figure 10: Mean MAE improvement value for all forecast lags with a loess regression 
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The total improvement value resulting from the judgmental adjustments is 49,285 in terms of MAE 
for the original set, which is close to the improvement totals of the reduced sets. Removing from the 
entire set has thus resulted in a decrease of 663 units, or 1.35%, in total improvement value. For the 
separated removal approach, the decrease is 695 or 1.41%. This implies that by removing 25% of 
adjustments, the accuracy has only decreased marginally. 
 
The effect of removing the smallest adjustments is slightly more beneficial for downward as it is for 
upward adjustments. The full set of upward adjustments provided an improvement of 16.3 in MAE, 
while this improvement is 14.4 for the downward adjustments Table 15. This means that by the 
removal algorithm described above, upward adjustments have become more accurate by a value of 
5.6 in MAE against 6.2 for the downward ones. 
 

7.2. Avoiding wrong-sided adjustments 
Figure 7 already depicted impact of wrong-sided adjustments have on the forecasting error. Every unit 
adjusted in the wrong direction immediately adds to the forecasting error, wasting the time and effort 
that was invested into the adjustment. If these wrong-sided adjustments can be avoided due to some 
kind of investment, this would improve the forecasting performance drastically. As proposed by Fildes 
et al. (2009), half of these adjustments will be removed and the gains will be assessed. The analytical 
results, presented in Table 22, confirm the anticipated effect. 
 

 Complete 
set 

Avoid 50% of wrong- 
sided adjustments 

N 3198 2685 
Absolute adjustment size 0060.2 0064.4 

MAE statistical forecast 0097.6 0100 
MAE adjusted forecast 0082.2 0074.6 

Improvement in MAE 0015.4 0025.7 
Table 22: Error measurement values when 50% of wrong-sided adjustments is removed 

 
The deletion algorithm picks a random set of observations from the subset of wrong-sided 
adjustments. Then, the observations that are not removed are added back to the set of adjustments 
that are right-sided. 
 
It becomes quite evident that when half of the wrong-sided adjustments is removed, the improvement 
value of an adjustment is increased. The removal of these wrong-sided adjustments was performed 
on a random basis. On average, the improvement per adjustment is increased by 10.3 units. Thus, by 
deleting only 16% of the observations, the average improvement per adjustment has risen noticeably. 
 
The relatively higher payoff for the model presented in this section compared to the previous was 
expected. Naturally the impact of a wrong-sided adjustment is always negative, while small 
adjustments in the correct direction can offer value to the system. Therefore, the increased 
improvement for the model in Table 22 is explicable. It should be considered that one cannot know 
beforehand whether an adjustment will be in the wrong direction or not. However, the results do 
show the magnitude of reduction in forecasting error if erroneous forecasts can be avoided. By 
avoiding adjustments to products that have an above average propensity to be wrong-sided, the 
average effectivity of adjustments could be improved. 
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Figure 11: Improvement values plotted by the corresponding weight assigned to the judgmental adjustment 

 
Looking at the plotted figure in Figure 11, there is a clear paraboloid shape detectable. This implies 
that there is an optimal value for the weight that is assigned to the adjustments.  This optimal weight 
is calculated with R and turns out to be an x-value of 79. This means that rather than the 50% proposed 
by the BBH model, 79% would be the optimal weight to assign to the judgmental adjustment and thus 
to the adjustment size. The statistical forecasts contributes 20% to the final forecast, by which an 
improvement value of 16.6 in terms of MAE is realized. This optimal value balances on the edge of 
reducing the effect of over forecasting, and the problem of shrinking the size of adjustments that are 
too small. 
 

7.3.2. Different weights for different categories 
In the preceding section, the possibility of assigning a weight to the judgmental adjustment has been 
identified. In order to maximize the effect of this approach, the weights could be specified for 
subgroups within the dataset. This in turn should lead to higher judgmental adjustment improvement 
values. The weights will be based on a learning set and then applied to a simulation set to see if the 
results hold for new data. 
 
Firstly, the learning set is created from the set that has been applied previously. This set will start with 
the 3,198 observations used previously, and subtract the 220 perfect downward adjustments 
discussed in section 6.2. These observations are removed, as they are generated by a single customer 
and are all adjusted to an expected demand value of 1 that occurs every time. This means they have 
no predictive value, as their behavior is different from regular demand forecasting. Then, 20% is 
removed from the set to be used later as the testing data. As a result, 80% of the subset is applied for 
learning purposes. 
 
An optimal weight will be based on the total set of observations in the learning set. Additionally, 
separate weights will be determined for different grouping categories, such as the article number and 
adjustment direction. The grouping of observations will allow for more effective results, as different 
categories have different properties. If a grouping category contains less than 5 observations, it will 
be removed from the learning set. A weight would in that case be based on very little information, 
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 Variable weight model Upward indication model 
 

Grouping 
Group 
average 

Arithmetic  
mean 

Group 
average 

Arithmetic  
mean 

None x 1.60 x -10.2 
Direction 1.74 2.06 x x 

ABC .921 1.48 -7.58 -9.66 
Client (all) 1.58 2.65 -9.90 -9.65 

Client (all group sizes > 5) 1.71 2.65 -12.0 -9.70 
Product (all) .417 -.683 .0934 -3.57 

Product (all group sizes > 5) -1.06 -.535 -4.44 -4.94 
Table 24: Forecast improvement in units of MAE as compared to the current forecasting procedure for variable weight 

model and upward indication model 
 
As shown in Table 24, the model effectiveness of the variable weight model presented in 7.3.3 is higher 
for all categories compared to the upward indication model. With the exception of 1 category, all 
simulated results have a negative model outcome for the upward indication. This is in stark contrast 
to the variable weight model, that has generally has positive model outcomes. 
 
When assessing the results for the variable weight model, the highest improvement values are found 
for setting the weights by direction or by client. Grouping by the ABC categories also provides 
additional forecasting accuracy, but is outperformed on both metrics by the previously mentioned 
groupings and by the non-grouped alternative. The model benefits for grouping by product are lowest, 
as the results are generally negative. 
 
The upward indication model has the highest results for the product based adjustment percentage, 
even though these results are mostly negative. The other categories generate results very similar to 
each other, all reducing the forecast improvement that the judgmental adjustments provide. It is 
therefore safe to conclude that, based on the results in Table 24, the variable weight model provides 
a more beneficial addition to the judgmental forecasting process than the upward indication model 
does. 
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between size and accuracy would eventually decrease for the largest adjustments sizes. Both of these 
findings were not supported by the thesis, though the error metric applied does differ which could 
possibly lead to different results. 
 
Findings by Fildes et al. (2009) and Baecke et al. (2017) regarding the superior accuracy of downward 
adjustments over upward adjustments could not be replicated here. This implies that the optimism 
bias is in this study only related to the propensity to adjust upwards, which was a pattern found by 
Fildes et al. (2009) and Franses & Legerstee (2009). Moreover, the anticipated increase of forecasting 
accuracy with product importance as suggested by Fildes et al. (2009) for was not proven. Even though 
some evidence was found to support the claim, the hypothesis is rejected by the significance tests.  
 
The phenomenon of consistent over forecasting, or overpredicting (Lawrence, Edmundson, & 
O'Connor, 1985) could also not be repeated in this research. Overpredicting was present, but not as 
drastically as previous research would suggest (Fildes, Goodwin, Lawrence, & Nikolopoulos, 2009). 
This could be explained by the Anchoring and Insufficient Adjustment (AIA) bias, initially presented by 
Schweitzer and Cachon (2000). They found that human decision makers order too many of a low-profit 
product, while simultaneously ordering too little of a high-profit product. Gavirneni and Robinson 
(2017) show that the AIA bias can best be characterized by a combination of risk-aversion and shortage 
cost. The risk-aversion affects the small orders for high-profit products, while the low-profit products 
are overproduced due to the reduction of shortage costs. The absence of over forecasting in the 
reviewed setting could thus be more susceptible to the AIA bias, rather than the optimism bias. 
 
The expected result of increased adjustment accuracy over time was confirmed. Not only does the 
accuracy of the adjustments increase over time, the improvement they offer increases over time as 
well. This implies that the adjustments improve the accuracy not with a constant, but with an 
increasing trend. This confirms recommendations by Ghiani, Laporte & Musmanno (2013), Nahmias 
(2013) and Syntetos et al. (2009), who all conclude a combination of objective and subjective 
forecasting is the most effective at a medium to long term forecasting horizon. 
 
Finally, The host company applies a seasonal correction to their sales which results in the regular sales 
being seasonless. Corrections regarding promotional sales are applied afterwards, leaving the regular 
sales to be a set of deseasonalized values that contains all other properties of the signal (Nahmias, 
2013). This has been an addition to the scope of academic knowledge, as previous literature has 
examined the effects of judgmental adjustments on final sales values. 
 

8.2. Shortcomings 
8.2.1. Limitations of the study 

Although the research has included a substantial number of observations, there are some limitations 
that do show up. First and foremost, the research has been performed in a case study fashion. This 
implies that the results found here are indeed useful for the host company, but are not necessarily 
generalizable to a much broader setting. 
Additionally, the forecasting process examined was based on a single forecaster that was supervised 
by a logistic manager. Adjustments made are most likely to be made by only one person, which in 
itself is a limitation as a single person is not representative of the entire population of human 
forecasters. At control moments that the logistic manager scheduled to do, adjustments could be 
rejected still or changed. This means that the adjustments could also be the result of two people 
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Based on factors such as recent sales volume, recent forecast error and recent judgmental forecast 
error, a more optimal model could be obtainable. Therefore, efforts into investigating these 
possibilities would be advisable. 
 
Finally, forecast improvement in this study has been assessed by evaluating the outcomes of 
judgmentally adjusting forecasts and what the characteristics of the observation are before the 
adjustment is made. Human bias in adjusting has only been considered as a possible explanation for 
hypothesized behavior, but has not been measured directly. Therefore, the research cannot 
differentiate between a downwardly adjusted that is too high as a result of over-optimism or as a 
result of conservative adjusting. Future research could look into these phenomena more directly and 
could make an attempt at preventing or steering these effects to increase forecasting accuracy. 
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9. Conclusions 
This thesis has presented proof that the collaboration of a human forecaster and a statistical 
forecasting algorithm can be highly beneficial. Even though ample literature is available on the topic, 
this setting in the confectionary sector with a rolling forecast has been quite unique. 
 
Evidence is provided that the adjustments are not only usually in the right direction, but the 
adjustments directly decrease the error associated with the forecast. Additionally, the adjustments 
generally are better at approaching the actual demand value than the statistical forecast. 
 
Even though there is much room for future research, the evidence that speaks in favor of judgmental 
adjustment is paramount in this research. It also showed that there is still room for improvement and 
that the quality of the adjustments can still be optimized even further. The variable weight model 
would be a good starting point for future research, as it has shown to be well able to increase the 
value of a judgmental adjustment.  
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about an adjustment they intend to make, they have to create this information themselves. This 
implies an additional responsibility for the forecasters and, from an efficiency point of view, requires 
additional time of their day that could have been spent differently. 
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Appendix 3 - Cleaning of the Historical Regular Sales data 

 
The image above shows the initial historical dataset, created by combining four dump files (see 5.2.1). 
This results in a dataset that spans 181,622 lines of code. Summing the total sales per week results in 
the histogram above. The weeks that contain incomplete information can be spotted easily when the 
graph is examined, as they are far lower than the rest of the bars. Something seems off about week 
99 as well, but it will be left in the set for the time being. Moreover, due to the stacking of the demand 
value, some negative demand can quickly be spotted as well. The mean for this set is indicated by the 
horizontal green line, which has a value of 97,324. 
 
6 weeks are removed from the dataset, namely week 26, 51 and 52 of both years. The rows that do 
not have both a positive sales value and a value of -1 for the judgmental adjustment are deleted. 
Finally, all periods of which the final forecast was 0 or lower are removed. After cleaning, the size of 
the file was greatly reduced to 43,777 rows of data, which is about 25% of the initial set. When plotted 
on a week basis, the graph below results. 
 
The mean now has shifted to 100,875 items on a weekly basis. Note that the lumping of the bars is a 
purely visual occurrence and is not related to the information that the graph is created from. This 
graph represents all the sales values known that occurred in 2017 and 2018. These values will be linked 
to the total set, in the process of creating the eventual fully cleaned set. 
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Absolute percentual error versus absolute adjustment size 

 
The image above portrays the initial graph style that was selected for analysis of the effect of 
adjustment size on the forecasting error. In the end, the axis style layout of Figure 7Error! Reference 
source not found. was selected since it allows for additional information to be conveyed. In this graph, 
the direction of the judgmental adjustment is indicated by means of color. This is not necessary in 
Figure 7, as the adjustment direction is indicated geographically by the position relative to the y-axis. 
Color can consequently indicate other kinds of information, for which the correctness of the decision 
was selected. Finally, the absolute values of the error were dropped, to obtain a less dense picture. 
 
The image above uses all data points, rather than the four-week ahead forecast exclusively. As a 
consequence, the graph is very unclear and appear to make a smeared out impression as many 
consecutive forecast runs differ very little from each other. This problem disappears when a single run 
is selected as the source data. 
 
Two regression lines were included as well, but due to the use of absolute measures, the very much 
flat and provide no analytical value. The same holds for the image below, which applies the same style 
as just discussed, but only includes a single forecast run. 
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Absolute forecast error versus absolute adjustment size

 
In the third graph type (image above), the percentual error on the y-axis is replaced with the absolute 
value of the error. The dots behave fairly similar but are scattered more over the entire plot. 
Moreover, a relationship does seem to exist between size and error measure. The error seems to 
increase with adjustment size for the upward adjustments, while the downward adjustments show a 
more inverted U-shape with regards to the error. However, this graphing style combines too much 
information into a single quartile. As a result, information is lost and the regression lines provide little 
value as upward and downward adjustments have dissimilar properties. 
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In the sixth image, the values for the absolute error are displayed graphically for a forecast lag of four 
weeks. The regression line for the upward adjustments behaves similarly to the regression line for the 
full dataset, but for the downward adjustments, a slight positive trend is detectable at the end of the 
regression line. When the amount of observations near the end is considered, the shape holds little 
explanatory value. Similar to the three preceding graphs in this appendix, it was not included due to 
its incapability of conveying a clear message. 
 
MAE improvement per ABC category 

 
The final image presented, shows the distribution of the improvement in MAE per category of product 
importance. The position on the x-axis within the bar is random, but the MAE improvement value is 
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as presented. This picture clearly shows the higher improvement values for category A as compared 
to B and C. Additionally, the smaller bandwidth of downward adjustments also can be seen here. 
However, the section regarding the ABC category was already quite long and the image and was 
preceded and succeeded by sections with figures. Compared to those images, it carried less weight 
and the main findings from this figure are discussed in a later hypothesis. All these things considered, 
the figure was deemed to be of too little analytical importance and for the sake of readability not 
included in the main text. 
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similar to a normal distribution and follow a similar distribution shape. It technically varies only in that 
it applies not a set standard deviation, but applies a standard deviation it has deduced from the sample 
of data that is being applied on. The sample standard deviation is then applied to check for significant 
differences between different datasets. 
 
Shapiro-Wilk test 
The Shapiro-Wilk test is used to check if a sample is normally distributed. The null hypothesis of the 
test is that the observations in the sample do follow a normal distribution. It applies an analysis of 
variance for the observations in the sample. It calculates a value for the test statistic W based on the 
weight of the variance of the sample versus the variance of a standard normal distribution (Yap & Sim, 
2011). The null hypothesis of the test is that the observations in the sample do follow a normal 
distribution. If the test statistic is unlikely to arise from a normally distributed variable, the p-value will 
be low and the null hypothesis can be rejected. The downside of the test is its unreliable results for 
large samples, which therefore should contain no more than five thousand observations. The Shapiro-
Wilk test is generally considered to be the strongest test for normality (Yap & Sim, 2011). 
 
Wilcoxon 
Frank Wilcoxon in 1945 put forward two methods for comparing the test results of two treatments 
with one another (Wilcoxon, 1945). These tests are called the signed-rank test and the rank-sum test. 
Both tests can be applied as a replacement for their corresponding t-test, as a normal distribution of 
data is not required for the Wilcoxon test (Demsar, 2006). 
 
 Wilcoxon rank-sum test 
The Wilcoxon rank-sum test (also known as the Mann-Whitney test) test the null hypothesis that it 
the two samples are derived from the same distribution, and thus have an equal mean. The samples 
used for the rank-sum test are independent and do not require the sample sizes to be of equal size. It 
ranks all the observations that have been made from smallest to largest and checks how many times 
an observation from one sample is ranked lower than an observation from the other sample. Scores 
from both samples are than put together and ranked, with the lowest score receiving rank one, the 
second lowest score rank two et cetera. Equal scores get the same rank assigned. The test statistic is 
the smallest of the sum of ranks for the two sets, called W. The p-value is derived from the probability 
that the larger rank is from the same distribution given the alternative of being unequal, higher or 
lower. 
  

Wilcoxon paired signed-rank test 
The Wilcoxon signed-rank test calculates the differences between two paired (dependent) samples 
and ranks the differences whilst ignoring the signs, meaning it uses the absolute differences 
(Demsar, 2006). Once again, the sum of rank numbers is calculated and the p-value is based on the 
likeliness that the larger rank sum is unequal, larger or smaller than the small one, based on the 
alternative hypothesis. 
 
Wilcoxon tests are robust to outliers, as there are no actual values used but only the ranks of the 
values. The magnitude of an outlier is subsequently lost. 
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Chi-square test of independence 
The Chi-square test is a test for categorical variables presented in a contingency table (frequency 
table). The categorical variables are set out against the groups the independence test is made for. For 
every row and column, the totals are created. Based on these totals, the expected counts per cell are 
calculated. The test then is performed to check how likely the observed variables are given the 
expected values calculated before, which is expressed by the p-value. The null hypothesis is that the 
two variables are independent, meaning that they do not influence each other. In other words, the 
expected outcomes are close to the observed outcomes as the independence implies that 
observations could be made purely on chance. 
 
A significant p-value means that the two variables are dependent, implying that the observed and 
expected observations are too far apart to be a coincidence. 
 


