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ABSTRACT
Machine Prognostics and Health Management (PHM) is often concerned with the prediction of the Remaining Useful Lifetime (RUL) of assets. Accurate real-time RUL predictions enable equipment health assessment and maintenance planning. In this work, we propose a Long Short-Term Memory (LSTM) network combined with global Attention mechanisms to learn RUL relationships directly from time-series sensor data. We use the NASA Commercial Modular Aero-Propulsion System Simulation (C-MAPPS) datasets to assess the performance of our proposed method. We compare our approach with current state-of-the-art methods on the same datasets and show that our results yield competitive results. Moreover, our method does not require previous degradation knowledge, and attention weights can be used to visualise temporal relationships between inputs and predicted outputs.

1. INTRODUCTION
In machine Prognostics and Health Management (PHM), Remaining Useful Lifetime (RUL) relates to the amount of time left before a piece of equipment cannot perform its intended function. Accurate RUL prognostics enable the interested parties to assess an equipment’s health status and to plan future maintenance actions, e.g. logistics of personnel, spare parts and services (Papakostas et al., 2010). In the PHM literature, Physics, Statistical and Machine Learning approaches have been proposed to address the RUL prediction problem. More recently, Machine Learning methods have attracted more attention given their ability to learn without prior information about the degradation mechanisms (Lei et al., 2018).

Machine Learning methods have been studied for RUL prediction, with Neural Networks (NN) receiving much attention given their ability to approximate functions directly from raw data. Recently, Deep NN methods have been proposed to prognostics problems containing high amounts of temporal input data (da Costa et al., 2020). In particular, recent results show that Long Short-Term Memory Networks (LSTM) (Listou Ellefsen et al., 2019) and Convolutional Neural Networks (CNN) (Li et al., 2018) architectures have outperformed traditional prognostics algorithms in RUL predictions for turbofan engine degradation data. Event though LSTMs have shown strong performance on the RUL prediction task, the relationships between inputs and outputs of LSTMs are not easy to interpret. To address this issue, soft attention models (Luong et al., 2015; Bahdanau et al., 2015), offer the promise of providing interpretability of trained weights while retaining the predictive power of Deep Learning approaches.

In our proposed model, we demonstrate that when combined with a variable-level attention mechanism, an LSTM (Hochreiter & Schmidhuber, 1997) can offer transparency directly at the temporal relationship of input variables and output RUL. We show the effectiveness of the proposed method against other methods for the RUL prediction of aircraft engines in the Commercial Modular Aero-Propulsion System Simulation (C-MAPSS) datasets. The main contributions of this work are summarised as follows:

- We learn an LSTM model directly from raw multidimensional temporal data.
- We use a soft attention mechanism to provide visualisation of the learned attention weights at each RUL prediction step. The learned weights provide more transparency on the parts of the input important at each prediction step.
- The proposed method achieves high-performance results in several C-MAPPS datasets without incurring in unsupervised pretraining.

The rest of this paper is organised as follows. In the next section, we briefly discuss the state-of-the-art methods for RUL prediction in the C-MAPPS datasets. In section 3, we present our model detailing the learning algorithm and the architecture of our proposed LSTM. In section 4, we present the experimental setup and the selected hyperparameters of our method. Finally, in section 5, we compare and contrast
the performance of proposed methods using our datasets and provide analysis of the results.

2. RELATED WORK

In the prognostics literature, several artificial intelligence methods have been proposed to predict the RUL of assets, e.g. linear regression (He & Bechhoefer, 2008), Support Vector Regression (SVR) (Benkedjouh et al., 2013), fuzzy-logic systems (Zio & Di Maio, 2010) and Neural Networks (Tian, 2012). Neural Networks have drawn much attention given their ability to approximate complex functions directly from raw data without information about real degradation (Huang et al., 2007).

However, in many PHM applications, sequential temporal data coming from sensors are the norm. Neural Networks architectures such as Recurrent Neural Networks (RNN) are a natural fit for such problems given that their recurrent internal structure can handle sequential input data. However, due to vanishing gradients, RNNs have issues when learning long-term dependencies (Bengio et al., 1994). To address these issues, Long Short-Term Memory (LSTM) (Hochreiter & Schmidhuber, 1997) and Gated Recurrent Unit (GRU) (Cho et al., 2014) networks were introduced. Such networks possess internal gates that control how information flow in the network during learning. Gated architectures enable the network to preserve its memory state over time and reduce the vanishing gradient problem.

In PHM, Yuan et al. (2016) recently showed that LSTMs could outperform RNNs, GRUs and Adaboost-LSTM in an RUL prediction task. Zheng et al. (2017) showed that a sequence of LSTM layers followed by FFNNs could outperform other methods including CNNs in three distinct degradation datasets. Wu et al. (2018) presented similar results by extracting features based on a dynamic difference procedure and later training an LSTM for RUL predictions. Results showed that the LSTM also outperforms simpler RNNs and GRU architectures under similar machinery conditions. More recently, Listou Ellefsen et al. (2019) showed that Restricted Boltzmann Machines could be used to extract useful weight information by pretraining on degradation data in an unsupervised manner. In this two-stage method, weights extracted in the first step are then used in a further step to fine-tune a supervised LSTM and FFNN model. A genetic algorithm (GA) is used to select the best performing hyperparameters. The methodology holds the state-of-the-art prediction results for the C-MAPSS datasets, presenting it as an effective method for temporal degradation data prediction.

CNNs are notable for being able to extract spatial information from 2D and 3D data (Hossain et al., 2019). CNNs can also handle 1D sequential data and extract high-level features by combining convolution and max-pooling operations while sliding a local receptive field over input features. In machine prognostics, Babu et al. (2016) proposed a 2D deep CNN to predict the RUL of a system based on normalised variate time series from sensor signals; they show the effectiveness of the CNN in comparison to Multi-Layer Perceptron (MLP), SVR and Relevance Vector Regression (RVR). Li et al. (2018) proposed to apply 1D convolutions in sequence without pooling operations. The results show that the proposed architecture can extract features useful for RUL prediction. They show competitive results on the C-MAPPS dataset without incurring in high training times encountered when training recurrent models.

Attention is a popular mechanism used in a wide range of neural network architectures. It was originally introduced in Natural Language Processing (NLP) for machine translation tasks (Bahdanau et al., 2015), but has been successfully applied in other tasks, e.g. computer vision (Xu et al., 2015). In such tasks, we often are interested in focusing the attention of the learning network in parts of the inputs instead of the whole input sequence. Besides performance gain, attention mechanisms can also be used as a tool for interpreting the behaviour of neural architectures, by analysing the parts of the input that the network learns to attend (Galassi et al., 2019). Moreover, attention weights learned from data can be used to visualise and investigate the relationship between inputs and outputs of neural network architectures.

Recent results show that LSTMs and CNNs architectures have outperformed traditional prognostics algorithms in RUL predictions for turbofan engine degradation data. However, CNNs do not maintain temporal information, and although LSTMs can maintain temporal information on its hidden states, they require unsupervised pretraining and considerable hyperparameter search to achieve state-of-the-art results on unseen data. Thus, in this work, we propose an LSTM architecture with attention mechanisms capable of learning RUL degradation. We learn our model directly on the input data without requiring feature engineering or unsupervised pretraining method. Later, we visualise the learned attention weights to interpret the behaviour of the network.

3. METHODOLOGY

In this section, we present our proposed LSTM method to predict the RUL of aircraft engines simulated data. We first introduce the problem and the notations and then further discuss the proposed method and its components.

3.1. Problem Definition

We denote our training data pairs as \( \{ x^i, y^i \}_{i=1}^{N} \), containing \( N \) training examples. Where \( x^i \) denotes a multivariate time-series input of length \( T_i \) and \( q \) features, i.e. \( x^i = (x^i_1,\ldots,x^i_{T_i}) \in \mathbb{R}^{q \times T_i} \). Moreover, \( y^i \) denotes the RUL values of length \( T_i \) where \( \{ y^i_t \} \in \mathbb{R}_{\geq 0} \). Where for each \( t \in \{ 1, 2, ..., T_i \} \), \( x^i_t \in \mathbb{R}^q \) and \( y^i_t \in \mathbb{R}_{\geq 0} \) represent the \( t \)-th measurement of
sensor inputs and RUL labels. We aim to learn a function \( g \) such that we can approximate the corresponding RUL at testing time directly from degradation data, i.e. \( \dot{y} \approx g(x) \).

### 3.2. Time Windows Processing

To allow temporal sequences influence the RUL prediction at a point in time we apply a time window approach for feature extraction. The sequential input is assumed to be \( x^i = (x^i_t)_{t=1}^{T_i} \) where \( T_i \) denotes the size of each sequence length. We define a function \( \phi \) that divides each sequence of size \( T_i \) in sequential time windows of size \( T_w \), i.e. \( \phi_t(x^i) = (x^i_{t-T_w+1}, \ldots, x^i_t) \). After the transformation, at time \( t \) all previous sensor data within the time window \( \phi_t(x^i) \) are collected to form a high-dimensional input vector used to predict \( y^i_{t+1} \).

Thus, after the transformation each original time series will have \( n_i = T_i - T_w \) training samples.

### 3.3. Long Short-Term Neural Networks

LSTMs have recurrent connections capable of learning the temporal dynamics of sensor data in prognostics scenarios. Moreover, they control how information flows within the LSTM cells by updating a series of gates capable of learning long-term relationships in the input data.

In our LSTM implementation, the memory cell (Figure 1) consists of three non-linear gating units that update a cell state \( C_t \in \mathbb{R}^i \), using a hidden state vector \( h_{t-1} \in \mathbb{R}^i \) and inputs \( x^i_t \in \mathbb{R}^i \), where \( i \) is the dimension of the LSTM hidden state and \( q \) the input dimension:

\[
\begin{align*}
    f_t & = \sigma(W_f x^i_t + R_f h_{t-1} + b_f) \\
    i_t & = \sigma(W_i x^i_t + R_i h_{t-1} + b_i) \\
    o_t & = \sigma(W_o x^i_t + R_o h_{t-1} + b_o)
\end{align*}
\]

where \( \sigma \) is a sigmoid activation function responsible for squeezing the output to the 0-1 range, \( W_f \in \mathbb{R}^{i \times q} \) are the input weight matrices, \( R_w \in \mathbb{R}^{i \times i} \) are the recurrent weight matrices, and \( b_f \in \mathbb{R}^i \) are bias vectors. Where the subscript \( g \) can either be the forget gate \( f \), input gate \( i \) or the output gate \( o \), depending on the activation being calculated.

After computing \( f_t \), \( i_t \) and \( o_t \in \mathbb{R}^i \), the new cell state \( \tilde{C}_t \) candidate is computed as follows:

\[
\tilde{C}_t = tanh(W_{C} x^i_t + R_C h_{t-1} + b_C)
\]

where, \( tanh \) represents the hyperbolic tangent function and similar to the gate operations: \( W_C \in \mathbb{R}^{i \times q}, R_C \in \mathbb{R}^{i \times i}, \) and \( b_C \in \mathbb{R}^i \).

The previous cell state \( C_{t-1} \) is then updated to the new cell state \( C_t \):

\[
C_t = f_t \odot C_{t-1} + i_t \odot \tilde{C}_t
\]

where \( \odot \) denotes the element-wise multiplication.

In other words, in the previous equations, the forget gate \( f_t \) is responsible for deciding which information will be thrown away from the cell state. Next, the input gate \( i_t \) decides which states will be updated from a candidate cell state. The input and forget gates are then used to update a new cell state for the next time step.

Lastly, the output gate \( o_t \) decides which information the cell will output and new hidden state \( h_t \) is computed by applying a \( \tanh \) function to the current cell state times the output gate results.

\[
h_t = o_t \odot tanh(C_t)
\]

### 3.4. Attention Mechanism

Our global attention mechanism is based on the implementation of Luong et al. (2015). At each time step \( t \) we take as input the hidden states \( h_t \) at the top layer of stacked LSTM layers. After, we decide on a context vector \( c_t \) that captures relevant information about the next target \( y_{t+1} \).

Given the target hidden state \( h_t \) and the context vector \( c_t \), we use a concatenation layer to combine the information from both vectors and learn \( W_c \in \mathbb{R}^{i \times 2l} \), via a Fully-Connected layer of size \( c \) to produce an attention vector \( a_t \) of the form:

\[
a_t = tanh(W_c[c_t; h_t])
\]

Where the context vector \( c_t \) is defined as:

\[
c_t = \sum_{j=1}^{t} \alpha_{t,j} h_j
\]

In other words, we consider all the hidden states of the LSTM encoder weighted by attention weights \( \alpha_{t,j} \). In our implementation, the attention weights are derived by comparing the current hidden state \( h_t \) with the complete sequence hidden states \( h_j, j = 1, \ldots, t \). Where the attention weights \( \alpha_{t,j} \) are defined as:

\[
\alpha_{t,j} = \frac{exp(e(h_t, h_j))}{\sum_{j=1}^{t} exp(e(h_t, h_j))}
\]

and \( e(h_t, h_j) \) is given by the multiplicative equation (Luong et al., 2015):

\[
e(h_t, h_j) = h_t^T W h_j
\]

where \( W \in \mathbb{R}^{i \times l} \). Thus, given attention weights \( \alpha_{t,j} \) the context vector \( c_t \) is computed as the weighted average over all the hidden states and attention vectors \( a_t \) are passed to the Fully-Connected (Dense) layers in the network.
3.5. Loss Function

During training, we aim at minimising a regression loss $\mathcal{L}$ using the observed RUL at time $t$ and inputs between $t - T_w + 1$ and $t$. The parameters of LSTM are optimised towards minimising a regression loss function $\mathcal{L}^i$ for each training example of weights $\theta$ in the network.

$$\mathcal{L}^i(\theta) = ||\hat{y}_{t+1}^i - y_{t+1}^i||^2$$  \hspace{1cm} (11)

The losses for each batch of training examples are then averaged. The loss function errors are passed to weights of the network using the Back-propagation Through Time (BTT) algorithm. Lastly, weights are optimised using the Adam algorithm (Kingma & Ba, 2015). The proposed architecture is shown in Figure 2.

4. DESIGN OF EXPERIMENTS

In this section, we describe the experiments using the proposed model to predict the RUL of turbofan engine degradation data. We describe the datasets used in the experiments and the details about the implementation.

4.1. C-MAPPS Datasets

The proposed method is evaluated using the benchmark Commercial Modular Aero-Propulsion System Simulation (C-MAPPS) (Saxena et al., 2008) datasets containing turbofan engine degradation data. The C-MAPPS datasets are composed of four distinct datasets that contain information coming from 21 sensors as well as 3 operational settings. Each of the four datasets possesses several degradation engines split into training and testing data. Moreover, the datasets contain run-to-failure information collected under various operating conditions and fault modes.

Engines in the datasets are considered to start with various degrees of initial wear but are considered healthy at the start of each record. As the number of cycles increases the engines begin to deteriorate until they can no longer function. Unlike the training datasets, the testing datasets contain temporal data that terminates some time before a system failure.

The original prediction task is to predict the RUL of the testing units using the training units (Saxena et al., 2008). The details about the four datasets are given in Table 1. We refer to the datasets as FD001, FD002, FD003 and FD004. The operating conditions in the datasets vary between one (sea level) in FD001 and FD003, to six, based on different combinations of altitude (0 - 42000 feet), throttle resolver angle (20 - 100) and Mach (0 - 0.84) in FD002 and FD004. Also, fault modes vary between one (HPC degradation) in FD001 and FD002 and two (HPC degradation and Fan degradation) in FD003 and FD004.
4.2. Data Preprocessing

The temporal input data coming from 21 sensor values and 3 operational settings are used across the experiments. We note that for both FD001 and FD003 datasets, 7 sensor values have constant readings and have little impact in predicting target RUL values.

We normalise the input data and RUL values by scaling each feature individually such that it is in the (0-1) range using the min-max normalisation method:

$$\tilde{x}_{t}^{i,j} = \frac{x_{t}^{i,j} - \min(x^{j})}{\max(x^{j}) - \min(x^{j})} \quad (12)$$

where $x_{t}^{i,j}$ denotes the original $i$-th data point of the $j$-th input feature at time $t$ and $x^{j}$ the vector of all inputs of the $j$-th feature.

In our datasets, RUL targets are only available at the last time step for each engine in the test datasets. However, it is reasonable to estimate the RUL as a constant value when the engines operate in normal conditions (Heimes, 2008). Similar to the works of Listou Ellefsen et al. (2019) and Lei et al. (2018), we propose to use a piece-wise linear degradation model to define the correct RUL values in the training datasets. That is, after an initial period with constant RUL values, we assume that the RUL targets decrease linearly as the number of observed cycles progresses. We denote as $R_{e}$ the initial period in which the engines are still working in their desired conditions. To allow comparison to previous works, a constant $R_{e}$ of 125 cycles is selected in our experiments.

4.3. Performance Metrics

Similar to other prognostic studies using the same datasets, we measure the performance of the proposed method of target datasets using two metrics. We propose to use the Root Mean Squared Error (RMSE) as this can be directly related to Eq. (11).

Moreover, we evaluate our model using a scoring function shown in Eq. (13) proposed by Saxena et al. (2008):

$$s = \begin{cases} 
\sum_{i=1}^{n} e^{-\frac{c_{i}}{\sigma_{i}}} - 1, & \text{if } c_{i} < 0 \\
\sum_{i=1}^{n} e^{\frac{c_{i}}{\sigma_{i}}} - 1, & \text{if } c_{i} \geq 0
\end{cases} \quad (13)$$

where $a_{1} = 13$ and $a_{2} = 10$ and $c_{i} = \hat{RUL}_{i} - RUL_{i}$ (Saxena et al., 2008). That is, $c_{i}$ is the difference between predicted and observed RUL values. The scoring metric penalises positive errors more than negative errors as these have an impact on RUL prognostics tasks as it can be seen in Figure 3.

4.4. Hyperparameter Analysis

To choose the network architecture for the C-MAPSS data, we performed 10-fold cross validation to estimate the performance of the models. We randomly split units in the original training datasets into training and cross-validation (used for stopping criteria) datasets containing 90% and 10% engines of the original dataset. For example, for FD001, 90 engines are selected for training and 10 for cross-validation.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>{0.001, 0.01, 0.1}</td>
</tr>
<tr>
<td>Batch size</td>
<td>{256, 512, 1024}</td>
</tr>
<tr>
<td>Number of layers</td>
<td>{1, 2}</td>
</tr>
<tr>
<td>Number of neurons</td>
<td>{20, 32, 64, 100}</td>
</tr>
<tr>
<td>Number of neurons</td>
<td>{20, 30}</td>
</tr>
<tr>
<td>Number of neurons</td>
<td>{128}</td>
</tr>
<tr>
<td>$L_{2}$ Regularisation</td>
<td>{0, 0.01, 0.1}</td>
</tr>
<tr>
<td>$T_{w}$</td>
<td>{15, 20, 30, 40}</td>
</tr>
</tbody>
</table>

Table 2. Hyperparameter values evaluated in the proposed methodology.

We present the most sensitive hyperparameters: number of LSTM neurons, number of LSTM layers, size of time window $T_{w}$ and batch size and report report the average RMSE on the test datasets for each dataset in Figures 4-7. For each hyperparameter test we start with a network of the form $\text{LSTM}(32) + \text{DROPOUT}(0.5) + \text{RELU}(\text{DENSE}(30)) + \text{DROPOUT}(0.1) + \text{RELU}(\text{DENSE}(20)) + \text{DENSE}(1)$, and

![Figure 3. Performance metrics plot. The Scoring performance metric overpenalises positive errors of the RUL prediction.](image)
proceed to perform grid-search on the individual parameters. In our notation, a learning layer in the network is denoted as Activation(Layer(Units)), dropout (Srivastava et al., 2014) layers as Dropout(Rate) and ReLU represents the Rectified Linear Unit Function. In our tests, the remaining parameters of the model, i.e. size of Dense layers, $L_2$ regularisation and dropout rate were chosen based on previous architectures (Li et al., 2018; Listou Ellefsen et al., 2019) considering the values in Table 2. We train the network for 200 epochs using the Adam (Kingma & Ba, 2015) optimiser with a learning rate of 0.001 and batch size of 256 and select $T_w$ equal to 30, 20, 30, 20 for FD001, FD002, FD003 and FD004 respectively.

**Time Window** In our experiments, the time window $T_w$ was the most sensitive hyperparameter. In the tests, we considered values of $T_w$ in \{15, 20, 30, 40\}. Results in Figure 4 show that for FD001 and FD003 a $T_w$ of 30 timesteps yields the best performing scores, 14.0 and 13.4 respectively. For the remaining two datasets, the lowest RMSE values are found for a $T_w$ of size 20. FD002 has its lowest RMSE at 17.4 and FD004 at 19.4. Moreover, a change in the time window results in RMSE up to 28.4 for FD004 and 20.6 for FD002. It should be noted that in the testing sets the shortest length for datasets FD001, FD002, FD003, FD004 are 31, 21, 38 and 19. Thus, the $T_w$ considered in these experiments takes into account the shortest available length in the test datasets.

**Batch Size** The batch size has also an important effect on the trained model as it affects performance and training speed. Results in Figure 5 show that increasing the batch size does not lead to increased performance. In fact, on average, a batch size of 256 results in the lowest RMSE values across all datasets. Therefore, to allow for more stochastic moves during gradient descent we select a batch size of 256 for our final models.

**Number of LSTM Neurons** The number of neurons in the LSTM layer has different results depending on the studied dataset shown in Figure 6. For example, for FD004, 32 neurons results in the lowest RMSE at 19.5. However, the variation in performance between 32, 64 and 100 neurons is small. Since 100 neurons result in reasonable performance across all four datasets, we select 100 neurons as the best performing value.

**Number of LSTM Layers** We test up to two LSTM layers in the results in Figure 7. In our experiments, adding more LSTM layers did not result in better performance. As we also perform dropout, adding more layers only added more computational burden without further performance gains. Having just one layer containing 100 neurons resulted in the best overall results across all datasets.
4.5. Training Parameters

Based on the results obtained from the previous section, we select the following architecture, LSTM(100) + DROPOUT(0.5) + ATTENTION(128) + RELU(DENSE(30)) + DROPOUT(0.1) + RELU(DENSE(20)) + DENSE(1). Similar to our hyperparameter search, we split the data into training and cross-validation datasets containing 90% and 10% engines of the original training dataset. To reduce the effect of randomness we perform 10 experiments for each dataset and average the results.

Moreover, the inputs and RUL outputs are normalised individually according to Eq. (12) and the time window transformation $\phi_t$ is applied. $L_2$ regularisation is applied in the weights $\theta$ in Eq. (11), while dropout layers are used after each LSTM layer to control overfitting. We train the models for a maximum of 200 epochs and select mini-batches of 256 samples for gradient updates. We stop training if no improvement is seen for 20 epochs in the cross-validation dataset. We train the models for 200 epochs using the Adam algorithm, clipping the gradient norms to 1 and using a batch size of 256. We select the learning rate of 0.001 based on grid-search after the remaining architecture has been defined. Finally, we select $T_w$ equal to 30, 20, 30, 20 for training in FD001, FD002, FD003 and FD004 respectively.

We evaluate our models using the C-MAPPS testing datasets, where the goal is to predict the RUL of input sequences seem up to a point before failure. For testing, each RUL label in the testing datasets is provided. In our results, we use rectified labels based on the value $R_e = 125$ for training, validation and testing. That is if RUL values are above $R_e$ they are set to 125. To be able to compare our model outputs to the rectified RUL in the test datasets we multiply the outputs of our LSTM model by $R_e$ to retrieve their original scale.

All our experiments are performed on an Intel Core i5 7th generation processor with 16 GB RAM and a GeForce GTX 1070 Graphics Processing Unit. We implement the models using the Python 3.6 programming language and the Keras (Chollet et al., 2015) deep learning library with TensorFlow (Abadi et al., 2015) backend.

5. Results

In this section, we present and compare the results using the proposed architecture against other methods in the literature. We present the performance of our architecture using the RMSE and scoring function. We also present the attention activations to visualise time-related features used for RUL prediction at each time step.

5.1. LSTM Performance

We implement two versions of the proposed architecture: one containing the Attention layer (LSTM + A) and one without Attention mechanism (LSTM + FFNN). We also present a comparison of the models to the state-of-the-art results in the C-MAPPS datasets for the RMSE and Scoring performance metrics in Tables 3 and 4.

We compare our model to other Deep Learning architectures applied to the same datasets. We compare to LSTM methods proposed by Listou Ellefsen et al. (2019) (GA + LSTM) and Zheng et al. (2017) as LSTM + FFNN as to test whether our LSTM implementation can offer any gains over previously implemented LSTM architectures. Our approach is similar to the one proposed by Zheng et al. (2017), but here we do not read an entire sequence of inputs to make an RUL esti-

---

Table 3. RMSE comparison between the proposed LSTM methods and other methods in the literature on the C-MAPPS datasets

<table>
<thead>
<tr>
<th>Method</th>
<th>FD001</th>
<th>FD002</th>
<th>FD003</th>
<th>FD004</th>
<th>$R_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODBNE (Zhang et al., 2017)</td>
<td>15.04</td>
<td>25.05</td>
<td>12.51</td>
<td>28.66</td>
<td>-</td>
</tr>
<tr>
<td>CNN + FFNN (Li et al., 2018)</td>
<td>12.61</td>
<td>22.36</td>
<td>12.64</td>
<td>23.31</td>
<td>125</td>
</tr>
<tr>
<td>GA + LSTM (Listou Ellefsen et al., 2019)</td>
<td><strong>12.56</strong></td>
<td><strong>22.73</strong></td>
<td><strong>12.10</strong></td>
<td><strong>22.66</strong></td>
<td>115-135</td>
</tr>
<tr>
<td>Proposed LSTM + FFNN ($\pm$ StDev)</td>
<td>13.64 ($\pm$ 0.80)</td>
<td>17.76 ($\pm$ 0.43)</td>
<td>12.49 ($\pm$ 0.29)</td>
<td>21.30 ($\pm$ 1.06)</td>
<td>125</td>
</tr>
<tr>
<td>Proposed LSTM + A ($\pm$ StDev)</td>
<td>13.95 ($\pm$ 0.43)</td>
<td>17.65 ($\pm$ 0.47)</td>
<td>12.72 ($\pm$ 0.73)</td>
<td>20.21 ($\pm$ 0.63)</td>
<td>125</td>
</tr>
</tbody>
</table>

Figure 7. RMSE on the test data for different number of LSTM layers and neurons.
helps to stabilise learning. After weight optimisation, the output for training. Lastly, different from both methods, we use a much smaller time window for each time step, i.e., while predicting for time the next time step \( t + 1 \) we learn hidden vectors over a sequence size \( T_w \) until time \( t \). Moreover, different from the previously proposed LSTM model we do not perform pre-clustering of operating conditions in datasets FD002 and FD004 nor perform unsupervised pretraining as reported in Listou Ellefsen et al. (2019). We also compare to the Convolutional Neural Network (CNN + FFNN) methodology proposed by Li et al. (2018) and the Multiobjective Deep Belief Networks Ensemble (MODBNE) proposed by Zhang et al. (2017) which presented high-performance results in the datasets.

In Table 3, we present the performance results of the proposed model using the RMSE performance function. As it can be seen from the results, our model achieves lower RMSE values for datasets FD002 and FD004. Thus, our proposed method can yield better performance on datasets with more operating conditions. Our model results in 21\% (FD002) and 11\% (FD004) relative improvement over the previously reported RMSE. For the remaining datasets, our models are comparable in performance with the ones reported by Listou Ellefsen et al. (2019) (GA + LSTM), resulting in 8\% (FD001) and 3\% (FD003) performance reduction. We point out that unlike the GA + LSTM method we do not use heuristic search to select the best performing hyperparameters or incur in unsupervised pretraining of the network weights.

We compare our models in more detail with LSTM + FFNN and GA + LSTM. In the first, the architecture proposed is similar to our model, however, several differences are present. In our implementation, we do not pre-cluster the operating conditions on datasets FD002 and FD004. Moreover, we use a ReLU activation function in the network, which matches the input range of our normalised sensors. Moreover, as seen in Section 4.4, tuning the time-window size leads to the most improvement in our experiments. When compared to GA + LSTM, our method differs on the lack of pretraining of the network and in the overall final architecture, including activation functions. Furthermore, we use a much smaller time window for training. Lastly, different from both methods, we normalise both inputs and outputs to the 0-1 range, which helps to stabilise learning. After weight optimisation, the output is multiplied by \( R_c \) to recover the original (rectified) values and compared to RUL values from the test datasets also rectified by \( R_c \). As shown in Tables 3 and 4, the rectified RUL values are similar to others in the literature and match the ones proposed in Li et al. (2018).

The modifications on the architecture result in higher performance gains for FD002 and FD004 in comparison to the other datasets. In our experiments, we have noted that including the raw operating conditions features in the model, selecting the correct time-window for propagating gradients in the network and increasing the number of hidden neurons in the LSTM layers led to the most benefits for these datasets. Different from previous approaches, using non-clustered operational settings leads to better predictions in our proposed architecture. Moreover, increasing the number of hidden neurons increases the capacity of the Neural Network of extracting more complex features found in the input sequences of FD002 and FD004. We argue that this modification also improves performance in the attentional model as the attention mechanism can attend to a larger and more diverse hidden representation of the input space before a prediction.

Similarly, in Table 4, our methods can achieve much lower scoring values for dataset FD002 yielding a 52\% relative improvement over the best-reported results. Here, the benefits come from the network being able to reduce late RUL predictions. In our tests, the average observed rectified RUL of FD002 is 73.69 while the predictions coming from our method average at 71.34. These results do not necessarily translate in the same magnitude to the RMSE results as the RMSE metric weighs both positive and negative errors equally. As presented in Section 4.4, the choice of hyperparameters, in particular, the time window size and number of neurons in the LSTM layers translate to the highest performance gain in our method. For the remaining datasets, our methods present similar performance to previously proposed methods.

### 5.2. Attention Weights

In our experiments, the model combined with an attention layer has achieved similar performance to the models contain-
The attention weights in Eq. (9) can be retrieved to look at the importance the networks give to each time step of the context vector. This can help us interpret which timestep the network focus on to make the RUL predictions for the next time step.
It is important to note that in our attention mechanism the network has access to both a context vector and the last hidden state $h_t$. This architecture choice has the effect of forcing the network to attend to parts different from the last time step before a prediction. Which we expect to be the most relevant for the prediction at the next time step. As we present below, this has a direct impact on the learned attention weights in our experiments.

In Figures 8 and 9, we present the average and standard deviations of attention weights over cross-validation examples starting 100 time steps before a failure. In the figures, the vertical axis corresponds to a time step and the horizontal axis represents the size of the sliding window, with the leftmost side representing the farthest time step from the current RUL prediction i.e. $x_{T-1}^t-T_{\infty}+1$. In the figures, we observe that at the start of the predictions the networks does not focus on specific parts of the inputs to make a prediction. However, as time progresses and the predictions approach the end of lifetime attention is shifted to the either the first few time steps of the prediction window or to the last timesteps (closer to the prediction point). This is can be seen in more details for FD001, in Figures 8(a) and 9(a), and for FD003 in Figures 8(c) and 9(c). On average, at the end of the lifetime, the attention shifts towards the start of the time window but the standard deviation values show that attention is also present at the end of the sliding window due to their high values.

We also present two specific examples, one for FD001 in Figure 10 and one for FD004 in Figure 11. In the figures, we present selected sensor values, the learned attention weights and the RUL prediction at each time step for an example coming from the respective datasets. In Figure 10, we observe how attention weights shift towards the end of the time window as sensors start to show a degradation trend. This indicates that the network can attend to important parts of the input features for the RUL prediction. We also notice that the learned attention weights are lower in the central part of the time window as degradation occurs. As the trend and slope of the curves are important for degradation estimation, the network could have learned that as time passes it needs to focus on how much the curve is changing in the given time window. In Figure 11, the sensors in Figure 11(a) present a more erratic behaviour and sensor tend to show small changes of slope over time. This effect is due to different operating conditions in the given dataset. More importantly, the learned attention weights in Figure 11(b) show that the network has learned to focus its attention on similar parts of the input as time progresses, only focusing at the beginning and end of the time window as RUL approaches zero.

These results offer new insights as of how the time-related features are used by the LSTM architecture while making RUL predictions. For example, a network containing attention mechanisms trained to identify faulty behaviour can be used to visually inspect input sensor values as time progresses. As it is hard to visually inspect all incoming sensor data, attention mechanisms could offer a visualisation method for fault prognostics and identification. In such cases, a temporal visual inspection would offer a visual representation as to when faulty behaviour starts. Such, early warnings could be used to present future failures in complex systems.

6. Conclusion

In this work, we proposed an LSTM architecture for RUL prediction of turbofan degradation engines using the C-MAPPS datasets. We proposed an architecture containing an attention mechanism that has been used to visualise the temporal relationships between inputs and predicted RUL outputs.

Our results show that the proposed methodology is competitive with other proposed methods in RUL predictions. We show the effectiveness of the model in comparison to other Deep Learning methods previously proposed for the same data. Our attention weights show that the LSTM network focuses on different parts of the temporal input while making a prediction depending on which part of the degradation cycle considered. Results of the attention mechanism can be used for better interpretability of Deep Learning approaches.

As limitations to the proposed method, we point out that our approach does not offer temporal attention relationships for each input variable separately. Such an approach could be used to visually identify specific faulty components before failure occurs. Moreover, other empirical results in different PHM datasets are necessary to validate the methodology to different use cases. Lastly, our attention mechanism works over latent temporal features of the inputs, an extension could incorporate other architectures that incorporate temporal self-attention mechanisms while requiring less computational power than LSTM networks.
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