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Error distributions assumptions in random regret choice models: towards error Frechit specifications

Sunghoon Jang, Soora Rasouli and Harry Timmermans

Department of Urban Science and Systems, Urban Planning Group, Eindhoven University of Technology, Eindhoven, Netherlands

ABSTRACT

Recently introduced regret-based choice models in transportation research have mainly adopted the assumption of identically and independently distributed unobserved regrets. The central argument underlying this paper is that this assumption is difficult to defend considering the fundamental nature of the concept of regret, which states that regret is generated through the comparison of choice alternatives on an attribute-by-attribute basis. To support this stance, we identify and diagnose specification errors in classic regret-based choice models, and provide an alternative specification. Results show that relaxing the assumption of identically and independently distributed error terms and applying the proposed error components Frechit structure leads to a substantial improvement in model performance of the regret-based models for the data used.

1. Introduction

Chorus, Arentze, and Timmermans (2008) introduced regret-based choice models in transportation research as an alternative to expected/random utility models. The fundamental proposition of regret theory is that individuals minimize the amount of regret they (expect to) experience when choosing among choice alternatives. Regret is defined as the negative emotion that individuals experience in situations where a non-chosen alternative turns out to outperform the chosen one after all. Several regret functions have been suggested in the literature. The different specifications of the deterministic part of the regret function can be summarized as follows:

\[
R_{\text{max}}^{\text{in}} = \max_{j \neq i} \left[ \sum_k \max\{0, \beta_k (x_{jnk} - x_{ink})\} \right]
\]

(1)

\[
R_{\log}^{\text{in}} = \sum_{j \neq i} \left[ \sum_k \ln\{1 + \exp \beta_k (x_{jnk} - x_{ink})\} \right]
\]

(2)
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Equation (1) is the original regret formulation proposed by Chorus, Arentze, and Timmermans (2008). Attribute-level regret is a function of objective attribute differences between chosen alternative $i$ and non-chosen alternative $j$. Attribute-level regret is then summed across attributes. Finally, the total regret for chosen alternative $i$ is defined to depend only on the best non-chosen alternative in the individual’s choice set, motivated by the principle of Irrelevance of Statewise Dominated Alternatives (ISDA) (Quiggin 1994).

To avoid the non-smooth likelihood function, caused by max the operators, Chorus (2010) proposed an approximation of the original regret specification using a logarithmic function as shown in Equation (2). This specification has two issues: First, it over-represents regret (e.g. regret is $\ln(2)$ at the reference point) for smaller attribute differences (Rasouli and Timmermans 2014). Chorus (2014) suggested subtracting $\ln(2)$ from the logarithmic function leading to no change in the choice probabilities and estimated parameters. However, the implication of this operation is that the model is no longer a regret-only model as the original model was. The model de facto introduces rejoice. Moreover, it automatically assumes that rejoice has an effect on the decision-making process for all attributes, converging to $\ln(2)$ for larger attribute-differences. Second, the model define regret against all non-chosen alternatives in the choice set, instead against the best non-chosen alternative. Theoretically, particularly in decision making under uncertainty, the ISDA property is an appealing property and for that reason alone, specification (1) may be preferable. From an applied perspective, however, the specification of the regret function in multi-alternative choice sets may be viewed as an empirical matter (Rasouli and Timmermans 2017, 2018; Hensher, Rose, and Green 2015; Chorus and Van Cranenburgh 2018), and may depend on the decision context in terms of complexity of the choice set, cognitive effort, distinctiveness of the choice alternatives, long-term consequences of the decision, etc.

The third specification of the regret function (Equation (3)) was used in Rasouli and Timmermans (2014, 2017) to combine and keep the properties of the original specification of the regret function and the possibility of comparing regret against all other alternatives in the choice set. It allows a more systematic comparison of the effects of the change in functional form and the best only versus the all comparisons assumption.

Similar to utility-based choice models, regret-based choice models assume that total regret is stochastic, which is captured by adding an error term to the total regret function.

$$RR_{in} = \mu R_{in} + \varepsilon_{in}$$ (4)

where $\mu$ is a scale factor, which is inversely proportional to the variance of the error term. If it is normalized and assumed to be equal to one, then the variance of the error terms is $\pi^2/6$. Central to our argument then is that while Chorus, Arentze, and Timmermans (2008) provided strong arguments for the specification of the regret function, the specification of the error terms received less motivation in their seminal publication. They simply assumed, following the derivation of the MNL model, that the (negatives of) the error terms are identically and independently Gumbel distributed (IID-Gumbel), so that

$$P_{in} = \frac{\exp(-\mu R_{in})}{\sum_j \exp(-\mu R_{jn})}$$ (5)
Later, Chorus (2012) argued that measurement error results in negative correlations between random errors while omitted variables cause positive correlations. Although it seems unlikely that the two sources of correlation will completely cancel out each other, it also seems unlikely that one of the two sources will strongly dominate. Furthermore, he argued that the third source of random error (random behavior by decision-makers) generates i.i.d. errors and as such will dampen the effect of any correlation resulting from the combination of correlations caused by measurement error and omitted variables.

After their introduction, applications of random regret choice models have almost invariably adopted the assumption of independently and identically distributed error terms (e.g. Chorus, Arentze, and Timmermans 2009; De Moraes Ramos, Daamen, and Hoogendoorn 2011; Kaplan and Prato 2012; Beck et al. 2013; Chorus, Van Cranenburgh, and Dekker 2014; Hess, Beck, and Chorus 2014; Leong and Hensher 2015; Sharma, Hickman, and Nassir 2017; Li et al. 2018). Consequently, most applications involve Equation (5) in combination with Equation (2); a few studies explored taste variation (e.g. Boeri and Masiero 2014; Hensher, Greene, and Ho 2016). The behavioral validity of independently and identically distributed unobserved regrets has not found much attention in transportation research.

In two previous publications, we argued that all above regret specifications differ distinctly from the classical utility specifications with respect to the behaviorally inherent pairwise comparisons of alternatives. Such comparative judgment processes may cause non-IID errors in regret based choice models. We formally showed (Jang, Rasouli, and Timmermans 2017) that measurement error causes heteroskedastic unobserved regrets, and, therefore, the assumption of IID error terms is more difficult to defend in random regret choice models, compared to the classic random utility choice models. Simulation results of arbitrarily generated measurement error supported the formal results by showing that the consideration of the heteroskedasticity results in estimated parameters that are closer to the true values. In a sequel (Jang, Rasouli, and Timmermans 2020), we formally showed that omitted variables result in correlation between unobserved regrets due to the definition of regret which is based on the pairwise comparison of attribute levels. By arbitrarily omitting variables, we empirically showed that it is necessary to consider correlation between unobserved regrets to obtain robust parameters.

Since the previous studies were based on artificial settings, a question that still remains is how the implied process of comparative judgment in regret choice models can be better reflected in the specification of the error terms. To answer this question, in this study, we first suggest an alternative general expression for the specification of the error terms in regret choice models. Then, we compare the new specification against the commonly applied specification. We use two empirical data sets: The first data set is based on revealed preference survey and the second data set is based on a stated preference survey.

2. Error specification for regret-based choice models

Based on this diagnosis, we contend that regret-based choice models are more sensitive to sources of errors because compared to the (linear-additive) utility models. The assumption of identically distributed errors is less appropriate to represent unobserved regrets if measurement error occurs, while the assumption of independently distributed errors is less appropriate when significant variables are excluded from the analysis. Therefore, in this
section, we discuss an alternative specification of the error terms in random regret choice models.

2.1. Allowing for non-identically distributed error terms – multiplicative error terms

To relax the assumption of independently distributed error terms, in this study, we specify multiplicative error terms instead of additive error terms. If we assume that unobserved utilities are independently distributed following the Weibull distribution, a closed form expression for the choice probabilities can be obtained (Castillo et al. 2008; Fosgerau and Bierlaire 2009), leading to the so-called multinomial Weibit (Weibull probability unit) model:

\[ U_{in} = V_{in}^\lambda \nu_{in} \]  

(6)

where \( \nu_{in} \) are multiplicative errors, assumed to be independently Weibull distributed, and the \( \lambda \) is the shape parameter for the distribution (\( \lambda > 0 \)). The choice probability of the Weibit model was proved for the travel time (general cost) in the stochastic user equilibrium problem. In that case, utility (general cost) is always positive. In this study, we derive it for the utility. If \( V_{jn} < 0 \), the choice probability in the Weibit model can be determined by

\[
P_{in} = \text{Prob}(V_{in}^\lambda \nu_{in} \geq V_{jn}^\lambda \nu_{jn}) = \text{Prob}(-(-V_{in}^\lambda \nu_{in}) \geq -(-V_{jn}^\lambda \nu_{jn})
\]

\[ = \text{Prob}\left(\frac{-V_{in}^\lambda}{-V_{jn}^\lambda} \nu_{in} \leq \nu_{jn}\right) \quad \forall j \]  

(7)

For the choice probability derivation, we referred Castillo et al. (2008) and Kitthamkesorn and Chen (2013). In general, choice probability can be obtained from

\[ P_{in} = -\int_{-\infty}^{+\infty} \bar{H}_{in}(\ldots, \nu_{in}, \ldots) d\nu_{in} \]  

(8)

where, \( \bar{H}_{in} \) is the partial derivate of the joint survival function with respect to \( \nu_{in} \). The cumulative distribution function of \( \nu_{in} \) is

\[ F(\nu_{in}) = 1 - \exp(-\nu_{in}) \]  

(9)

This leads the survival function of \( \nu_{in} \) as

\[ \bar{F}(\nu_{in}) = 1 - F(\nu_{in}) = \exp(-\nu_{in}) \]  

(10)

Then, the joint survival function can be derived, based on the independent assumption of \( \nu_{in} \).

\[ \bar{H} = \prod_{i \in C_n} \bar{F}(\nu_{in}) = \exp\left(-\sum_{i \in C_n} \nu_{in}\right) \]  

(11)

Therefore,

\[ \bar{H}_{in} = -\exp\left(-\sum_{i \in C_n} \nu_{in}\right) \]  

(12)
Considering Equation (7), the Equation (12) can be expressed as
\[
\overline{H}_{in} = -\exp(-(-V_{in}^{\lambda})\sum_j -V_{jn}^{-\lambda}) \tag{13}
\]

The Equation (13) can be reformulated using Equation (8).
\[
P_{in} = \int_0^{+\infty} \exp(-(-V_{in}^{\lambda})\sum_j -V_{jn}^{-\lambda}) d\nu_{in}
\]
\[
= -\frac{-V_{in}^{-\lambda}}{\sum_j -V_{jn}^{-\lambda}} \left[ \exp(-(-V_{in}^{\lambda})\sum_j -V_{jn}^{-\lambda}) \right]_0^{+\infty}
\]
\[
= \frac{-V_{in}^{-\lambda}}{\sum_j -V_{jn}^{-\lambda}} \tag{14}
\]

For more detail, see Castillo et al. (2008) and Kitthamkesorn and Chen (2013).

Alternatively, the choice probability with multiplicative error terms can be derived using a simple assumption of substitution (Fosgerau and Bierlaire 2009). They assumed multiplicative error terms \(\varphi_{in}\) following a certain distribution satisfying \(\varphi_{in} > 0\). If \(V_{jn} < 0\), the choice probabilities can be obtained as:
\[
P_{in} = \text{Prob}(V_{in}\varphi_{in} \geq V_{jn}\varphi_{jn}) = \text{Prob}(-(-V_{in})\varphi_{in} \geq -(-V_{jn})\varphi_{jn})
\]
\[
= \text{Prob}(-\ln(-V_{in}) - \ln(\varphi_{in}) \geq -\ln(-V_{jn}) - \ln(\varphi_{jn})) \tag{15}
\]

If we define
\[
-\zeta \ln(\varphi_{in}) = \varepsilon_{in} \tag{16}
\]
where \(\varepsilon_{in}\) is an error terms identical and independently following Gumbel distribution, and \(\zeta\) is a specific parameter for distribution \(\varphi_{in}\) (\(\zeta > 0\)). Then, Equation (15) can be restated as:
\[
P_{in} = \text{Prob}(-\zeta \ln(-V_{in}) + \varepsilon_{in} \geq -\zeta \ln(-V_{jn}) + \varepsilon_{jn}) \tag{17}
\]

Therefore, the choice probability can be obtained as same as in classical multinomial logit models.
\[
P_{in} = \frac{\exp(-\zeta \ln(-V_{in}))}{\sum_j \exp(-\zeta \ln(-V_{jn}))} = \frac{-V_{in}^{-\zeta}}{\sum_j -V_{jn}^{-\zeta}} \tag{18}
\]

Although they did not mention about specific distribution for the multiplicative error terms \(\varphi_{in}\), the choice probability in Equation (18) shows the same mathematical form as shown in Equation (14). In addition, we should note that \(\varphi_{in}\) follows a certain distribution which is exponential of the negative of Gumbull distribution based on Equation (16) which indicates the Weibull distribution (For more detail, see Mattsson, Weibull, and Lindberg 2014). Therefore, both approaches obtained choice probability in different ways, their results show the same equation (\(\varphi_{in} = \nu_{in}; \lambda = \zeta\)).

Whereas previous studies focused on derivation of choice probability when \(V_{jn} < 0\), in this study, we show the choice probability when \(V_{jn} > 0\). Let assume that the reverse of the
multiplicative error terms follow the Weibull distribution ($\xi_{in} = (1/\nu_{in})$. Since the inverse of the Weibull distribution is mathematically equivalent to the Frechet distribution (Khan, Pasha, and Pasha 2008), we can say that the multiplicative errors in this condition are independently distributed following the Frechet distribution. In this study, we call this structure the Frechit (Frechet probability unit) structure. Then, choice probabilities can be defined as:

$$P_{in} = \text{Prob}(V_{in}^{\lambda} \xi_{in} \geq V_{jn}^{\lambda} \xi_{jn}) = \text{Prob}
\left(\frac{V_{in}^{\lambda}}{\nu_{in}} \geq \frac{V_{jn}^{\lambda}}{\nu_{jn}}\right) = \text{Prob}
\left(\left(\frac{V_{in}^{\lambda}}{V_{jn}^{\lambda}}\right) \nu_{in} \leq \nu_{jn}\right) \quad \forall j$$

(19)

As in same manner from Equation (8) to Equation (14), the choice probability can be derived as:

$$P_{in} = \frac{V_{in}^{\lambda}}{\sum_{j \in C_n} V_{jn}^{\lambda}}$$

(20)

The choice probabilities also can be obtained from the logit structure:

$$P_{in} = \text{Prob}(V_{in} \delta_{in} \geq V_{jn} \delta_{jn}) = \text{Prob}(\ln(V_{in}) + \ln(\delta_{in}) \geq \ln(V_{jn}) + \ln(\delta_{jn}))$$

(21)

If we define

$$\zeta \ln(\delta_{in}) = \varepsilon_{in}$$

(22)

Note that $\delta_{in}$ is a certain distribution which is exponential of the Gumbell distribution. It is mathematically defined as Frechet distribution (Mattsson, Weibull, and Lindberg 2014) ($\xi_{jn} = \delta_{in}; \lambda = \zeta$).

Then the Equation (21) can be restated as:

$$P_{in} = \text{Prob}(\zeta \ln(V_{in}) + \varepsilon_{in} \geq \zeta \ln(V_{jn}) + \varepsilon_{jn})$$

(23)

Therefore,

$$P_{in} = \frac{\exp(\zeta \ln(V_{in}))}{\sum_{j} \exp(\zeta \ln(V_{jn}))} = \frac{V_{in}^{\zeta}}{\sum_{j} V_{jn}^{\zeta}}$$

(24)

Note that the choice probability function in Equation (24) is equivalent with Equation (20).

We apply the multiplicative error terms to regret models. Theoretically, the domain of regret should not include any non-negative values (Rasouli and Timmermans 2017), we introduce the Frechit structure in the regret models ($R_{jn} > 0$). While the Gumbel distribution may generate negative values for regret, the Frechet distribution, which is only distributed in positive domain, is a better candidate for representing error terms in regret models. Note that in the classical regret models with linear error terms (logit structure), the regret minimization is represented as ‘negative of regret’ maximization $P_{in} = \text{Prob}(-R_{in} + \varepsilon_{in} \geq -R_{jn} + \varepsilon_{jn})$. In a similar way, to represent the regret minimization with the multiplicative error terms (frechit structure), we use the ‘reverse of regret’ maximization $P_{in} = \text{Prob}(\left(\frac{1}{R_{in}}\right)^{\lambda} \xi_{in} \geq \left(\frac{1}{R_{jn}}\right)^{\lambda} \xi_{jn})$. Then, as in the same way in Equations (19)–(24), the choice probabilities are consistently derived as:

$$P_{in} = \frac{(1/R_{in})^{\lambda}}{\sum_{j \in C_n} (1/R_{jn})^{\lambda}}$$

(25)

To illustrate how the choice probabilities are differently obtained between logit and frechit structures, assume five alternatives in a choice set. Regrets equals $R_1 = 1, R_2 = 2, R_3 = 3,$
Therefore, alternative 1 is the best option and alternative 5 is the worst option in this choice set. Assuming the shape parameter is equal to 1, the probability of choosing the best alternative 1 respectively the worst alternative 5, according to the commonly used Logit structure, is respectively:

\[ P_{\text{Logit}1} = \frac{\exp(-1)}{\exp(-1) + \exp(-2) + \exp(-3) + \exp(-4) + \exp(-5)} = 0.6364 \quad (26) \]

\[ P_{\text{Logit}5} = \frac{\exp(-5)}{\exp(-1) + \exp(-2) + \exp(-3) + \exp(-4) + \exp(-5)} = 0.0117 \quad (27) \]

However, using the Frechit structure, assuming shape parameter \( \lambda \) is one, the choice probabilities equal:

\[ P_{\text{Frechit}1} = \frac{1/1}{(1/1) + (1/2) + (1/3) + (1/4) + (1/5)} = 0.4380 \quad (28) \]

\[ P_{\text{Frechit}5} = \frac{1/5}{(1/1) + (1/2) + (1/3) + (1/4) + (1/5)} = 0.0876 \quad (29) \]

Therefore, for this example, the Frechit structure predicts a lower probability of the best alternative being chosen, and a higher choice probability for the worst alternative being chosen than the logit structure.

### 2.2. Allowing for non-independently distributed error terms – multiplicative error components structure

Earlier research regarding the relaxation of the assumption of independently distributed error terms focused on the extension of the logit structure based on generalized extreme value (GEV) distributed error terms (McFadden 1978). An example is the paired combinatorial logit model (e.g. Koppelman and Wen 2000).

More recently, in line with the development of mixed logit structures, the error components logit model was proposed and has been widely used to capture correlations between choice alternatives. Compared to the GEV-based models, the error components logit model has the advantage of capturing heterogeneous correlations. The error components have only been discussed for the logit structure (additive error terms). In this study, we discuss the error components for the proposed Frechit structure.

The following specification allows the inclusion of possible correlation between the error terms. Note that the error components require two additional parameters to represent correlations between pairs of alternatives. Since regret is defined as the summation of attribute-level regrets, the error components considering omitted variables are also expressed in additive form.

\[ R_{\text{in}} = g \left[ \sum_{j \neq i} \sum_{k} f(x_{jk} - x_{nik}) + \sum_{j \neq i} \eta_{ijn} \right] \quad (30) \]

where \( \eta_{ijn} \) is an average effect of omitted variable(s) on the comparison of alternative \( i \) and \( j \) for individual \( n \) (\( \eta_{ijn} = \eta_{jin} \)), which is assumed to be log-normally distributed with density...
\( h(\eta_{jn}\mid \theta), \theta \) refers collectively to the parameters of the distribution (generally mean and standard deviations of \( \eta_{jn} \)). In this study, we apply this structure to multiplicative error terms. Then, the unconditional choice probability equals:

\[
P_{in} = \int_{j=J-1}^{1} \cdots \int_{j=1}^{1} L_{in}(\beta_k, \eta_{ijn}) h(\eta_{ij-1n}\mid \theta) \cdots h(\eta_{i1n}\mid \theta) d\eta_{i1n} \cdots d\eta_{ij-1n} \tag{31}
\]

\( L_{in}(\beta_k, \eta_{ijn}) \) in Equation (31) represents the probability of individual \( n \) choosing alternative \( i \) which can be represented as

\[
L_{in}(\beta_k, \eta_{ijn}) = \frac{(1/(R_{in}\mid \eta_{ijn}))^\lambda}{\sum_j (1/(R_{jn}\mid \eta_{ijn}))^\lambda} \tag{32}
\]

Since the choice probability \( P_{in} \) is not expressed in closed form anymore, simulation is required to obtain approximate values to estimate the parameters.

\[
\hat{P}_{in} = \frac{1}{R} \sum_{r=1}^{R} \frac{(1/(R_{inr}\mid \eta_{ijnr}))^\lambda}{\sum_j (1/(R_{jnr}\mid \eta_{ijnr}))^\lambda} \tag{33}
\]

where \( R \) indicates the number of random draws from the log normal distribution. Then, a simulated log likelihood function is used to obtain optimized values. It can be expressed as

\[
S_{PLL} = \sum_{n=1}^{N} [y_{in} \log \hat{P}_{in} + \cdots + y_{jn} \log \hat{P}_{jn}] \tag{34}
\]

### 3. Empirical evidence

In this section, we will investigate how the proposed error structure performs empirically between regret and utility models. We use two data sets: a revealed preference data set regarding mode choice, expected to include measurement error and omitted variables, and a stated preference data set with labeled mode alternatives, expected to include omitted variables. Of primary interest is the question how differently the proposed error structure reproduces regret minimization behavior, compared to the logit structure. The results for the RRsum (Equation (2)) and utility models are presented in this section while the results for the RRmax and RRlog models can be found in Appendices 1. To empirically figure out the pure effect of the proposed error structure in regret minimizing behavior, we also conducted a similar analysis for the (linear-additive) utility-maximization model. To ensure a fair comparison between the Logit and Weibit structures, we fixed the scale parameter (\( \mu \)) in the Logit structure and the shape parameter (\( \lambda \)) in the Weibit structure as one. The validation test were conducted to support estimation results. Moreover, market shares are compared to better understand the effect of the proposed error structure.

To statistically analyze the difference in goodness-of-fit between (1) additive error terms and multiplicative error terms, (2) independent error terms and the error component structure, and (3) utility-based and regret-based models, we use two statistical criteria: Ben-Akiva and Swait’s test for non-nested choice models (Ben-Akiva and Swait 1986). Since the Ben-Akiva and Swait’s test is based on the Akaike Information Criterion (Akaike 1974) which is known that the index has an bias to pick the larger parameters model if the sample size gets big enough, we also use the Bayesian Information Criterion (Schwarz 1978).
3.1. Case study 1

3.1.1. Data description
The first case study is based on the 2009 MON data (Mobiliteit Onderzoek Nederlands – the Dutch National Travel Survey). This survey was administered among a stratified random sample of Dutch citizen to obtain information about that daily travel. The model estimations are based on a subset of 354 respondents, who reside in the Province of Noord Brabant (Figure 1). The data includes two level-of-service variables (travel time and travel distance) for three transportation modes (car, bike, walk). Since the values of variable were derived from network models connecting centroids between two zones, they may include measurement error. In addition, the respondents may consider other variables as well to choose a mode, some relevant variables may be omitted. The travel time ranges from 1 to 134 min, while travel distance varies between 1 and 91 km. The variance of travel time is 56.48, which is larger than the variance of travel distance (50.89).

3.1.2. Estimation results
Table 1 shows the estimation results for the different specifications of the error terms. First of all, utility model outperforms to the regret model in logit structure. In case of the logit structure, the probability that the regret-based model outperforms the utility-based model is zero ($p \leq -6.373 \cong 0$) and the utility-based model has a lower BIC value. This results have been interpreted as that respondents make a decision to maximize utility rather than minimize regret. Second, it demonstrates that multiplicative error terms (Weibit-utility, Frechit-regret) result in a higher predictive power than additive error terms (Logit) for both the utility-based and regret-based choice models, based on both Ben-Akiva and Swait’s test (BS test) and the BIC value. Further, the regret model shows better performance than the utility model with multiplicative error terms. In case of the Weibit (Frechit) structure, the BS test indicates that the probability of the regret-based model being superior to the utility-based model is not zero ($p \leq -1.836 \cong 0.033$), and the regret model has a lower BIC value. These results indicate that relaxing the assumption of identically distributed error terms significantly improves the performance of the regret-based choice model. The absolute value of parameters is commonly decreased in both utility and regret models. Note that whereas the variance of error is constant with the additive error terms (logit structure), depending on the scale factor in the Gumbell distribution, the variance of error with the multiplicative error terms (Weibit structure) depends on the deterministic utility (or regret). That is, as increase of deterministic utility, the variance of error is also increasing (for more detail, see Castillo et al. 2008). Table 1 also shows that the error components (EC) structure significantly improves the goodness-of-fit of the regret-based models with both the logit and Frechit structure. The BS test shows that the probability that the regret model with the logit structure outperforms the regret model with the Logit-EC structure is zero ($p \leq -7.756 \cong 0$). The probability that the regret model with the Frechit structure outperforms the regret model with the Frechit-EC structure is also zero ($p \leq -7.069 \cong 0$). In addition, the BIC values are much lower for the EC structure. On the other hand, the effect of the EC structure is unclear in utility-based models: results of the BS test show that the probability that the utility model with the logit structure outperforms the utility model with the Logit-EC structure. The probability that the utility model with the Weibit structure outperforms the utility model with the Weibit-EC structure cannot be calculated.
because the improvement is too small, compared to the increase in the number of parameters. The BIC values are even higher for the EC structure. When comparing utility-based and regret-based models with the error component structure and the multiplicative error terms, whereas the error component structure statistically improves the predictive power of the regret-based model, it is difficult to say that the predictive power of the utility-based model is improved: the BS test shows that the probability that the utility-based model without the error component structure outperforms the model with the error component structure is not zero ($p \leq -1.043 \approx 0.852$), and even the BIC value becomes higher for the error components structure, implying that the proposed error structure using additional parameters does not lead to improve model performance. Therefore, the error components structure that accounts for possible correlation between alternatives shows better performance for regret than for utility. The absolute value of parameters is commonly
The results of the other regret specifications (RRmax and RRlog) are shown in Appendix 1. The proposed error components Frechit structure also shows improvement in model performance for all these specifications. However, the improvement is smaller for the RRmax specification. This is probably because the regret for the chosen alternative only depends on the best non-chosen alternative in the RRmax specification, and therefore the heteroskedasticity and correlation between unobserved regrets are smaller than in other specifications. The RRlog specification shows similar (or slightly higher) improvement in this data set, compared to the RRsum specification.

### Market shares

To assess the degree of accuracy of the market shares predicted by the models, we compare observed and predicted market shares. The root mean square error (RMSE) is used as an index. A lower value of the RMSE indicates better accuracy. Table 2 shows the results. First, while the weibit/frechit structure leads to improved predictive accuracy for both the utility and regret models the improvement is higher in the regret model. Second, the application of the EC structure in the utility-maximizing model does not have a significant effect on market shares. With respect to the RMSE value, the difference in the RMSE by applying the EC structure is not different in logit structure and marginal in weibit structure. This implies that the introduction of the studied alternate error structures in the utility-maximizing model does not lead to a better prediction of market shares for this data set. On the other hand, decreased by introducing EC structure. This is because the EC structure leads to additional error.

### Table 1. Estimation results – first case study.

<table>
<thead>
<tr>
<th></th>
<th>Utility Regret (RRsum)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
</tr>
<tr>
<td>Travel Time</td>
<td>−0.0572</td>
</tr>
<tr>
<td>Travel Distance</td>
<td>−0.114</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(−15.91)</td>
</tr>
<tr>
<td>EC_CarBike_Mean</td>
<td>0.0131</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(3.06)</td>
</tr>
<tr>
<td>EC_CarBike_Std.</td>
<td>0.00</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(fixed)</td>
</tr>
<tr>
<td>EC_CarWalk_Mean</td>
<td>0.00</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(fixed)</td>
</tr>
<tr>
<td>EC_BikeWalk_Mean</td>
<td>0.0309</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(3.20)</td>
</tr>
<tr>
<td>EC_BikeWalk_Std.</td>
<td>0.0314</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(fixed)</td>
</tr>
<tr>
<td>Final log-likelihood</td>
<td>−991.977</td>
</tr>
<tr>
<td>Rho-squared</td>
<td>0.220</td>
</tr>
<tr>
<td>Adj. Rho-squared</td>
<td>0.219</td>
</tr>
</tbody>
</table>

*aStandard deviation.
Table 2. Market shares – first case study.

<table>
<thead>
<tr>
<th>Observation (%)</th>
<th>Utility</th>
<th>Regret (RRsum)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>Logit + EC</td>
</tr>
<tr>
<td>Car</td>
<td>40.59</td>
<td>41.55</td>
</tr>
<tr>
<td>Bike</td>
<td>32.64</td>
<td>37.83</td>
</tr>
<tr>
<td>Walk</td>
<td>26.77</td>
<td>20.62</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>8.10</td>
</tr>
</tbody>
</table>

Table 3. Validation – first case study.

<table>
<thead>
<tr>
<th>Average of 6 validations</th>
<th>Utility</th>
<th>Regret (RRsum)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>Logit + EC</td>
</tr>
<tr>
<td>Adj. Rho-square</td>
<td>0.162</td>
<td>0.162</td>
</tr>
<tr>
<td>BIC</td>
<td>2141.435</td>
<td>2161.395</td>
</tr>
</tbody>
</table>

the EC structure significantly improves the predictive ability of the regret model for both the logit and frechit structure. Therefore, at least for the current data set, allowing for heteroskedastic and correlated error terms to better reflect the regret generating process leads to improved results. The results of the other regret specifications are listed in Appendix 2. The proposed error components Frechit structure leads to better accuracy of the predicted market shares in the regret models, and the improvement is smaller for the RRmax specification, and higher for the RRLog specification.

3.1.4. Validation

For the validation tests, the data were randomly split into 6 different subsets. The 5 subsets were used for estimation and a remained set was used for prediction. This procedure was repeated 6 times to use each subset for validation once. The comparison of performance of model in the validation dataset is shown in Table 3. Akin to the estimation results for the full data set, the validation results show that the proposed error structure is more effective to both utility and regret models than logit structure, and the effect is larger in regret models based on the adjusted rho-square. While the utility model outperforms regret model in logit structure, the dominant relationship is reversed by releasing the IID assumption in errors. Appendix 3 shows the validation results of other regret specifications (RRmax and RRLog). The proposed error structure improves model performance of both RRmax and RRLog specifications, however, as in the estimation, the improvement is smaller for the RRmax specification.

3.2. Case study 2

3.2.1. Data description

The data used in the second case study were collected in Beijing, China to analyze travel demand for electronic bikes (Figure 2). An orthogonal fractional factorial choice set design was constructed to systematically vary the attributes within and between modes. The
attribute levels are shown in Table 4. Respondents were asked to choose among alternatives labeled as E-bike, Car and Bus. Travel time and cost are only considered in the survey, therefore, some relevant variables may be omitted. The data relate to the stated choice of 297 participants who responded to 9 choice sets.

3.2.2. Estimation results
The detailed estimation results are shown in Table 5. Although the EC structure for the utility based model was tested, the estimated parameters were all close to zero, and statistically highly insignificant, indicating no correlation between alternatives. Therefore, we
Table 5. Estimation results – second case study.

<table>
<thead>
<tr>
<th></th>
<th>Utility</th>
<th>Regret (RRsum)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>Weibit</td>
</tr>
<tr>
<td>Travel Time</td>
<td>−0.0318</td>
<td>−0.0243</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(−28.43)</td>
<td>(−25.91)</td>
</tr>
<tr>
<td>Travel Cost</td>
<td>−0.0356</td>
<td>−0.0330</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(−21.59)</td>
<td>(−24.16)</td>
</tr>
<tr>
<td>EC_EBikeCar_Mean</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(fixed)</td>
<td>(fixed)</td>
</tr>
<tr>
<td>EC_EBikeCar_STD</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(fixed)</td>
<td>(fixed)</td>
</tr>
<tr>
<td>EC_CarBus_Mean</td>
<td>0.228</td>
<td>0.261</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(1.93)</td>
<td>(1.67)</td>
</tr>
<tr>
<td>EC_CarBus_STD</td>
<td>0.110</td>
<td>0.103</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(4.15)</td>
<td>(4.41)</td>
</tr>
<tr>
<td>EC_EBikeBus_Mean</td>
<td>0.0153</td>
<td>0.0145</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(2.61)</td>
<td>(2.18)</td>
</tr>
<tr>
<td>EC_EBikeBus_STD</td>
<td>0.0242</td>
<td>0.0204</td>
</tr>
<tr>
<td>(t-value)</td>
<td>(1.26)</td>
<td>(1.05)</td>
</tr>
<tr>
<td>Final log-likelihood</td>
<td>−2237.516</td>
<td>−2219.928</td>
</tr>
<tr>
<td>Rho-squared</td>
<td>0.238</td>
<td>0.244</td>
</tr>
<tr>
<td>Adj. Rho-squared</td>
<td>0.237</td>
<td>0.243</td>
</tr>
<tr>
<td>BIC</td>
<td>4490.814</td>
<td>4455.638</td>
</tr>
</tbody>
</table>

do not report these in the table. On the other hand, in the regret model, while the correlation between error terms of E-bike and car shows value close to zero, the error components have higher values for E-bike and bus and are slightly lower in magnitude but higher in significance between car and bus (Table 5). The predictive power of each model improves by replacing the assumption of additive error terms with multiplicative error terms, judged on the basis of the BS test and the BIC value. However, in contrast with the first case study, the improvement does not differ much between the utility-based and regret-based models. This may be explained by the smaller measurement error in stated choice experiments as respondents are informed about the values of the attributes. Moreover, introducing error components improves the goodness-of-fit of the regret-based models.

These results are similar for the other regret specifications (Appendix 1). Similar to the results of the first case study, the improvement for the RRmax specification is smaller than improvement for the RRsum and RRlog specifications.

3.2.3. Market shares

The results of the comparison between the observed and predicted market shares are reported in Table 6. It shows that whereas the utility model over-predicts the share of e-bike and car, and under-predicts the share of bus, the regret model over-predicts the share of e-bike and under-predicts the share of car and bus. The logit structure has the worst accuracy for both the utility and regret model. The application of the proposed error components Frechit structure shows the best accuracy for the regret model. Therefore, as in the first case study, the results suggest that the error terms are not identically and independently distributed. For this data set, the use of the logit structure in the regret model leads to a poor model performance in comparison to the proposed error structure.
Table 6. Market shares – second case study.

<table>
<thead>
<tr>
<th></th>
<th>Prediction (%)</th>
<th>Utility</th>
<th>Regret (RRsum)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observation (%)</td>
<td>Logit</td>
<td>Weibit</td>
</tr>
<tr>
<td>E-bike</td>
<td>22.67</td>
<td>26.56</td>
<td>24.11</td>
</tr>
<tr>
<td>Car</td>
<td>27.42</td>
<td>38.42</td>
<td>36.03</td>
</tr>
<tr>
<td>Bus</td>
<td>49.91</td>
<td>35.01</td>
<td>39.86</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>18.92</td>
<td>13.31</td>
</tr>
</tbody>
</table>

Table 7. Validation – second case study.

<table>
<thead>
<tr>
<th></th>
<th>Utility</th>
<th>Regret (RRsum)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Average of 9 validations</td>
</tr>
<tr>
<td>Adj. Rho-square</td>
<td>0.186</td>
<td>0.191</td>
</tr>
<tr>
<td>BIC</td>
<td>4792.795</td>
<td>4754.265</td>
</tr>
</tbody>
</table>

As for the other regret models, the accuracy improves with the proposed error components Frechit structure (Appendix 2). It is smaller for the RRmax specification, compared to the RRsum and RRlog specifications.

3.2.4. Validation
The validation results are reported in Table 7. Full data were randomly separated to 9 subsets. The 8 subsets were used to estimate the models, and remained a subset was used for prediction. This process is repeated 9 times by excluding each subset once. To the likeness of estimation results, the proposed error structure consistently improve model performance in regret models. This is common in other regret specifications (Appendix 3). On the other hand, the multiplicative error terms slightly improve model performance in utility models, and the error components are not effective.

4. Concluding and discussion
Recently, regret-based choice models have been introduced in the transportation research community as an alternative to expected/random utility models. The popularity of these models has rapidly increased as witnessed by an increasing number of applications in transportation research and other domains. The more fundamental literature has focused primarily on the mathematical specification of the deterministic part of the regret function. The specification of the error terms has been less subject of discussion, and almost all studies have followed the assumption of independently and identically Gumbel distributed error terms, used in the seminal article (Chorus, Arentze, and Timmermans 2008).

This study has pointed out that the IID assumption to describe unobserved regrets is more difficult to defend when the process that generates regret is taken into consideration. Therefore, we propose an error components Frechit specification to relax the commonly used assumptions about the error terms underlying random regret mimimization models. To assess this specification, we empirically tested the various specifications using two data sets. Empirical results show that the utility-based model has a better performance than the regret-based model when the logit structure is used. However, the use of the proposed
error components Frechit structure leads to the regret-based model outperforming the utility-based model. Therefore, our conclusion is that if the empirical data are free from measurement error and all relevant variables are included in the regret function, currently used model specifications based on the logit structure may be valid. However, if not, the application to logit structure underrates the power of regret-based choice model.

Notes
1. Since the originally proposed logit formulation of the random regret minimization model has been motivated on the assumption that measurement error and the error introduced by omitted variables cancel each other out (Chorus 2012), in this study we only investigate these sources of error. Taste variation also affects the error but we don’t see why it would in a fundamental sense be different between utility and regret.
2. The location parameter of the Weibull distribution is assumed zero.
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Appendices

**Appendix 1. Model performance of other regret specifications**

**Table A1.** First cast study.

<table>
<thead>
<tr>
<th></th>
<th>RRmax</th>
<th>RRlog</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>Logit + EC</td>
</tr>
<tr>
<td>Adj. Rho-squared</td>
<td>0.200</td>
<td>0.209</td>
</tr>
</tbody>
</table>

**Table A2.** Second cast study.

<table>
<thead>
<tr>
<th></th>
<th>RRmax</th>
<th>RRlog</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>Logit + EC</td>
</tr>
<tr>
<td>Final log-likelihood</td>
<td>-2245.027</td>
<td>-2213.615</td>
</tr>
<tr>
<td>Adj. Rho-squared</td>
<td>0.235</td>
<td>0.244</td>
</tr>
<tr>
<td>BIC</td>
<td>4505.836</td>
<td>4474.576</td>
</tr>
</tbody>
</table>

**Appendix 2. Market shares of other regret specifications**

**Table A3.** First cast study.

<table>
<thead>
<tr>
<th></th>
<th>RRmax</th>
<th>RRlog</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>Logit + EC</td>
</tr>
<tr>
<td>RMSE</td>
<td>8.70</td>
<td>8.12</td>
</tr>
</tbody>
</table>

**Table A4.** Second cast study.

<table>
<thead>
<tr>
<th></th>
<th>RRmax</th>
<th>RRlog</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>Logit + EC</td>
</tr>
<tr>
<td>RMSE</td>
<td>21.25</td>
<td>14.50</td>
</tr>
</tbody>
</table>

**Appendix 3. Validation of other regret specifications**

**Table A5.** First cast study.

<table>
<thead>
<tr>
<th></th>
<th>RRmax</th>
<th>RRlog</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>Logit + EC</td>
</tr>
<tr>
<td>Average of 5 validations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adj. Rho-squared</td>
<td>0.145</td>
<td>0.154</td>
</tr>
<tr>
<td>BIC</td>
<td>2184.477</td>
<td>2183.713</td>
</tr>
</tbody>
</table>
Table A6. Second cast study.

<table>
<thead>
<tr>
<th></th>
<th>RRmax</th>
<th>RRlog</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>Logit + EC</td>
</tr>
<tr>
<td><strong>Adj. Rho-square</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adj. Rho-square</td>
<td>0.175</td>
<td>0.187</td>
</tr>
<tr>
<td>BIC</td>
<td>4856.223</td>
<td>4806.179</td>
</tr>
</tbody>
</table>