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Summary
In order to meet the required power and energy demand of battery-powered applications, battery packs are constructed from a multitude of battery cells. For safety and control purposes, an accurate estimate of the temperature of each battery cell is of vital importance. Using electrochemical impedance spectroscopy (EIS), the battery temperature can be inferred from the impedance. However, performing EIS measurements simultaneously at the same frequency on each cell in a battery pack introduces crosstalk interference in surrounding cells, which may cause EIS measurements in battery packs to be inaccurate. Also, currents flowing through the pack interfere with impedance measurements on the cell level. In this paper, we propose, analyse, and validate a method for estimating the battery temperature in a battery pack in the presence of these disturbances. First, we extend an existing and effective estimation framework for impedance-based temperature estimation towards estimating the temperature of each cell in a pack in the presence of crosstalk and (dis)charge currents. Second, the proposed method is analysed and validated on a two-cell battery pack, which is the first step towards development of this method for a full-size battery pack. Monte Carlo simulations are used to find suitable measurement settings that yield small estimation errors and it is demonstrated experimentally that, over a range of temperatures, the method yields an accuracy of ±1°C in terms of bias, in the presence of both disturbances.
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Novelty Statement
Monitoring battery temperature is important for Li-ion battery management and can be done accurately and fast using impedance-based temperature estimation. The existing literature predominantly focuses on single battery cells, often under laboratory conditions. We present an important extension to impedance-based temperature estimation by considering the challenges that arise when the...
method is employed in multicell battery packs as present in many practical applications: interference from (dis)charge currents and crosstalk induced by inductive coupling during simultaneous impedance measurements of the cells.

1 | INTRODUCTION

Lithium-ion batteries are often used to power, eg, (hybrid) electric vehicles. To ensure safe use of the battery and to warrant a certain lifetime, battery temperature plays a vital role. Therefore, one of the purposes of a battery management system (BMS) is to monitor temperature and to keep it within a specified range.\(^1\,^2\) For example, high battery temperatures can induce thermal runaway, which may cause fire or explosions\(^3\) and accelerate ageing of the battery, thus reducing lifetime and performance.\(^2\) Various temperature indication methods exist for Li-ion batteries.\(^4\) While the measured surface temperature is usually assumed to be close to the (average) internal temperature of the battery, the internal temperature may differ significantly from the surface temperature, especially under (heavy) load conditions. Under these conditions, substantial heat generation can occur internally in the battery cell. This may lead to the development of thermal gradients, in which case the measured surface temperature could (significantly) underestimate the maximum (internal) temperature of the battery cell; see, eg, Raijmakers et al\(^4\) and references therein. For battery safety, accurate information of the internal temperature is important for early detection of thermal runaway. Considering the recent trend of battery pack supervision on the cell level, instead of measuring the surface temperature directly with external temperature sensors, the (average) internal temperature can be estimated using online electrochemical impedance spectroscopy (EIS)\(^5\,^6\) by inferring a temperature relation between the electrochemical battery impedance and the battery temperature.\(^7\,^16\) Using impedance-based temperature estimation is a promising technique as it may provide faster and more accurate information on the (average) internal temperature of a battery cell. Although in some cases the EIS measurements may increase the hardware cost of battery management, in applications where batteries are monitored at the cell level, the EIS measurement can be performed with (minor adjustments to) the electronics that are already present at little or no increase in cost. More precisely, the stimulus for performing EIS measurements in this study is generated by reusing the passive-balancing hardware already present.\(^17\)

A number of methods for impedance-based temperature estimation exist. For instance, Schmidt et al\(^10\) relate the real part of the impedance at a fixed frequency to the battery temperature. This is also done by Richardson et al.\(^18\) However, they also use a thermal-impedance model (eg, the heat equation for heat conduction in a cylinder) combined with measurements of the surface temperature. In more recent work, this thermal-impedance model only takes the EIS-based temperature estimate as an input.\(^12\) For the sake of comparing estimation methods in terms of their impedance-based temperature estimation, the thermal-impedance model is not taken into account. Contrary to the aforementioned methods, Spinner et al\(^15\) infer a temperature relation from the imaginary part of the impedance at a fixed frequency rather than from the real part of the impedance. Instead of relating temperature to either the real or imaginary part of the impedance, Srinivasan,\(^11\) who expands on previous work,\(^19\) infers a relation from the phase shift of the impedance. It should be noted that the aforementioned methods do not necessarily choose the same frequency. Raijmakers et al\(^8\) do not employ a fixed frequency but define the so-called zero-intercept frequency, ie, the frequency for which the imaginary part of the impedance is zero. This implies that a relation based on the imaginary part of the impedance is used. Finally, Beelen et al\(^7\) have developed a general framework for comparison, analysis, and synthesis of methods for impedance-based temperature estimation in which all existing methods can be considered as special cases of this general framework.

Most of the aforementioned research on using EIS for temperature estimation demonstrates this functionality on the single-cell level, often under laboratory conditions. In order to provide more power and energy for certain applications, single cells need to be connected in series and/or parallel to form a battery pack. To allow individual cells to be monitored, it is of interest to understand how EIS measurements on single cells are affected by the measurement artefacts present in battery packs, namely, (dis)charge currents and crosstalk interference, ie, interference induced by simultaneously performing EIS (at the same frequency) on several cells in a battery pack. Although crosstalk interference can easily be avoided by measuring the impedance of the battery cells one by one, ie, not measuring simultaneously, this will lead to relatively high sample times for the temperature estimates. Therefore, this is not suitable for real-time monitoring of the (average) internal temperature, which is of paramount importance for safety of the battery cell (eg, early detection of thermal runaway). Therefore, if we accept the problem of crosstalk and are able to find a solution for this problem, impedance-based temperature estimation would be a suitable method for application in battery packs. Both of the aforementioned artefacts are known to influence the EIS measurements, as was shown for (dis)charge currents by Raijmakers et al\(^9\) and for crosstalk interference.\(^20\) However, a solution on how to deal with the combination of
these two artefacts and how to conduct impedance-based temperature estimation for battery packs accurately has not yet been presented in the existing literature.

In this paper, we will study impedance-based temperature estimation in the combined presence of (dis)charge currents and crosstalk interference induced by simultaneous impedance measurements in cells. To the best of the authors’ knowledge, there have not yet been any studies that have investigated the applicability of impedance-based temperature estimation to battery packs since the existing literature focuses predominantly on impedance-based temperature estimation at the cell level. Therefore, the goal of this paper is to develop and present a solid proof of concept which shows that impedance-based temperature estimation can be extended towards battery packs. However, as we will take the first steps towards the extension of the method, more research will be needed to further develop and extensively validate the method in order to advance it to a more mature state.

As a first contribution of the paper, we will focus on modelling crosstalk interference and (dis)charge currents in order to incorporate these artefacts in the framework for impedance-based temperature estimation.\(^7\) It is shown that crosstalk depends neither on temperature nor on battery state-of-charge (SoC), which has not been investigated by Raijmakers et al.\(^20\) Subsequently, we will show how the disturbance caused by the measured time-domain (dis)charge currents can be modelled as a frequency-domain disturbance on the measured impedance. This will be done by using both a deterministic and a stochastic modelling approach. Then, we will show how these models can be incorporated in the temperature estimation framework presented in our previous work.\(^7\) More precisely, the crosstalk model can be used to compensate for the effect of crosstalk on the temperature estimation. However, since it is not possible to measure the (dis)charge current synchronously with the impedance measurements with the electronics used in this study,\(^1\) the model of the (dis)charge current cannot be used to compensate for the effect of the (dis)charge current. Therefore, the latter model will be used purely for analysis purposes so as to investigate the (deteriorating) effect of this artefact on the temperature estimation. The topic of synchronously measuring the battery impedance with the (dis)charge current can be seen as an important next step in the development of methods for impedance-based temperature estimation in battery packs.

Second, we will use the so-called extended temperature estimation framework to design the optimal (in the mean-square-error sense) temperature estimation method. In the design process, the excitation frequency used in EIS and the weighting between real and imaginary part of the impedance can be chosen so as to arrive at the lowest mean-square estimation error (MSE). We will analyse the consequence of these design choices on the accuracy of the method using a Monte Carlo simulation study in the presence of crosstalk, (dis)charge currents, and in the presence of both artefacts simultaneously. All of these cases will lead to a different optimal impedance-based temperature estimation procedure. We will demonstrate the most accurate impedance-based temperature estimation method experimentally on a two-cell battery pack, which can be interpreted as the first step of developing this method towards application on a full-size battery pack.

The outline of this paper is as follows. The general concept of impedance-based temperature estimation in battery cells or battery packs is introduced in Section 2. Subsequently, in Sections 3 and 4, crosstalk interference and (dis)charge currents, respectively, will be investigated and modelled. The extended estimation framework, based on the framework presented by Beelen et al,\(^7\) is then derived in Section 5, using the modelled crosstalk and (dis)charge current interference. In Section 6, the extended temperature estimation framework is used in a Monte Carlo simulation study to analyse the effect of the design choices in terms of the accuracy of temperature estimation. An optimal impedance-based temperature estimation method will be derived from this analysis and validated experimentally in Section 7. Finally, conclusions are drawn in Section 8.

## 2 | IMPEDANCE-BASED TEMPERATURE ESTIMATION

In this section, first, we will briefly summarise the framework for impedance-based temperature estimation\(^7\) and introduce a general impedance model for the case of arranging multiple battery cells into a battery pack, which can be used in combination with the aforementioned framework. Furthermore, the experimental setup that is used for modelling, analysis, and validation will be presented.

### 2.1 | Impedance-based temperature estimation framework

The concept of impedance-based temperature estimation and the general estimation framework for comparison, accuracy analysis, and synthesis of impedance-based estimation methods have been introduced in our previous work\(^7\) and can be summarised as follows.
The battery impedance $Z$ can be interpreted as the battery frequency response, where the battery takes a sinusoidal voltage or current input with frequency $f$, and produces a sinusoidal current or voltage output, respectively, with the same frequency. The ratio between input and output can be described as a (complex) impedance

$$Z(f) = \frac{V(f)}{I(f)},$$ \hspace{1cm} (1)

where the magnitude of the excitation signal should be sufficiently small in order to guarantee local linearity of the system yet not too small to prevent a poor signal-to-noise ratio (SNR). The technique of obtaining the frequency response of the battery is known as EIS and is widely used for gathering information about batteries.\textsuperscript{5,21-24} In this study, EIS measurements have been conducted in galvanostatic mode by superimposing a sinusoidal current of a single frequency $f$ with an amplitude of $100\sqrt{2}$ mA on the load current of the battery (whether or not a load current is present). The single-frequency approach is taken in this paper because of the limitations of the (prototype) measurement device. However, methods for conducting EIS measurements with a certain frequency band also exist; see, eg, Ranieri et al.\textsuperscript{24} Although it is important to investigate and take into account the effect of ageing on the battery impedance and the corresponding temperature estimates,\textsuperscript{8,26} this paper focuses on two issues directly related to extending the method of impedance needs to be measured at the selected grid points. Since the measurement device used in this paper introduces additive measurement noise $v \in \mathbb{C}$ to the measured impedance, the measured battery impedance can be interpreted as the true impedance $Z$ with additive noise, ie,

$$Z_{\text{meas}} = Z(f, T, \text{SoC}) + v,$$ \hspace{1cm} (2)

where $v$ is complex-valued zero-mean Gaussian noise. Subsequently, the lookup table $\hat{Z}$ can be constructed as follows. First, we assume that, by taking a sufficient number of measurements at every grid point, the average value of the additive noise will approach zero. Assuming that SoC information is available, eg, through SoC estimation, the model $\hat{Z}$ will be a three-dimensional lookup table (ie, $f$, $T$, and SoC as inputs) and can be constructed by

$$\hat{Z}(f_r, T_r, \text{SoC}_r) = \frac{1}{L} \sum_{i=1}^{L} Z(f_i, T_i, \text{SoC}_i) + v_i,$$ \hspace{1cm} (3)

where $L \in \mathbb{N}$ is the number of measurements taken per grid point. The frequency, temperature, and SoC grid points $f_r$, $T_r$, and $\text{SoC}_r$, respectively, need to be selected on the basis of the desired range of validity of the model $\hat{Z}$. Now, the model $\hat{Z}(f_r, T_r, \text{SoC}_r)$ can be considered as a lookup table at the selected grid points. As mentioned previously, values in between the grid points can be obtained by interpolation, resulting in a battery model without grid-point indices $\hat{Z}(f, T, \text{SoC})$ (ie, a lookup table model with built-in interpolation function).

To estimate the battery temperature on the basis of the modelled battery impedance $\hat{Z}$ and the measured battery impedance $Z_{\text{meas}}$, a nonlinear least-squares estimator has been developed in a previous study,\textsuperscript{7} which is given by

$$\hat{T}(f, \alpha, Z_{\text{meas}}, \text{SoC}) = \arg \min_{T} a \hat{Z}_1^2(f, T, Z_{\text{meas}}, \text{SoC})$$

$$+ (1-a) \hat{Z}_2^2(f, T, Z_{\text{meas}}, \text{SoC}),$$ \hspace{1cm} (4)

where $f$ is the excitation frequency, $Z_{\text{meas}}$ is the measured battery impedance obtained through EIS, and $\alpha \in [0, 1]$ denotes a selector variable. In Cartesian coordinates, $\hat{Z}_1$ and $\hat{Z}_2$ are given by
\[
\begin{align*}
\bar{Z}_1(f, T, Z^{\text{meas}}, \text{SoC}) &= \text{Re}(\bar{Z}(f, T, \text{SoC}) - Z^{\text{meas}}), \\
\bar{Z}_2(f, T, Z^{\text{meas}}, \text{SoC}) &= \text{Im}(\bar{Z}(f, T, \text{SoC}) - Z^{\text{meas}}).
\end{align*}
\]

In (4), the real and imaginary parts of a complex number, e.g., \( Z = a + jb \), where \( a, b \in \mathbb{R} \) and \( j \) satisfies \( j^2 = -1 \), are denoted by \( \text{Re}(Z) = a \) and \( \text{Im}(Z) = b \). For ease of exposition, only \( \text{Re}(Z) \) and \( \text{Im}(Z) \) are considered in this paper by \( \bar{Z}_1 \) and \( \bar{Z}_2 \), respectively, although other choices are possible.\(^7\) In (4), taking \( \alpha = 1 \) can be interpreted as using only \( \text{Re}(Z) \) to estimate the temperature and taking \( \alpha = 0 \) can be interpreted as using only \( \text{Im}(Z) \) to estimate the temperature. Taking \( 0 \leq \alpha \leq 1 \) will lead to a temperature estimate that is based on both \( \text{Re}(Z) \) and \( \text{Im}(Z) \). In this paper, a single impedance measurement will be used to estimate the temperature with the estimator in (4). This takes approximately 1 second. Of course, multiple impedance measurements (possibly at different frequencies) can be used in (4), which might yield a smaller estimation error since variations are averaged.\(^7\) However, for ease of exposition and because of limitations imposed by the measurement device that is used in the experimental demonstration, we will use a single impedance measurement in this paper.

The framework for temperature estimation given by (4) is based on the impedance \( Z \) of a single battery cell, i.e., \( Z \in \mathbb{C} \) is a complex scalar. In case a battery pack of \( N \) cells in series is considered, as schematically depicted in Figure 1, the impedance \( Z \) is a frequency-response matrix that satisfies

\[
\begin{bmatrix}
V_1(f) \\
\vdots \\
V_N(f)
\end{bmatrix} =
\begin{bmatrix}
Z_{11}(f, T, \text{SoC}) & \cdots & Z_{1N}(f, T, \text{SoC}) \\
\vdots & \ddots & \vdots \\
Z_{N1}(f, T, \text{SoC}) & \cdots & Z_{NN}(f, T, \text{SoC})
\end{bmatrix}
\begin{bmatrix}
I_1(f) + D(f) \\
\vdots \\
I_N(f) + D(f)
\end{bmatrix},
\]

\[
= Z(f, T, \text{SoC})
\]

where \( V_n(f) \) and \( I_n(f), n \in \{1, \ldots, N\} \) are the output voltages and input currents, respectively, of cell \( n \) and \( Z_{mn}(f) \) are the frequency-response functions from cell \( n \) to cell \( m \). The diagonal terms in \( Z \) represent the cell impedances as used in the previous study,\(^7\) and the off-diagonal terms represent the crosstalk impedances from cell to cell that are caused by the inductive coupling between cells; see Raijmakers et al.\(^{20}\) The term \( D(f) \) represents the disturbance induced by (dis)charging the battery. In this paper, we assume that the battery pack consists of \( N \) cells, which are connected in series and placed adjacent to one another. Therefore, the same current \( D(f) \) flows through each cell in the battery pack as shown in Figure 1. However, the methodology in this paper is not limited to series connections; it can also be used for any pack topology with parallel and/or series connections. In case of a parallel connection, \( D(f) \) will be divided over the parallel branches of the battery pack. Consequently, instead of the entire (dis)charge current \( D(f) \) flowing through the battery cells (and disturbing the impedance measurements), the pack current \( D(f) \), divided by the number of parallel branches, will flow through the parallel-connected cells.

To assess the quality of a set of the temperature estimates \( \{\hat{T}_i\}_{i=1}^k \) with respect to the actual temperature \( T \), we will employ the notion of (sample) MSE given by

\[
\text{MSE}(\hat{T}) = \frac{1}{k} \sum_{i=1}^k (\hat{T}_i - T)^2.
\]

Furthermore, we will express the estimation quality in terms of the (sample) bias \( b(\hat{T}, T) \) and the (sample) variance \( \text{Var}(\hat{T}) \) of the estimate, given by

\[
b(\hat{T}) = M_k(\hat{T}) - T \quad \text{and} \quad \text{Var}(\hat{T}) = \frac{1}{k} \sum_{i=1}^k (\hat{T}_i - M_k(\hat{T}))^2,
\]

where \( M_k(\hat{T}) = \frac{1}{k} \sum_{i=1}^k \hat{T}_i \) is the sample mean of \( \hat{T} \). Note that the (sample) SD \( \sigma(\hat{T}) \) satisfies \( \sigma^2(\hat{T}) = \text{Var}(\hat{T}) \). Therefore, MSE can be written as the sum of the variance and the squared bias of the estimator\(^{29}\) as

\[
\text{MSE}(\hat{T}) = \text{Var}(\hat{T}) + (b(\hat{T}))^2.
\]

### 2.2 Experimental setup

The experimental setup used in this paper is shown in Figure 2A. The setup consists of two rectangular prismatic nickel-manganese-cobalt (NMC) Li-ion cells, where the cells are closely matched in terms of capacity (i.e., 23.26 Ah for cell 1 and 23.34 Ah for cell 2) and where each cell is connected to a single-cell supervisor (SCS) designed by NXP Semiconductors. The SCS draws a
sinusoidal current $I(f)$ with a DC component of $-300$ mA and an amplitude of $100\sqrt{2}$ mA (with a specified frequency $f$) from the cell and subsequently measures the induced voltage $V(f)$. Subsequently, the impedance of cell $n$ is obtained by using $Z_n(f) = V_n(f)/I_n(f)$ with $n \in \{1, 2\}$. This implies that the SCS of cell 1 will draw a current $I_1(f)$ and measure the voltage $V_1(f)$, whereas the SCS of cell 2 will draw a current $I_2(f)$ and measure the voltage $V_2(f)$. It should be noted that the SCS uses a single-frequency sinusoidal current as an excitation signal for the impedance measurements. The measurement frequency can be selected by the user; however, the amplitude and measurement time of the excitation signal are fixed. Moreover, note that the SCS is a passive measurement device, i.e., the sinusoidal excitation signal is generated by switching a resistor in parallel with the battery cell using a pulse-density-modulated switching signal of a sine wave. In order to obtain a sine wave perturbation using the passive circuit, the aforementioned DC component is needed. Consequently, the nonzero DC component of the excitation signal of the SCS causes a slight discharge of the cell under test. Note that this DC component would not be needed if an active current is used to generate the current perturbation for the impedance measurements (and consequently, there will be no discharge of the cell during the measurements). However, the reason for using the passive circuit is that it was possible to reuse the passive balancing electronics already present on the chip, i.e., no additional hardware was needed. Consequently, adding the functionality of impedance measurements does not increase the cost of the chip. Moreover, using the passive approach with the DC component also yields useful results in terms of impedance measurements.

The accuracy of the SCS measurements can be characterised by the SDs $\sigma_{\text{Re}}$ and $\sigma_{\text{Im}}$ of the real and imaginary part of the impedance measurements, respectively. In Figure 2B, the SDs of the impedance measurements are depicted as a function of frequency for the real and imaginary part of $Z$ in blue and red, respectively. Note that this SD is a property of the measurement device, e.g., Figure 2B shows that at $f = 1000$ Hz, the total impedance can be measured with $\sigma = \pm 14$ $\mu\Omega$. When analysing the accuracy of impedance-based temperature estimation, this SD should be taken into account. In our previous study, this has been done by means of the simplified assumption of a frequency-independent SD of $\sigma = \pm 14\mu\Omega$, based on the spread of the impedance measurements. However, a frequency-dependent analysis (with averaging over $T$ and SoC) of the measurement points results in the frequency-dependent SD as shown in Figure 2B, which will be used in this paper. It should be noted that a larger SD on the measured impedance does not necessarily imply a larger SD on the estimated temperature, since this depends on
the sensitivity of the battery impedance with respect to temperature at a certain frequency.\(^7\)

In this paper, the temperature estimation is always performed while the pack is under thermal equilibrium (ie, no evolution of temperature during impedance measurements) since it is necessary to know the actual battery temperature \(T\) in order to calculate the MSE of temperature estimation and to perform modelling experiments. However, impedance-based temperature estimation can be used when temperature gradients are present in the battery cell.\(^9\,12\,16\) For temperature estimation measurements, the two cells are kept inside a Vötsch VT4002 temperature chamber to ensure that both cells are at a controlled temperature and that no temperature gradients are formed in the pack. In order to analyse the effect of (dis)charge currents on temperature estimation, a KEPCO BOP 20-20 M bipolar operational power supply and amplifier is used to generate the actual (dis)charge currents in the range \([-20\,\text{A}, 20\,\text{A}]\). Using the experimental setup, the temperature dependency of the battery impedance can be characterised, as shown in Figure 3, where the Nyquist plot of cell 1 is depicted for different temperatures and frequencies at \(\text{SoC} = 60\%\).

Finally, it is important to note that the two-cell setup in Figure 2A is used in this paper to develop a proof of concept for the extension of impedance-based temperature estimation towards battery packs. On the basis of the results presented in this paper, the next steps in research and validation (eg, using larger size battery packs) can be taken to develop the method to a more mature state.

3 | CROSSTALK

In this section, we will develop a model for crosstalk in battery packs. The existence of crosstalk was first shown by Raijmakers et al,\(^20\) and we will briefly summarise these results. Then, as an extension to the study by Raijmakers et al,\(^20\) the influence of SoC and \(T\) on crosstalk behaviour is investigated.

3.1 | Background on crosstalk behaviour

To show the influence of crosstalk on EIS measurements, let us consider the setup in Figure 2A, when a current of the same frequency \(f\) is drawn from both cells simultaneously and when both cells are at the same temperature \(T\) and SoC. In this case, an offset is observed in the measured impedance, when compared with the standalone impedance of each cell at the same frequency.\(^20\) This offset is caused by the fact that the “perceived impedance” \(Z_2^*\) from \(I_2(f)\) to \(V_2(f)\), ie, \(V_2(f) = Z_2^* (f) I_2(f)\), is given by

\[
Z_2^*(f) = Z_{22}(f) + Z_{21}(f) \frac{I_1(f)}{I_2(f)},
\]

which is not equal to the actual impedance \(Z_{22}(f)\) when \(I_1(f) \neq 0\).

This effect is visible in Figure 4, where the measured cell voltage for cell 2, ie, \(V_2(f)\), is shown for multiple frequencies and for three different measurement conditions. Namely, the dark-blue circles depict the measured \(V_2(f)\) in the absence of crosstalk interference from cell 1, ie, \(I_2(f) = 0\) while \(I_1(f) \neq 0\). The cyan pluses in Figure 4 depict \(V_2(f)\) for the case where an AC current \(I_1(f)\) has been drawn from cell 1, while \(I_2(f) = 0\). Since the measured voltage \(V_2(f)\) is not equal to the actual impedance \(Z_{22}(f)\), this indicates that crosstalk between the two cells is present. Finally, the green squares in Figure 4 depict the measured voltage \(V_2(f)\) for the case where an AC current \(I_1(f)\) has been drawn from both cells simultaneously, ie, \(I_1(f) \neq 0\) and \(I_2(f) \neq 0\). This measurement, which is influenced by crosstalk, differs considerably from the measurement without crosstalk (ie, the dark-blue circles). This effect is more pronounced for higher frequencies as is explicitly indicated in Figure 4 for frequencies of 2.84 and 5 kHz. This suggests that crosstalk will have a more deteriorating effect on the accuracy of impedance-based temperature estimation when using higher measurement frequencies. Nevertheless, even when using lower measurement frequencies, crosstalk may still cause the impedance-based temperature estimates to be inaccurate. The same phenomenon is observed for \(Z_1^*(f)\). Note that, for the measurements in Figure 4, the cells were not electrically connected to each other, although the crosstalk would be the same if they were. The presence of crosstalk interference means that the off-diagonal terms in \(Z(f)\) in (6) (ie, the crosstalk impedances) are nonzero and hence need to be considered in EIS measurements, which can be

![Figure 4](https://example.com/figure4.png)
done by using a model of the crosstalk behaviour as developed by Raijmakers et al.\textsuperscript{20}

### 3.2 SoC and T dependency of crosstalk

To effectively compensate for crosstalk in an impedance-based temperature estimation method, it is also necessary to investigate the dependence of crosstalk on temperature $T$ and SoC of the batteries, which has not been done by Raijmakers et al.\textsuperscript{20} Therefore, new impedance measurements have been performed with the two-cell setup as depicted in Figure 2A, which is the same setup that has been used by Raijmakers et al.\textsuperscript{20} In particular, the elements of the frequency-response matrix $Z(f, T, \text{SoC})$ from (6) with $N = 2$ have been approximated by performing $L = 64$ impedance measurements at every grid point in $f$, $T$, and SoC so as to mitigate the effect of the measurement noise $v$ (more details of the impedance model will be introduced in Section 5).

The results are shown in Figure 5 by means of Bode plots of the individual cell impedance $Z_{11}$ and the crosstalk impedance $Z_{12}$ (note that the scaling of the axis in Figure 5A,B is equal, as well as the scaling of Figure 5C,D. It should be noted that the impedance $Z_{22}$ is similar to $Z_{11}$ and $Z_{21}$ is similar to $Z_{12}$. Figure 5A,B shows the dependence on $T$ for $Z_{11}$ and $Z_{12}$, whereas Figure 5C, D shows the dependence on SoC. In Figure 5A, it can be seen, as expected from performing impedance-based temperature estimation, that the individual cell impedance $Z_{11}$ depends on temperature $T$. This can also be observed from Figure 3, where the measured $Z_{11}$ is shown in a Nyquist plot. The crosstalk impedance $Z_{12}$ is, however, independent of temperature. Regarding the dependency on SoC, Figure 5C shows that the individual cell impedance slightly depends on SoC.\textsuperscript{7} Similar to being independent of temperature, the crosstalk impedance in Figure 5D is also independent of SoC. This allows the matrix $Z$ in (6) to be simplified by using the fact that the off-diagonal (crosstalk) terms depend neither on SoC nor on temperature $T$. This also simplifies temperature estimation in the presence of crosstalk.

### 4 (DIS)CHARGE CURRENTS

In this section, we will discuss the inclusion of (dis)charge currents $D(f)$ in the temperature estimation method, as was indicated in (6). Incorporation of $D(f)$ in...
the temperature estimation is relevant, because in real battery applications, impedance-based temperature estimation needs to be performed while the battery is used, i.e., when $D(f) \neq 0$. The (dis)charge current $D(f)$ is flowing through each cell in addition to the current $I(f)$ drawn by the EIS measurement and will affect the measured voltages $V(f)$, as can be seen from (6). This will act as a disturbance in the EIS measurements and will result in inaccurate EIS measurements. As mentioned in the introduction of this paper, it is not possible to synchronise the impedance measurements with the measurement of the (dis)charge current (because of limitations of the measurement device). Consequently, the effect of the (dis)charge current on the impedance measurement cannot be compensated for in this particular case. Still, inclusion of the (dis)charge current in the framework for temperature estimation is useful since it can also be used to analyse the effect of the (dis)charge current on the temperature estimation. Therefore, in this paper, the inclusion of (dis)charge current will be used as a tool for analysis so as to arrive at an optimal temperature estimation method, despite the (uncompensated) presence of the disturbance caused by the (dis)charge current. However, for future use (in case of synchronisation of the measurements), the inclusion of the (dis)charge current in the estimation framework may be used to compensate for the effect of this (dis)charge current on the estimation accuracy.

It should be noted that the (dis)charge current can interfere with the EIS measurement from two perspectives. From a signal-integrity perspective, the (dis)charge current and the corresponding frequency content of this signal can interfere with the measured battery voltage, which is a measurement artefact. From an electrochemical perspective, on the other hand, (relatively large) (dis)charge currents will drive the battery out of the electrochemical equilibrium, causing the impedance to change, which can be seen as a model artefact. In this paper, we consider the measurement artefacts on the EIS measurement introduced by the (dis)charge current. Incorporating the model artefacts in the analysis can be seen as an extension and a valuable next step to this work. The relation between the impedance and the relaxation period after (dis)charge has been shown in previous studies. Subsequently, Zhu et al have used this relation to correct the measured impedance under operating conditions for this electrochemical effect in order to perform impedance-based temperature estimation.

In this section, we will develop two methods to incorporate an estimate of $D(f)$, denoted by $\hat{D}(f)$, in the temperature estimation method of Section 2.1. In particular, we will consider the (deterministic) case where the (dis)charge current can be measured synchronously with the impedance measurements and, therefore, can be used to compensate the measured $Z(f)$ for the effect of $D(f)$. This allows for constructing a deterministic model of $D(f)$ using the measured (dis)charge current. We will also consider the case that reflects the experimental setup of this paper. Namely, the (dis)charge current cannot be measured synchronously with the impedance measurements and, therefore, the measured current is not suitable for directly compensating $Z(f)$. In this case, we model $D(f)$ stochastically as a random signal, which allows us to analyse the (deteriorating) effect of $D(f)$ on the temperature estimation.

### 4.1 Deterministic modelling

Let $d(t)$ denote the (dis)charge current during a time window $t \in [\tau, \tau + \tau]$ in which the EIS measurement takes place, where $\tau$ denotes the measurement time. An example of a typical (dis)charge current can be found in Figure 6A, where an actual measured (dis)charge current from a drive test is shown, which has been generated by an acceleration-deceleration cycle with an electric vehicle over a period of 120 seconds with a sampling frequency of $f_s = 100$ kHz. In this figure, the negative current can be seen as current driving the vehicle and the positive current as current flowing into the battery during regenerative braking. Because of the relatively short periods of charge and discharge in Figure 6A, in combination with the fact that the (dis)charge current is approximately zero-mean over this period, the SoC of the battery pack will be (approximately) constant for this cycle. It is important to note that this relatively short driving cycle has been selected in order to obtain the properties of the (dis)charge current of an EV since the goal of our study is to extend the method of impedance-based temperature estimation towards its application in battery packs. Namely, it has already been shown in previous studies that impedance-based temperature estimation can be applied to more general driving cycles with relatively large changes in SoC.

The current signal $D(f)$ is given by the Fourier transform of the signal $d(t)$. As an estimate of this signal $D(f)$, we can take

$$\hat{D}(f) = \int_{t}^{t+\tau} d(t) e^{-2\pi j f t} dt, \quad (10)$$

meaning that $D(f) \approx \hat{D}(f)$ can be used in the temperature estimation method and accounts for the effect of (dis)charge current in the temperature estimation. Note that (10) can be approximated as a fast Fourier transform. This, however, requires that $d(t)$ can be measured in real
time and synchronously with the EIS measurements. This might be difficult to realise in practice and currently, the setup with the SCS of Figure 2 is limited to measuring the impedance and (dis)charge current separately (ie, not synchronously). Therefore, we will also consider a stochastic approach that can be used to analyse the effect of the (dis)charge current on the temperature estimation.

4.2 Stochastic modelling

In case the (dis)charge current \( d(t) \) cannot be measured in real time, or not synchronously with the EIS measurements, we can model the (dis)charge current as a random variable in the frequency domain for the purpose of analysing the effect of this current on the temperature estimation. To be more precise, we model \( D(f) \) as a zero-mean Gaussian random variable with frequency-dependent variance \( \sigma^2(f) \). The stochastic model \( D(f) \) cannot be used to compensate for \( D(f) \), since the model does not capture \( D(f) \) in a certain time window \( t \in [i, i + \tau] \) synchronously with the EIS measurements. However, by modelling the signal as a random variable in the frequency domain, it is possible to analyse the effect of (dis)charge current on temperature estimation and to quantify the average error on the temperature estimation caused by the pack current. Namely, it can be stated that the variance \( \sigma^2(f) \) of this random variable is equal to the power spectral density (PSD) of the random signal \( d(t) \) and can be interpreted as the representation of \( d(t) \) in the frequency domain; see Childers and Miller.\(^{33,\text{chapter}10}\) The PSD can be computed efficiently using, eg, Matlab using a realisation of \( d(t) \) under the assumption that \( d(t) \) is a stationary random variable. For the (dis)charge current given in Figure 6A, the corresponding PSD is given in Figure 6B, in which we indicate the upper-peak envelope of the PSD in red to prevent the analysis to prefer local minima in the spectrum. This envelope will be used to characterise \( D(f) \) and thus the variance \( \sigma^2(f) \) per frequency. This will be used to analyse the effect of the (dis)charge current on the temperature estimation in this paper.

5 TEMPERATURE ESTIMATION IN PRESENCE OF CROSSTALK AND (DIS)CHARGE CURRENTS

Using the results of modelling crosstalk and (dis)charge current disturbances from the previous two sections, the temperature estimation method given by (4) in Section 2.1 is extended as follows. The perceived battery impedance \( Z_m^* \) of cell \( m \) in an \( N \)-cell battery pack in the presence of crosstalk and (dis)charge currents is now of the form

\[
Z_m^*(f, T, \text{SoC}) = \frac{V_m(f, T, \text{SoC})}{I_m(f, T, \text{SoC})} = \sum_{n=1}^{N} \left( Z_{mn}(f, T, \text{SoC}) \frac{I_n(f) + D(f)}{I_m(f)} \right),
\]

which follows from (6). In (11), the (dis)charge current term \( D(f) \) depends on the instantaneous (dis)charge current and is a random variable in this study. Note that it is also possible to take a deterministic approach as shown in Section 4.1, if the measurement of the (dis)charge current can be synchronised with the impedance measurements. The crosstalk phenomenon, however, is deterministic and, hence, the model can be extended to include the crosstalk terms, which allows the estimator to compensate for crosstalk interference. Now, the impedance model \( \hat{Z}_m \):
of the perceived cell impedance $Z_{mn}$ of cell $m$ is given by

$$\hat{Z}_m(f, T, \text{SoC}) = \sum_{n=1}^{N} \frac{Z_{mn}(f, T, \text{SoC})}{I_n(f, r)} I_n(f, r)$$

(12a)

by averaging several measured impedances as

$$\hat{Z}_{mn}(f, T, \text{SoC}) = \frac{1}{L} \sum_{i=1}^{L} Z_{mn}(f, T, \text{SoC}) + v_i,$$

(12b)

$$\hat{Z}_{mn}(f, r) = \frac{1}{L} \sum_{i=1}^{L} Z_{mn}(f, r) I_n(f, r) + v_i,$$  \hspace{0.5cm} n \neq m, \hspace{0.5cm} (12c)

where $L \in \mathbb{N}$ is the number of measurements taken for each combination of grid points $f$, $T$, and SoC, and, as mentioned previously, no compensation for $D(f)$ will be applied and, therefore, it is not considered when constructing $\hat{Z}_m$ in (12a). We can model the battery impedance (ie, the diagonal entries in $Z$ in (6)) by taking $D(f) = 0$ and $I_n(f) = 0$ for all $n \neq m$ and subsequently measure the crosstalk interference (ie, the off-diagonal entries in $Z$ in (6)), while still taking $D(f) = 0$, ie, not (dis)charging the battery. Although the cells in the pack are matched, the measured impedance of the battery cells can vary, eg, because of slight differences in the mounting or wiring of the measurement equipment. Therefore, an impedance model of every cell $m$ should be constructed, in order to prevent modelling errors from affecting the temperature estimation. Note that, based on the results in Section 3, we use that $Z_{mn}$ only depends on frequency for $n \neq m$. Recall that the model $\hat{Z}_m(f, T, \text{SoC})$ is defined as a lookup table at the selected grid points. Using interpolation to obtain values in between grid points, the model in (12) can be considered as $Z_m(f, T, \text{SoC})$ (ie, a lookup-table model with built-in interpolation function).

The modelled impedance $\hat{Z}_m$ from (12) and the measured battery impedance, which is of the form of (11) with additive measurement noise, ie, $Z_m^{\text{meas}} = Z_m(f, T, \text{SoC}) + \nu$, are now substituted into the nonlinear least-squares estimator of (4) to estimate the temperature of each cell in the pack. It should be noted that the model in (12) illustrates the fundamental difference between impedance-based temperature estimation at a single-cell level or in a battery pack. Namely, for temperature estimation in a single-cell application, one can construct a lookup table that directly reads the impedance model $\hat{Z}_m$ as constructed with (3), whereas temperature estimation for a battery pack involves constructing $\hat{Z}_m$ using (12) with a lookup table that reads all elements $Z_{mn}$ of the frequency-response matrix given in (6). Also note that, although we based the model in (12) on $D(f) = 0$, $D(f)$ will be included in the accuracy analysis as a zero-mean random Gaussian variable in $Z_m^{\text{meas}}$ in order to evaluate the performance of the estimator in presence of (dis)charge currents.

6 | ACCURACY ANALYSIS

In this section, Monte Carlo simulations are performed in order to analyse the accuracy of the extended method for temperature estimation in terms of the MSE, for different settings of $f$ and $\alpha$. The analysis is performed for a range of possible battery temperatures and SoC values under different conditions, such as the presence of crosstalk and (dis)charge-current disturbances. The analysis can then be used to arrive at a set of values for $f$ and $\alpha$, which yield the most accurate temperature estimate $\hat{T}$.

6.1 | Setup of the analysis

The experiments are conducted on the setup in Figure 2A, which consists of $N = 2$ cells and corresponds to the frequency-response matrix from (6), given by

$$Z(f, T, \text{SoC}) = \begin{bmatrix} Z_{11}(f, T, \text{SoC}) & Z_{12}(f) \\ Z_{21}(f) & Z_{22}(f, T, \text{SoC}) \end{bmatrix}.$$  \hspace{0.5cm} (13)

The impedance models $\hat{Z}_{mn}$ and $\hat{Z}_{mn}$ of the elements $Z_{mn}$ and $Z_{mn}$ of (13) can be obtained through (12) for

**TABLE 2** Settings for $\hat{Z}_m$ and $Z_m^{\text{meas}}$ in Monte Carlo simulations at SoC = 60%

<table>
<thead>
<tr>
<th>Case A</th>
<th>Case B</th>
<th>Case C</th>
<th>Case D</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{Z}_m$</td>
<td>$I_m \neq 0$</td>
<td>$I_m \neq 0$</td>
<td>$I_m \neq 0$</td>
</tr>
<tr>
<td>$I_n = 0$</td>
<td>$I_n = 0$</td>
<td>$I_n = 0$</td>
<td>$I_n = 0$</td>
</tr>
<tr>
<td>$Z_m^{\text{meas}}$</td>
<td>$I_n \neq 0$</td>
<td>$I_m \neq 0$</td>
<td>$I_m \neq 0$</td>
</tr>
<tr>
<td>$I_n = 0$</td>
<td>$I_n = 0$</td>
<td>$I_n = 0$</td>
<td>$I_n = 0$</td>
</tr>
<tr>
<td>$D(f) = 0$</td>
<td>$D(f) = 0$</td>
<td>$D(f) \neq 0$</td>
<td>$D(f) \neq 0$</td>
</tr>
</tbody>
</table>

Abbreviation: SoC, state-of-charge.
$N = 2$, using the measurement settings in Table 1 for $f$, $T$ and SoC. For the purpose of this modelling procedure, the number of measurements for a certain operating point in $f$, $T$ and SoC is taken to be $L = 64$. The number of EIS measurements $L$ that can be taken at each temperature is limited by the rate of discharge of the battery that occurs during the impedance measurements (as the measurement current of the impedance measurements has a nonzero DC component). Therefore, $L = 64$ is assumed to be sufficiently large to average out measurement noise $\nu$, yet small enough to not affect the SoC of the batteries significantly. For the accuracy analysis, the approach is the same as for the Monte Carlo analysis in our previous work.\(^7\) Recall that, for the analysis and validation, the two-cell battery pack is used since the aim of this study is to develop a solid proof of concept for developing the method of impedance-based temperature estimation towards its application in battery packs. The extension to larger battery packs can be seen as an important next step in the development of the method.

The accuracy analysis consists of four cases, where

A. Neither crosstalk nor (dis)charge currents are present in the temperature estimation.
B. Crosstalk is present but not accommodated for in the temperature estimation.
C. (Dis)Charge currents are present, but not accommodated for, and crosstalk is not present.
D. Both crosstalk and (dis)charge currents are present, and crosstalk is accommodated for in the temperature estimation.

Recall that the case where both crosstalk and (dis)charge current are present and both accommodated for in the temperature estimation is not considered, since the (dis)charge current cannot be measured synchronously with the battery impedance using the SCS. For each case, different combinations of measurement conditions (ie, $Z_{m}^{\text{meas}}$) and models (ie, $\hat{Z}_m$) are considered, which are defined by the settings in Table 2. The model $\hat{Z}_m$ for each case is now constructed using the settings in Table 2 and the modelled elements of $Z$ in (13), ie, the impedance models $\hat{Z}_{mn}$ and $\hat{Z}_{mn}$ in (12b) and (12c), respectively. For example, in case A, where we simulate impedance-based temperature estimation without crosstalk interference or (dis)charge currents (ie, as presented in our previous study\(^7\)), Table 2 reads that the modelled impedances for $N = 2$ cells, ie, $\hat{Z}_m$ with $m = \{1, 2\}$, are constructed with $I_s(f) = 0$ for $\hat{Z}_1$ and $I_s(f) = 0$ for $\hat{Z}_2$. In other words, $\hat{Z}_1$ and $\hat{Z}_2$ are the single-cell impedance models as used in our previous study\(^7\) (which is also true for cases B and C). For each case, this results in a model $\hat{Z}_m$, which comprises a three-dimensional lookup table of the impedance of each cell with a temperature-frequency-SoC grid. A finer temperature-frequency-SoC grid is further obtained by cubic spline interpolation. Similarly, the measured impedances $Z_m^{\text{meas}}$ are obtained with the settings from Table 2. As mentioned previously, the influence of (dis)charge current $D(f)$ can also be evaluated by modelling $D(f)$ in a stochastic manner; see Section 4.2. For cases A and B, however, $D(f)$ is not considered, and therefore, $D(f) = 0$ in Table 2.

On the basis of the model $\hat{Z}$ of the impedance $Z$ in (13), and using the estimator in (4), Monte Carlo simulations (see, eg, Rubinstein and Kroese\(^34\)) have been performed to evaluate the estimation accuracy using measurement noise $\nu$ with a SD $\sigma$ that depends on frequency and is obtained from measurement data; see Figure 2B. For the simulations, SoC $= 60\%$ is chosen and thus used as a set-point in the impedance model $\hat{Z}_m$ in (12). However, even if a different SoC is chosen, the analysis method would remain the same. The input distribution of measured impedance values for the Monte Carlo simulations (ie, $Z_m^{\text{meas}}$ for evaluation in (4)) is generated by taking the sum of the modelled impedance $\hat{Z}_m$ and a distribution of the measurement noise $\nu$. Similar to the methodology used in our previous work,\(^7\) the number of Monte Carlo simulations is selected as $N_{MC} = 10^4$. This ensures a confidence bound of greater than or equal to 95% of all estimates being within $\pm 0.2^\circ\text{C}$.\(^{29}\) For more details on the Monte Carlo simulations, see Beelen et al.\(^7\) Note that the analysis in this section is performed for only one of the cells in the two-cell battery pack. Because of symmetry, the results of the estimation method would be similar (yet not the same because of small differences in the battery impedance) for the other cell and is therefore not repeated in the following analysis. Also, recall that the influence of crosstalk and (dis)charge current on the temperature estimation is analysed using the models of these disturbances as presented in Sections 3 and 4, respectively. For the experimental validation with the two-cell battery pack in Section 7, the synthesised estimation method (with the $f$ and $\alpha$ found in this analysis) will be subject to actual crosstalk and (dis)charge current. Finally, a temperature range from $-10^\circ\text{C}$ to $40^\circ\text{C}$ will be used for both the analysis in this section as well as the validation in Section 7. This range has been chosen so as to ensure a safe test environment for providing a proof of concept for the proposed method of impedance-based temperature estimation in battery packs. Moreover, this temperature range is a reasonable assumption for the battery temperatures encountered during (normal) operation of the battery cell and has been used in a number of other studies as well.\(^7,12,16\) Nevertheless, for future research and validation, the temperature range can be extended as the principle of impedance-based temperature estimation...
estimation has been shown to be valid for a wider range of temperatures.\cite{8,9,15}

### 6.2 Temperature estimation without crosstalk

In the case of temperature estimation in the absence of crosstalk and (dis)charge currents, the simulation settings used for generating the models and the measurements are described in Table 2, case A. The resulting MSEs over a range of $f$, $\alpha$, and $T$ are shown in the first column of plots in Figure 7 and are in agreement with the results found in our previous study\cite{7}, although the analysis in this case is performed on a different cell type. It can be seen that the MSE increases towards higher frequencies. Moreover, this effect becomes more pronounced at higher temperatures. This indicates that the sensitivity of the battery impedance with respect to temperature decreases towards higher temperatures and higher frequencies. This effect has also been observed in our previous study\cite{7} and corresponds to the fact that low frequencies for impedance-based temperature estimation are preferable.\cite{11,12,15} In terms of settings for $f$ and $\alpha$, the results of case A indicate

---

**FIGURE 7** Mean-square estimation error (MSE) at different temperatures (in ascending order from top to bottom) and SoC = 60% as a function of $f$ and $\alpha$ for case A (first column), case B (second column), case C (third column), and case D (fourth column). The colour in each plot corresponds to the colour bar representing MSE expressed in $\text{C}^2$. SoC, state-of-charge [Colour figure can be viewed at wileyonlinelibrary.com]
that there is a relatively large range of values for $f$ and $\alpha$ that yield similar performance in terms of the MSE of temperature estimation.

### 6.3 Temperature estimation with crosstalk

For case B, the analysis from the previous case, where no crosstalk was present, is repeated with the same impedance models $Z_1$ and $Z_2$. However, the measured impedances $Z_1^{\text{meas}}$ and $Z_2^{\text{meas}}$ are now obtained with both $I_1(f) \neq 0$, $I_2(f) \neq 0$, and $D(f) = 0$ as denoted in Table 2, case B. In other words, the impedance measurements are disturbed by crosstalk. However, since $Z_1$ and $Z_2$ are the same as for case A, this interference is not taken into account in the temperature estimation. In other words, no compensation for the crosstalk interference is applied. The resulting MSE plots are shown in the second column of plots in Figure 7. As expected, the MSE increases with higher frequencies since the crosstalk becomes more dominant at higher frequencies as shown by Raijmakers et al. For the selection of $f$ and $\alpha$, these results imply that we are forced to choose a lower $f$ such that the crosstalk interference (if not compensated for) has limited (or no) effect on the temperature estimation.

### 6.4 Temperature estimation with (dis)charge currents

Up to this point, we have seen that low frequencies are preferably used for temperature estimation. In practice, however, dynamic (dis)charge currents will be present in, eg, automotive applications. We will now investigate how this phenomenon will affect the temperature estimation. The first case (ie, case A without crosstalk) is now repeated, but the (dis)charge current $D(f) \neq 0$ and $D(f)$ is used in $Z_m^{\text{meas}}$ as stochastically defined in Section 4.2 (ie, a disturbing (dis)charge current is added to the simulation). Note that the phase shift between the measured voltage and the (dis)charge current varies; therefore, no phase information can be extracted from the frequency spectrum of the (dis)charge current. Hence, for $D(f)$, the phase is obtained from a set of normally distributed pseudo-random numbers. The resulting MSE plots are shown in the third column of plots in Figure 7. It can be observed that the MSE is larger for lower frequencies, since also the amplitude of the (dis)charge current is larger at lower frequencies as shown in Figure 6B (ie, the (dis)charge current affects the temperature estimation). It can also be observed that the MSE is larger for $\alpha$ closer to 1. This indicates that the (dis)charge currents have a larger influence on the real part of the impedance, which has also been found by Koch and Jossen. In conclusion, this analysis indicates that, in case of (dis)charge currents, higher frequencies should be chosen to obtain the most accurate temperature estimate.

### 6.5 Compensating for crosstalk

In this case, the Monte Carlo simulations are performed by including both crosstalk interference and (dis)charge currents. This means that $Z_1^{\text{meas}}$ and $Z_2^{\text{meas}}$ are measured with both $I_2(f) \neq 0$, $I_1(f) \neq 0$, respectively, and $D(f) \neq 0$ as denoted in Table 2. This means that both crosstalk and (dis)charge currents interfere with the impedance measurements and thus affect the impedance-based temperature estimation. Since crosstalk mainly affects the high-frequency region (see case B) and (dis)charge currents affect the low-frequency region (see case C), this suggests that it may not be possible to find suitable settings for $f$ and $\alpha$ if the frequency ranges in which these disturbances affect the temperature estimation overlap. Unfortunately, these frequency ranges do indeed (slightly) overlap as can be seen from (visually) comparing the dark red areas of cases B and C in Figure 7 (see Section 6.6 for more details). Fortunately, it is possible to compensate for the effect of the crosstalk interference by using the crosstalk model as introduced in Section 3. Therefore, in contradiction to the previous cases, crosstalk models are also included when constructing $\tilde{Z}_1$ and $\tilde{Z}_2$ in (12), ie, the terms $\tilde{Z}_{mn}$ in (12) are no longer zero. The resulting MSE plots are shown in the fourth column of plots in Figure 7. Since the crosstalk is captured by the models, the MSE plots are similar to the case where crosstalk is absent, but with the added disturbance of (dis)charge currents (ie, case C), which causes the MSE to be larger at low frequencies.

### 6.6 Selection of $f$ and $\alpha$

The plots in Figure 7 can be used to find the parameters $f$ and $\alpha$ that yield the smallest MSE for temperature estimation in certain conditions. The plots show that, generally, for all four cases, the MSE is larger at high temperatures compared with that in lower temperatures. This is in agreement with the fact that the sensitivity of the battery impedance decreases towards higher temperatures. Therefore, we can use the MSE at $T = 40^\circ\text{C}$ (ie, Figure 7M-P) for selecting $f$ and $\alpha$ for each case, since it gives the worst-case MSE. For example, consider the case where there is no crosstalk and where no (dis)charge currents are injected in Figure 7M. The smallest MSE is found around $f = [100, 300]$ Hz and $\alpha = .5$, which is also
a favourable setting for lower temperatures, ie, Figure 7A, E, I. There results for a similar analysis for the other cases can be found in Table 3, which shows that $\alpha = .5$ provides the best results in all four cases. Alternatively, for all four cases, the MSE can be depicted as a function of frequency $f$, while taking $\alpha = .5$. This is depicted in Figure 8 and also allows the selection of a frequency $f$ that results in the smallest MSE for each case.

Moreover, Figure 8 gives an interesting insight in how the choice of measurement frequency $f$ is affected by the type of measurement case that is considered. Namely, in the absence of (dis)charge currents (ie, cases A and B), selecting a relatively low $f$ in the range of $f = [100, 300]$ Hz results in the smallest MSE, where it should be noted that for very low $f$, the MSE increases again because of the measurement noise of the SCS as depicted in Figure 2B. However, in the presence of (dis)charge currents (ie, cases C and D), the preferred $f$ is pushed towards higher frequencies, because of the fact that the amplitude of the PSD in Figure 6B is larger for lower frequencies. More precisely, since there is no compensation for the (dis)charge current in this work and the disturbance caused by the (dis)charge current is more pronounced for relatively low frequencies, a higher frequency should be chosen so as to achieve a smaller MSE for the temperature estimation.

Note that there is no difference between cases C and D in this reasoning since in case C, crosstalk is not present, while in case D, crosstalk is present but compensated for in the temperature estimation. Also, the preferred $f$ is influenced by the low sensitivity of the battery impedance with respect to temperature at higher frequencies and by crosstalk, if it is not compensated for as shown in case B.

It is important to note that crosstalk compensation is indeed necessary in this particular case (ie, with this type of battery cell, this particular experimental setup, and the selected (dis)charge current profile). Namely, since low measurement frequencies are affected by the (dis)charge currents and high measurement frequencies are affected by crosstalk interference, one might argue that there could be a (mid-range) frequency band in between both disturbances that is not affected and thus suitable for impedance-based temperature estimation without crosstalk compensation. However, comparing cases B and C in Figure 8 gives the following interesting insight. Following the line for case C (which is difficult to see as it is underneath the purple line of case D for lower frequencies), starting at approximately 400 Hz, it can be seen that from a certain frequency onwards (approximately 600 Hz), the (dis)charge current does not affect the MSE compared with the base case with no disturbances, ie, case A. However, at that same frequency, the crosstalk (ie, the red line) starts to have an effect on the MSE (and this effect becomes stronger for higher frequencies). In other words, in this case, crosstalk compensation is indeed necessary to arrive at the optimal MSE in the presence of both disturbances.

In conclusion, when both crosstalk and (dis)charge-current interference are present, a trade-off is found in selecting $f$ as depicted in Figure 8, case D (purple line). Therefore, Table 3 shows the optimal design parameters. For cases A and B, the frequency $f = 133$ Hz (from the range $f = [100, 300]$ Hz) is chosen, and for cases C and D, $f = 630$ Hz is selected. Note that this analysis and the conclusions drawn here are specific to this particular cell, the pack arrangement, and measurement device used in this paper. Nevertheless, the analysis framework used in this paper is general and can be applied to other types of

### Table 3

<table>
<thead>
<tr>
<th>Analysis Case</th>
<th>$f$, Hz</th>
<th>$\alpha$</th>
<th>avg. MSE, °C²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A. Without crosstalk</td>
<td>133</td>
<td>0.5</td>
<td>1.1</td>
</tr>
<tr>
<td>Case B. With crosstalk</td>
<td>133</td>
<td>0.5</td>
<td>1.1</td>
</tr>
<tr>
<td>Case C. With (dis)charge currents</td>
<td>630</td>
<td>0.5</td>
<td>2.3</td>
</tr>
<tr>
<td>Case D. With crosstalk compensated</td>
<td>630</td>
<td>0.5</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Abbreviation: MSE, mean-square estimation error.
and no comparison with other methods is included. To the best of the knowledge of the authors, there have not yet been any studies that have investigated the applicability of impedance-based temperature estimation to battery packs since the existing literature focuses predominantly on impedance-based temperature estimation for single battery cells, typically under laboratory conditions. Therefore, a comparison is simply not possible. For a comparison of the existing techniques for impedance-based temperature estimation at the single-cell level, the reader is referred to Beelen et al.7

In Figure 9, the (sample estimates of the) bias, SD, and MSE of the estimated temperature $\hat{T}$ are depicted for each case. For comparison, the simulation results (obtained by the Monte Carlo simulations) of the analysis in Section 6 are also depicted for the selected $f$ and $\alpha$. The (average) MSE, resulting from the combination of bias and SD as shown in (8), is denoted in Table 3.

### 7.1 Temperature estimation without crosstalk

The measurements for the case where no crosstalk is present, together with the models $\hat{Z}_1$ and $\hat{Z}_2$, as mentioned in Section 6, and the selected $\alpha$ have been substituted into (4). The results for bias and SD of the estimation are shown in Figure 9A. The corresponding MSE as defined in (8) is depicted in Figure 9E. The average of the MSE...
over all temperatures can be found in Table 3. Overall, both bias and SD are in agreement with the results from the analysis in Section 6 and subsequently, also the MSE of the validation is in agreement with the simulation. These validation results indicate that, in this case, the temperature can be estimated with an accuracy of ±1°C as shown in Figure 9A. The difference between simulations and measurements for both bias and SD may be caused by modelling inaccuracies or a mismatch in SoC in either the modelling procedure or the validation measurements or both.

7.2 Temperature estimation with crosstalk

The results for the case where crosstalk is present, but not compensated for in the estimation, can be found in Figure 9B,F and Table 3. Since the selected frequency \( f \) is low, the influence of crosstalk on \( T \) estimation is not dominant. The results are found to be in agreement with the analysis and similar to case A, the temperature can be estimated with an accuracy of ±1°C as shown in Figure 9B. Note that differences between simulation and measurement may be due to similar influences as mentioned with case A.

7.3 Temperature estimation with (dis)charge currents

As mentioned in Section 6, the impedance measurements for case C charge currents, ie, \( D(f) \neq 0 \). As denoted in Table 3, a higher frequency, \( f = 630 \text{ Hz} \), is used. The results in Figure 9C show that the validation is in relatively good agreement with the simulation. However, in terms of bias, the deviation between simulation and validation is larger for higher battery temperatures. Moreover, the SD in the validation is also slightly larger than the SD in simulation. Subsequently, this results in a larger MSE in the validation compared with the simulation as shown in Table 3 and Figure 9G. The difference in SD between simulations and measurements, and thus the difference in MSE, could be explained by the fact that the true (dis)charge current is not fully captured by the model for the (dis)charge current in the simulation. Moreover, in the (dis)charge-current model, we only consider the effect of the (dis)charge current on the EIS measurement, ie, the measurement artefact. The effect on the electrochemical equilibrium of the battery and thus the effect on the impedance itself are not considered. However, considering the correction for this effect as shown by Zhu et al\(^{12}\) can be an interesting extension to this work. Overall, the experimental validation of case C shows that the temperature can be estimated with an accuracy of ±1.3°C in the presence of (dis)charge currents.

7.4 Compensating for crosstalk

For this set of measurements, both (dis)charge currents and crosstalk are present. As mentioned in Section 6, the extended models for \( Z_1 \) and \( Z_2 \) (which incorporate crosstalk) have been used for solving \( \epsilon \). The results of the estimation are shown in Figure 9D,H. Overall, bias and SD follow the trend observed in the analysis. Similar to case C, in terms of bias and SD, a deviation is observed between simulation and validation. Therefore, the MSE in Table 3 and Figure 9H of the validation is larger than the MSE in the simulation. The differences between simulation and validation for this case may be due to similar influences as discussed for case C. The results of the experimental validation of this case show that, even when both disturbances are present, the temperature can still be estimated with relatively good accuracy of ±1°C.

7.5 Discussion

The results of temperature estimation in Figure 9 show that the proposed methods in Table 3, defined by means of finding the smallest MSE in Figure 7, do not necessarily minimise both bias and variance. However, even in the presence of crosstalk interference and (dis)charge currents (ie, case D), the proposed estimation method yields a bias within ±1°C, as shown in Figure 9D. To further improve the method, it is necessary to compensate for the disturbances caused by (dis)charge currents. This would require synchronising the pack-current measurements with the impedance measurements, which is not possible with the experimental setup used in this paper. Still, in theory, this synchronisation could reduce the large MSE seen at lower frequencies in Figure 7 (cases C and D) and would allow the selection of a lower frequency \( f \). This would result in a smaller MSE for the temperature estimation because of the higher sensitivity of the impedance with respect to temperature at lower frequencies. Also, improvements in modelling accuracy, eg, considering the model artefact caused by the (dis)charge current (see Section 4), could help to improve the accuracy of the temperature estimation.

Although temperature estimation in case of an unknown SoC can be relatively accurate,\(^7\) it should be noted that the battery SoC is assumed to be known in this paper. However, the SoC is generally not known but estimated by the BMS using model-based estimation algorithms.\(^{35,36}\) This
will most likely introduce uncertainty on the temperature estimate, and, therefore, it is important to employ a relatively accurate SoC estimation method.\footnote{Another aspect that needs to be considered for further research is the performance of the estimation method in the presence of temperature gradients across the battery pack\cite{38,39} as well as battery ageing.\footnote{In particular, if the effect of ageing is not included in the impedance model, the optimal choice for $\alpha$ may not be $\alpha = .5$ as selected in this paper. This has been shown by Beelen,\cite{26}, chapter 7 where ageing did occur and predominantly affected the real part of the battery impedance. Therefore, a different value for $\alpha$, ie, $\alpha = 0$, has been selected in this study in order to achieve satisfactory accuracy of the temperature estimation in the presence of ageing. Alternatively, ageing may also predominantly be present at lower frequencies, affecting the real and imaginary part of the impedance.\footnote{This may lead to a different choice in excitation frequency, ie, avoiding frequencies at which the impedance may be influenced by the ageing phenomenon. A more interesting approach would be to incorporate a model of the ageing phenomenon in the impedance model so as to include the effect of ageing in the estimation method. Consequently, the selection of $\alpha$ and $f$ will not be based on avoiding the influence of the ageing phenomenon (since it has been captured in the model), allowing for a selection of $\alpha$ and $f$ that yield more accurate temperature estimates (eg, selecting low frequencies and $\alpha = .5$).} Also, it has been shown that crosstalk neither depends on temperature nor on SoC. Also, it has been shown that (dis)charge currents can be modelled using a deterministic as well as a stochastic approach, where the deterministic approach should be used if the (dis)charge current can be measured synchronously with the impedance measurement. This was not possible with the experimental setup is this paper, prompting the use of the stochastic approach.}

Finally, the impedance-based temperature estimation method has been validated experimentally on a two-cell battery pack in this paper to show a proof of concept of the extended method: the disturbance caused by (dis)charge currents and crosstalk interference between cells. To address these challenges, firstly, we have extended an existing framework for temperature estimation by including the aforementioned disturbances by modelling these artefacts. As an extension to an existing study,\footnote{It has been shown that crosstalk neither depends on temperature nor on SoC. Also, it has been shown that (dis)charge currents can be modelled using a deterministic as well as a stochastic approach, where the deterministic approach should be used if the (dis)charge current can be measured synchronously with the impedance measurement. This was not possible with the experimental setup is this paper, prompting the use of the stochastic approach.} it has been shown that crosstalk neither depends on temperature nor on SoC. Also, it has been shown that (dis)charge currents can be modelled using a deterministic as well as a stochastic approach, where the deterministic approach should be used if the (dis)charge current can be measured synchronously with the impedance measurement. This was not possible with the experimental setup is this paper, prompting the use of the stochastic approach.}

Second, we used this extended temperature estimation framework to design an optimal (in the mean-square-error sense) temperature estimation method by analysing the effect of the disturbances on the temperature estimation in combination with the choice of the excitation frequency. Subsequently, using this analysis, an optimal estimation method has been synthesised. Although the battery impedance is most sensitive to temperature at low frequencies, we arrived at a trade-off where a higher frequency is selected, which is less sensitive to temperature, but where the disturbances caused by (dis)charge currents are avoided. Overall, this yields the best accurate temperature estimate. We have found that, even in the presence of both (dis)charge currents and crosstalk interference, the optimal parameters yield good results in terms of an MSE and provide an accuracy of $\pm 1^\circ C$ for the temperature estimation. Therefore, on the basis of the experimental results with the two-cell battery pack used in this paper, applicability of impedance-based temperate estimation to real applications with full-size battery packs has come one step closer. Still, further improvements such as (dis)charge current synchronisation or crosstalk mitigation through alternate pack arrangements should be investigated, as well as the application of the method to a full-size battery pack and an extensive validation under a wider range of circumstances and possible applications.
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The assumption that

In the presence of (dis)charge currents, the induced voltage depends not only on the measurement current of the SCS but also on the (dis)charge current . If is known exactly, the impedance of cell can be obtained through \( Z_n(f) = \frac{V_n(f)}{I_n(f)+D(f)} \).

The assumption that is zero-mean is based on the fact that we assume that the current-voltage relation of the battery is linear, which means that the DC-component of (not to be confused with the DC-component of the stimulus for impedance measurements), which corresponds to \( f = 0 \) of the Fourier transform signal , will not influence the EIS measurement at the typical frequencies under consideration. Since the current-voltage relation is generally nonlinear, the DC-component of could influence the EIS measurements. How to deal with this during EIS measurements is still an open and important topic for further research. However, in case of a large battery pack, for example, for an electric vehicle, the DC-component of is relatively small with respect to the battery capacity and in that case, as shown by Raijmakers et al., impedance-based temperature estimation can still be applied. Therefore, we assume to be zero-mean.
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