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Abstract

Antiferromagnets (AFMs) have for the past 60 years played a passive role in spintronic applications for their ability to "pin" the orientation of an adjacent ferromagnet (FM). Fascinating intrinsic properties of AFMs such as spin dynamics at the THz timescale and insensitivity to perturbation by external magnetic fields have driven the research field of antiferromagnetic spintronics in recent years, pushing for the use of active AFM elements in applications like faster and denser magnetic memory, and THz radiation emitters. Furthermore, antiferromagnetic insulators (AFMIs) have potential for energy efficient magnonic spin transport; contrary to spin currents carried by itinerant electrons where Joule heating causes significant losses.

In this thesis, sputter deposited ultrathin films of the AFMI NiO implemented in magnetic multilayer stacks are investigated. The purpose was to facilitate two optical experiments: investigation of the dynamic response of thin films of NiO to optical spin currents caused by demagnetization of a nearby FM layer, as well as testing the use of NiO films as a spin current transmitter. Said goals were approached from both a numerical point of view, and an experimental point of view. These experiments pave the way for combining the favourable properties of AFMs with the flexibility and tunability of magnetic thin films.

By combining a diffusive spin transport model and a description of the spin dynamics of the AFM NiO, the response of the AFM to a short (ps) spin current pulse was studied. It was found that for realistic material parameters, the induced magnetization from the spin current pulse is about 1% of the antiparallel sublattice magnetization, which corresponds to a Faraday rotation of 1-0.1 µrad. This value depends (among other things) on interface quality and the damping in the AFM, however the found value suggests that this transient magnetization can be measured using optical techniques.

Two stacks combining ultrathin films of AFM(I)s, FMs and non-magnetic metals (NMs) have been designed and characterized for the optical spin current experiments: an FM/N-M/AFMI stack was used to investigate the presence of a transient spin-current-induced magnetization in NiO. In the other experiment an FM/AFMI/FM multilayer was intended to perform the magnonic spin transport experiments. Several experimental techniques have been employed to characterize these complex stacks, confirming the required magnetic and structural properties of the deposited films.

Pump-probe experiments were used to investigate the response of the two stacks to laser-induced ultrafast demagnetization of the FM layer. No transient magnetization was detected at the NiO, even though demagnetization of the FM was measured. It is hypothesised that the estimation of the spin current induced magnetization from the (ideal) model is too optimistic and that e.g. pinning at domain walls in the AFM leads to additional attenuation of the induced magnetization, potentially bringing the associated signal below the noise floor of our setup. Finally, transmission measurements were performed on stacks where the required anisotropy did not manifest in the FM multilayer and which should thus not show any temporal response related to demagnetization. A clear transient signal of non-magnetic origin was still observed, which was hypothesised to be a transient reflectance effect.

Despite the fact that plenty of challenges remain with regards to improvement of the model, the stack growth, and understanding of the optical experiments; this thesis still provides a firm jumping board towards the implementation of sputtered films of NiO (and potentially other AFMIs) in magnetic multilayer stacks by providing a model description, and by acquiring important information regarding characterization and growth of these materials.
**List of Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFM</td>
<td>Antiferromagnet</td>
</tr>
<tr>
<td>AFMI</td>
<td>Antiferromagnetic Insulator</td>
</tr>
<tr>
<td>CWP</td>
<td>Clockwise Polarization</td>
</tr>
<tr>
<td>CCWP</td>
<td>Counterclockwise polarisation</td>
</tr>
<tr>
<td>DOS</td>
<td>Density Of States</td>
</tr>
<tr>
<td>FM</td>
<td>Ferromagnet</td>
</tr>
<tr>
<td>GK</td>
<td>Goodenough-Kanamori</td>
</tr>
<tr>
<td>IP</td>
<td>In Plane</td>
</tr>
<tr>
<td>ISHE</td>
<td>Inverse Spin Hall Effect</td>
</tr>
<tr>
<td>LEED</td>
<td>Low-Energy Electron Diffraction</td>
</tr>
<tr>
<td>MOKE</td>
<td>Magneto-Optical Kerr effect</td>
</tr>
<tr>
<td>NM</td>
<td>Non-magnetic Metal</td>
</tr>
<tr>
<td>OOP</td>
<td>Out Of Plane</td>
</tr>
<tr>
<td>RT</td>
<td>Room Temperature</td>
</tr>
<tr>
<td>SQUID</td>
<td>Superconducting Quantum Interference Device</td>
</tr>
<tr>
<td>TRFE</td>
<td>Time-Resolved Faraday Effect</td>
</tr>
<tr>
<td>UHV</td>
<td>Ultra High Vacuum</td>
</tr>
<tr>
<td>VSM</td>
<td>Vibrating Sample Magnetometry</td>
</tr>
<tr>
<td>XPS</td>
<td>X-ray Photoelectron Spectroscopy</td>
</tr>
<tr>
<td>XRD</td>
<td>X-ray Diffraction</td>
</tr>
<tr>
<td>YIG</td>
<td>Yttrium Iron Garnet</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Back in 1970, French physicist Louis Néel was co-awarded the Nobel prize in physics by the Royal Swedish Academy of Science [1]. In his Nobel lecture, the laureate posed the oft-quoted remark: “They [antiferromagnets] are extremely interesting from the theoretical viewpoint, but do not seem to have any applications [2].” Back in the day, this statement would raise few eyebrows. Most of the experimental work on these type of magnetic materials was comprised of characterization studies [3–9] and focused little on the potential applications. With the advent of magnetic memory storage, this status of “interesting, but useless” started to change; to this date antiferromagnetic materials play a pivotal, but essentially passive role in these sort of devices, where the state of ferromagnetic materials is used to record information [10].

1.1 Why bother with antiferromagnets?

However in the re-emergence of the research field of antiferromagnetic spintronics over the last 5-10 years [12–15], distinct efforts have been made to use antiferromagnets (AFMs) – materials where the magnetic moments in the material are aligned in antiparallel fashion and therefore show neither stray fields nor a net magnetization – as active elements in devices. Therefore, the first question should be why AFMs are subject to intensive research in the first place. It is convenient to introduce the favourable properties of AFMs based on a real application prospect: antiferromagnetic data storage.

Similar to ferromagnets (FMs), AFMs can also be used to encode information. Figure 1.1a and 1.1b show the way magnetic bits can be used to encode information for FMs and AFMs respectively. As shown in figure 1.1a, the logical “1” and ”0” in FMs are defined by the magnetization direction denoted by the single arrow. This same magnetization however also poses a challenge to FM memory devices in the form of their stray fields, as shown by the dotted lines in the same figure. When the bit size and spacing become too small, inter-bit interference due to these stray fields will lead to a decrease in stability of the memory, putting an inherent limit on the bit packing density.

This immediately shows one advantage of AFM-based memory like the one presented in figure 1.1b. Due to their antiparallel magnetic ordering and associated lack of stray fields, inter-bit interference does not limit the packing density and hence denser memories can potentially be created. Also, the lack of a net magnetization implies an insensitivity to perturbation by external magnetic fields, adding to the stability of the stored information. Finally, the antiferromagnetic coupling between the spins in AFMs leads to spin dynamics in the THz
CHAPTER 1. INTRODUCTION

regime, compared to anisotropy driven GHz dynamics observed in FMs [16–18]. This also leads to potentially faster switching of the magnetic state [19,20].

These appealing intrinsic properties of AFMs are an important part of the motivation for contemporary research into this class of materials. Another important argument for investigating AFMs here is the flexibility in material choice, as antiferromagnetism is a much more common type of magnetic ordering than ferromagnetism [14].

Although this all sounds highly interesting – near insensitivity to applied fields, THz-frequency dynamics, no bit cross-talking, – the same antiparallel alignment in AFMs is also the reason that the applicability of AFMs in technology has been limited thus far. The insensitivity to external fields makes control of the magnetic state in these materials difficult. Furthermore, typical detection methods used within the field of spintronics to characterize the magnetic state of an FM, such as the magneto-optical Kerr effect (MOKE), rely (naively put) on parallel alignment of spins in the material. Other, more elaborate methods are therefore required (e.g. Second harmonic generation [21], X-ray magnetic linear dichroism [22]), which slow down integration of active antiferromagnetic elements in applications; hence visualization of antiferromagnetic order is a lively field of research in order to overcome this challenge [12,15].

1.2 Magnonic spin currents

Despite the fact that many challenges still remain, serious progress has also already been made. One of these areas of progress relates to the spin transport in these materials. Typically, spin currents are carried by spin polarized electrons. If spin currents can be transferred without the need for an electrical current however, this can significantly reduce loss from Joule heating associated with electrons moving through a material. Collective excitations of the antiferromagnetic spins in antiferromagnetic insulators (AFMIs), known as spin waves or magnons, can do exactly that. Spin information can be transported with these spin waves without the need for moving electrons; furthermore, when good control over these spin waves can be achieved, logic operations can be performed by making use of the wave character of

Figure 1.1: Schematic representation of a): ferromagnetic memory, where some of the field lines of the magnetic bits are shown to illustrate inter-bit cross-talking. b): antiferromagnetic memory, where the lack of stray fields allows closer packing while still maintaining stable memory storage. Image based on figure 1 from [11].
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Figure 1.2: a): Schematic representation of the experiment performed by Wang et al. [24]. A spin current $I_{\text{spin}}$ is excited in the YIG layer which is detected in the Pt layer. The measured spin current is compared for stacks with and without a 1 nm NiO buffer layer. Surprisingly, in the latter case $I_{\text{spin}}$ injected into the Pt has increased. b): Schematic representation of spin current experiments performed by Lebrun et al. [25]. A spin current is injected into the AFM (grey) from Pt lead on the left (yellow), the spin current that reaches the other side is detected by the Pt lead on the right (yellow). Image adapted from [25].

Recent interest in spin transport through AFMIs originates from work by Wang et al. [24], the main component of which is summarized in figure 1.2. In this work, stacks of Yttrium iron garnet (YIG)/ NiO/Pt were investigated, where NiO is a prototypical antiferromagnetic insulator (AFMI). A spin current was injected from the YIG into the NiO layer. The transmitted spin current was detected in the Pt layer. A striking result that was observed, was a significant increase of about 60% of the detected spin current in YIG/NiO/Pt, when compared to YIG/Pt. This enhancement was not observed for the insertion of a non-magnetic insulator like SrTiO$_3$. This result points to very efficient spin conversion at the NiO/YIG and NiO/Pt interfaces. The spin transport through NiO, was postulated to be carried by antiferromagnetic magnons and had a typical diffusion length of about 10 nm. It is important to note that despite the multi-staged spin conversion in these YIG/NiO/Pt multilayers, they can still be favourable in terms of the amount of transmitted spin current due the high spin conductance of the AFMI layer interfaces.

Spin transport through AFMIs has since then been studied in more detail, both experimentally [25-29] and theoretically [30-32]. Recently Li et al. presented evidence pointing at the possibility to transmit an GHz AC spin current across the AFMI CoO [29]. This is surprising since most AFMs do not sustain GHz magnons in favour of THz magnons due to the strong exchange field. Optical measurements showed that no GHz modes were present in the AFMI CoO during the spin transport, suggesting that the spin current is transmitted by antiferromagnetic (THz) magnons. It was concluded however that the exact mechanism how this magnon transport works is still unclear, and much still needs to be understood concerning the frequency mismatch; especially for the goal of long-range transport [29].

Finally, an important recent development in this field is the work presented by Lebrun et al. [25]. They observed long range ($\sim$1 µm) spin transport in $\alpha$-Fe$_2$O$_3$ single crystals (another AFMI). The experiment that was performed in their work is illustrated in figure 1.2. In a Fe$_2$O$_3$ (grey) with two Pt contacts (yellow) on top, a spin current was generated in one of the Pt contacts, transmitted through the AFMI Fe$_2$O$_3$ and detected at the other Pt contact.

Inducing spin dynamics in antiferromagnetic NiO
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The efficiency of the spin transport was found to be strongly linked to the orientation of the spins in the AFMI, with such long-range spin transport only taking place in the direction parallel to the antiferromagnetic spins. The possibility to facilitate spin transport on the micron lengthscale further broadens the potential of AFMIs in spintronic devices.

To summarize, spin transport in the absence of charge transport has been observed in several AFMIs. They can both transport spin over long distances, as well as sustain AC spin currents with GHz frequencies in spite of the antiferromagnetic dynamics which are typically in the THz range, making them promising as spin transport layers in spintronic applications. This also makes them well suited to work in conjunction with FMs, whose typical dynamical frequencies are in the GHz range.

1.3 Exciting spin dynamics

Another important appeal of AFMs is their spin dynamics at THz timescales, garnering interest as a potential source/detector of THz radiation due to their intrinsic spin dynamics at that timescale \[13, 33\]. However exciting spin dynamics is challenging as magnetic fields generally do not affect them. Important work in this regard was performed in this regard by Kampfrath et al. \[33\]. Their experiment is shown schematically in figure 1.3a. The sample, a 45 µm thick free standing NiO crystal, is irradiated with a broadband THz radiation pulse (red). The magnetic field component of this electromagnetic pulse can then couple to the antiferromagnetic spins in the NiO crystal. If the characteristic oscillation frequency of the AFM is present in the broadband spectrum, resonant excitation of spin dynamics is possible. These are then measured with a second pulse, the probe pulse (blue). The change in polarization of this probe pulse can then be used to track the spin dynamics.

The most important results of these experiments are summarized in figure 1.3b. The inset shows the magnitude of the broadband THz pulse profile in red and the absorption by the NiO layer with the blue outline. The antiferromagnetic spins couple resonantly to the magnetic field component of the THz pulse at the characteristic frequency of 1 THz of NiO, denoted by the absorption peak. The corresponding spin dynamics are shown in blue below the inset. The presented work shows that with THz pulses the antiferromagnetic order can be controlled at a fs timescale (the time scale of the THz pulse).
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1.4 Noncollinear magnetic multilayers

So where does this thesis come into the story? Looking back at the experiments described in this chapter, there are two particular issues that limit the application of these materials in technological application. Firstly, antiferromagnetic spin dynamics are typically excited in thick free-standing crystals, which limit the flexibility of different material geometries and growth schemes that can be used, as well as the scalability. Furthermore, the THz radiation used to excite spin dynamics is not easily generated and sources such as e.g. a free electron laser used by Kampfrath et al. [33] cannot reasonably be introduced in any sort of portable application as it is already challenging to implement one in a lab setting.

A novel way to investigate the dynamic response of AFMs would be to engineer them into thin film magnetic multilayer stacks and use these to excite antiferromagnetic spin dynamics. These are nanostructures where deposition and patterning of complex multilayered ultrathin (sometimes < 1 nm) films allows for investigation of various magnetic and non-magnetic physical phenomena. One of the prototypical systems to investigate the dynamic response of FMs to spin currents is the noncollinear bilayer system. Such a system is shown in figure 1.4. It consists of two ferromagnetic layers with OOP (FM1) and in-plane (IP) (FM2) magnetization respectively, and a non-magnetic metal (NM) spacer layer. Using fs-timescale laser pulses, ps-timescale spin current pulses with the polarization of the affected ferromagnetic layer FM1 (FM2) can be generated, as has been discussed throughout the past decade [34,35].

When this spin current pulse then travels to FM2 (FM1), their perpendicular angular momentum is absorbed and the orientation of the magnetization in this layer is changed. The relaxation back to the initial state before the spin current pulse arrived then provides information about properties like damping, spin current absorption efficiency and characteristic timescales of the dynamics of the FM under investigation [34,36]. One advantage of these systems is that the generation of ps-timescale spin current pulse that can manipulate the magnetic order, and the detection of the transient response of the magnetic layers to Inducing spin dynamics in antiferromagnetic NiO 5
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Figure 1.4: a): Schematic illustration of the basic noncollinear magnetic trilayer system, consisting of two ferromagnetic layers FM1 and FM2 (blue) with IP and OOP magnetization direction and a non-magnetic metallic spacer layer. Arrows indicate the magnetization direction. b,c): Schematic illustration of the trilayer systems intended for investigating: transient magnetization dynamics in NiO (b), and magnonic spin transport in NiO (c).

the same spin current pulse, can be combined in one sample. This could potentially bypass the need for a THz radiation source to excite dynamical behaviour in the context of AFMs; instead using the laser-induced ps-timescale spin current pulse from FM1.

There are two ways in which we can employ the noncollinear system in the context of AFMIs, as illustrated by figures 1.4b and 1.4c. First, by replacing FM2 by NiO as shown in figure 1.4b, the noncollinear system can provide a convenient platform to all-optically excite and study spin dynamics in thin film AFMIs. Another interesting option would be to replace the spacer layer by NiO (figure 1.4c), given the efficiency enhancement of spin current transfer in the work by Wang et al. By investigating the dynamic response of FM2 to a spin current pulse from FM1 and comparing this for different spacer layers, the magnonic transport efficiency in NiO can be charted out.

1.5 This thesis

Inspired by the research on AFMs and their favourable properties discussed above, the main goal of the work described in this thesis was thus to investigate the use of NiO in magnetic multilayer stacks, particularly in the noncollinear geometry described in the previous section. Two primary kinds of experiments based upon the geometries presented in figure 1.4b and 1.4c were envisioned on the outset of this thesis, whose research questions can be formulated as follows:

• Can we all-optically excite and measure spin-dynamics in sputtered antiferromagnetic NiO using ps-time scale spin current pulses originating from a nearby (< 20 nm) ferromagnetic layer?

• Can sputtered thin (< 4 nm) NiO films be used as a spin transport layer for ps-time scale optically generated spin current pulses originating from a nearby (< 20 nm) ferromagnetic layer?

Chapter 2 will first introduce the reader to the physics required to understand this thesis. This includes a more in depth treatment of antiferromagnetism in general and the way it manifests in NiO. Furthermore laser-induced ultrafast demagnetization, and the way this leads to
so called optical spin currents will be introduced. Next, the experimental and computational part of this thesis is broken up into three separate chapters. In chapter 3 a theoretical framework will be presented which describes the optical spin currents, and the way they influence the dynamics of the antiferromagnetic order parameter upon absorption. The computed behaviour was compared to experiments performed on magnetic multilayer stacks, whose design and characterization is reported in chapter 4. Based on the investigated stack geometry time-resolved Faraday effect measurements were performed. The attained results are discussed in chapter 5 and compared to the numerical results from chapter 3. Finally, in chapter 6 the reader will be provided with the overall conclusion of the thesis, and an outlook on future research after the work presented in the text below.
Chapter 2
Theoretical background

The essential physical background for understanding this thesis will be presented in this chapter. The overarching theme will be the understanding of the magnetic properties of the specific material of interest for this thesis, the AFMI NiO. However, the starting point will be a basic introduction to nanomagnetism which, for their simplicity, will be based on FMs. Next, the premise of antiferromagnetism will be discussed in section 2.2. Here, the microscopic origin of the antiferromagnetic coupling and the magnetic structure of NiO will be discussed. Other important properties of this material, like the domain structure and its relation to strain, as well as the origin of the observed magnonic spin transport will be reported in section 2.3. The final two sections 2.4 and 2.5 will cover the magneto-optical effects used to characterize ferromagnetic layers, and spin current generation by ultrafast demagnetization respectively, required to understand the optical experiments described in chapter 5.

2.1 Nanomagnetism: anisotropy and hysteresis

Before diving into the description of the magnetic material class known as AFMs, it is imperative to understand the different basic magnetic processes that play a role on the sub-micron length scale. This section will introduce the relevant interactions for this thesis for the simplest form of long-range magnetic ordering: ferromagnetism. In FMs, the magnetic moments associated with the localized d- (Co, Fe, Ni) or f-electrons (e.g. Gd) have an energetic preference to align in the same direction.

2.1.1 Direct exchange

The alignment is driven by one of the primary interactions leading to magnetic ordering at the atomic length scale: direct exchange interaction. This interaction arises from an interplay of the coulomb repulsion between nearby electrons and the Pauli exclusion principle, which prohibits two electrons from occupying the same quantum state. For simplicity’s sake, a two-electron spin system defined by the atomic spins $s_1$ and $s_2$ can be considered. The exchange energy $E_{ex}$ is then given by\[37,38] 

\[ E_{ex} = -\frac{2J}{\hbar^2} s_1 \cdot s_2, \]  

(2.1)

where $J$ and $\hbar$ represent the exchange integral and Planck’s constant respectively. When $J$ is positive, $E_{ex}$ is minimized when the spins align in parallel fashion. Though direct exchange
2.1.2 Magnetic anisotropy

The preferential direction of the magnetic moments can be influenced by the shape of the magnet, the crystal structure as well as symmetry breaking at interfaces with other materials. The simplest form of anisotropy that can be described is when the FM has one preferential axis along which it is energetically favourable to align: the easy axis. In an energetic description, the uniaxial anisotropy $E_a$ can be described as follows:

$$E_a = K_a \sin^2(\theta), \quad (2.2)$$

where $K_a$ is the (positive) anisotropy constant and $\theta$ is the angle between the magnetic moments and the easy axis as illustrated in figure 2.1a. Besides the anisotropy, another factor that can influence the orientation of a magnetic material is the application of an external magnetic field.

2.1.3 Zeeman-interaction

When a magnetic moment is placed in an external field, there is a preference for alignment with the applied field known as the Zeeman effect. This behaviour is captured at a macroscopic scale by the Zeeman energy $E_z$:

$$E_z = -\mu_0 M \cdot H, \quad (2.3)$$

where $M$ is the magnetization, the volume average of all magnetic moments in the FM, $H$ is the applied field, and $\mu_0$ is the vacuum permeability. Based on these simple descriptions for $E_z$ and $E_a$, it is already possible to gain an understanding of the response of ferromagnetic materials to applied fields. Something that will be applied further in chapter 4 during the characterization of deposited ferromagnetic films.
2.1.4 Magnetic hysteresis

Suppose such a simple FM thin film with uniaxial anisotropy in the presence of a constant applied field $H$. The total magnetic energy $E_m$ can then in the simplest picture be defined as:

$$E_m = E_a + E_z = K_a \sin^2(\theta) - \mu_0 M \cdot H.$$  \hspace{1cm} (2.4)

This description is known as the Stoner-Wolfarth model [39]. It is a macrospin model, meaning that all internal structure of the magnet is ignored and treated as one uniform spin represented by $M$. When equation (2.4) is minimized with respect to the angle $\theta$, it is possible to predict the equilibrium orientation of $M$ as a function of $H$. Two situations are considered: A FM with an OOP easy axis, and a FM with an IP easy axis (with respect to the film). In both cases it is assumed that the applied field points in the OOP direction.

**M-H for OOP anisotropy**

Firstly, the case with an OOP $H$ and an OOP easy axis of the FM is considered. The response of the OOP component of the magnetization $M_{OOP}$ to the applied field $H$, defined by equation (2.4), is plotted in figure 2.1. What is seen is a typical easy-axis hysteresis loop. At $H \rightarrow \pm \infty$ the Zeeman energy will dominate. All magnetic moments in the material are aligned with the external magnetic field. The magnetization has for that reason a constant value known as the saturation magnetization $M_s$.

Suppose that the starting situation for the system is fully saturated in the negative direction due to a negative applied field. When the field becomes positive, there will be a competition between the Zeeman energy, which would align the magnetic moments along the positive field direction, and the anisotropy, which promotes keeping the original orientation of the magnetization along the negative direction. When the positive field becomes high enough to overcome the anisotropy barrier, the magnetization will realign along the positive field direction. The field at which this happens is called the coercive field $H_c$. The magnetization is again saturated, but now along the positive direction. The switch between two distinct magnetization states forms the basis for conventional magnetic memories, where e.g. the positive and negative configurations define logical 0’s and 1’s.

**M-H for IP anisotropy**

When the field again points OOP, but the easy axis lies IP, the response of the FM is fundamentally different. The calculated M-H loop for this case is shown in figure 2.1. Again for fields $H \rightarrow \pm \infty$ the magnetization is saturated along the field direction. However, at field strengths smaller than $H_a$, the anisotropy field, the magnetic system can lower its energy by canting towards the field direction. Coherent rotation of the magnetization towards the field direction upon application of a stronger field is then observed, rather than the abrupt switch when the applied field and easy axis are parallel.

With that, the relevant basic concepts of nanomagnetism for this thesis have been covered. The three contributions to the magnetic energy (exchange, anisotropy and Zeeman energy) will be extensively used in the description of the spin dynamics in AFMs presented in chapter 3. Though the examples shown in this chapter pertain to FMs, it will be shown that the same macrospin formalism can also be applied to other magnetic ordering phenomena, such as Inducing spin dynamics in antiferromagnetic NiO.
as AFMs. The next step in terms of theoretical background will be to actually zoom in on this magnetic material class of interest.

## 2.2 Antiferromagnetism

Therefore, in this section, an introduction to antiferromagnetism will be provided. Initially, the general concept will be introduced in section 2.2.1 based on the Heisenberg exchange Hamiltonian. To create phenomenological understanding of why antiferromagnetic coupling occurs in insulating materials, a toy-model Hubbard $H_2$ system will be analysed in section 2.2.2. Finally, a more detailed account of superexchange, the mechanism behind the antiferromagnetism in the AFMI NiO, will be provided in section 2.2.3.

### 2.2.1 Basics of antiferromagnetism

The difference between FMs and AFMs becomes apparent when again considering the Heisenberg exchange energy: $E_{ex} = -J s_1 \cdot s_2$. The sign of $J$ determines the preferential alignment of the two electron spins in the system under consideration. The case of positive and negative $J$ are shown schematically in figure 2.2a and 2.2b respectively.

FMs have a positive $J$, leading to a preference for spins to align in a parallel fashion. Negative $J$, on the other hand, leads in the simplest image to antiparallel alignment of spins. One important feature of the latter case is that it does not exhibit any net magnetization $M$; vectorially adding the magnetic moments in such a system yields zero. AFMs in general, are materials where the inter-atomic interactions promote a magnetic structure with no net magnetization, like that shown in figure 2.2. This magnetic order only pertains below a certain material-specific critical temperature: the Neél temperature ($T_N$), which is the antiferromagnetic equivalent for the Curie temperature in FMs.

Since AFMs have no net $M$, a different magnetic quantity needs to be used to describe its magnetic state. Consider the two-dimensional AFM shown in figure 2.2c. On this square lattice, it is possible to distinguish between two intertwining FM lattices with opposite polarities denoted by "A" and "B." Since the unit cell of this lattice contains both an up-spin and a down-spin, it is convenient to define the magnetic state as the difference between the sublattice magnetizations $M_A = -M_B$. This Neél parameter $L$ is thus defined as:

$$L = M_A - M_B.$$  \hfill (2.5)

for such a bipartite (two-sublattice) AFMs. It should be noted that not every AFM can be divided into two FM sublattices. AFMs with a more complex spin structure such as IrMn$_3$ (3-sublattice \[40\]) and TbMnO$_3$ (spin cycloid \[41\]) require a more sophisticated way to define their antiferromagnetic state. It should also be noted that, to fully explain all features measured in Raman and Brioullin scattering experiments in seemingly bipartite AFMs like NiO, an 8-sublattice description of the magnetic structure is required \[42\]. For the purposes of this report and for clarity of the following analysis, we will however refer to NiO as a bipartite AFM. This description explains the essential physics for this thesis well and is custom to use in analysis of these transition metal compound AFMs \[9\]. In this thesis we will therefore be referring to $L$ as the relevant order parameter.
2.2.2 Direct exchange interaction; the role of hopping

In order to understand the mechanism that leads to antiferromagnetism in transition metal-oxides like NiO, it is important to understand hopping-mediated exchange. A phenomenological image of this hopping mechanism will be provided based on a Hubbard-type description of the H\textsubscript{2} molecule. For the interested reader a more quantitative and rigorous description of this model will be provided in appendix A.

A schematic representation of the H\textsubscript{2} system is shown in figure 2.3. The model system consists of two hydrogen atoms. Each atom has one associated orbital each of which is orthogonal to the other. These orbitals have associated eigenenergies $\epsilon_1$ and $\epsilon_2$ which will be assumed equal. The first state that will be considered here is one where one electron is introduced to the system which will occupy an orbital associated to either of the two hydrogen atoms. Since the potential barrier between the two hydrogen atoms and their orbitals is not infinitely high, there is a finite probability $t$ that the electron will be transferred from one nucleus to the other. The consequence is that the eigenstate of the electron will be a superposition of the two orbital states.

When however a second electron is introduced in the system, the physics involved become a bit more interesting. Two critical phenomena that need to be accounted for in the analysis are the Coulomb repulsion between the two like-charged electrons, and the Pauli exclusion principle which imposes that the two electron wavefunctions should be antisymmetric with respect to interchange of the two fermions. Note that this wavefunction consists of both the orbital wavefunction as the spin state of the two electrons.

Taking the latter condition into account we can distinguish between two different states. The first state is an ionic state, where the two electrons occupy the same spatial orbital. On the other hand, there is a neutral state, where the two electrons occupy different spatial orbitals. It can be intuitively understood that the ionic state is energetically unfavourable due to the increased Coulomb repulsion between the two electrons occupying the same spatial orbital. Suppose that the energy difference between the ionic and neutral state is given by the parameter $U$.

An important observation that should be made is that the Coulomb energy penalty $U$ and the transfer probability $t$ are in competition. As $t$ increases, which depends among other
Figure 2.3: Simple sketch of the model $H_2$ system described in this chapter. It shows the energy landscape of the molecule as two square wells associated with the Coulomb interaction between the electron and nucleus. Two spatially separated orthogonal orbitals with associated energy levels $\epsilon_1$ and $\epsilon_2$ are considered. There is a finite probability $t$ of the electrons being transferred between the nuclei.

Things on the wavefunction overlap between the two orbitals involved in the hopping process, the probability of the system occupying a state with both electrons on the same atom becomes increasingly likely; leading to metal-like behaviour. Contrarily if $U$ is larger compared to $t$, the system describes the behaviour of well-localized electrons; a situation which is more akin to insulating or molecular systems. In these systems band description of the electronic system is no longer appropriate due to the strong correlation between electrons.

In transition metal oxides like NiO, CoO and MnO, the parameter $U$ is large compared to $t$, leading to hopping-like transport between neighbouring orbitals. Figure 2.4 illustrates graphically why then this tendency for hopping transport opposed to band-like transport favours an antiparallel alignment. In figure 2.4, it can be seen that the transfer of an electron from the right orbital to the left is allowed and mediated by the hopping parameter $t$. In a quantum mechanical description this increased possibility for electrons to hop between orbitals can be interpreted as an expansion of the wave function of the electrons towards other spatial orbital. In this case this orbital is the s-orbital of the other H atom.

On the other hand, in figure 2.4b transfer between the two orbitals for the like spins is prohibited by the Pauli exclusion principle. Thus, the fact that the hopping process in figure 2.4b is not allowed, is the reason why antiferromagnetic coupling is preferred in systems with strong electron-electron correlation. Although this phenomenological explanation and the treatment in appendix A cannot be used to make quantitative estimates, it will now be shown that it can be used to explain the superexchange-mediated antiferromagnetism in NiO.

## 2.2.3 Superexchange in NiO

NiO crystallizes in a rock salt crystal structure. This crystal and magnetic structure is illustrated in figure 2.5: every metallic cation has six anionic nearest neighbours. In this image white circles represent the negative oxide ions, while the blue and orange circles represent the positive Ni ions. Hence, $x$, $y$ and $z$-axes indicated thus correspond to the [001], [010] and [001] axes respectively. When considering the magnetic structure, one can distinguish between two sublattices denoted in blue and orange. These sublattices are characterized by FM planes stacked along one of the four equivalent (111) directions. Each consecutive plane has a preferred magnetization direction antiparallel to its nearest neighbouring planes.
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Figure 2.4: Simplified illustration of the direct exchange interaction in the H\textsubscript{2} model system. Antiparallel alignment (a) is energetically more favourable than parallel alignment (b), as in the latter case the exclusion principle prohibits hopping of electrons of like spin to the same spatial orbital.

Figure 2.5: Crystal and magnetic structure of NiO. White circles represent the oxide ions, while the coloured atoms denote Ni ions. In the simplest view, we can distinguish two FM sublattices with opposite polarities shown in blue and orange. Note that for image clarity, the oxygen atom at the center of the cubic cell was omitted.
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Figure 2.6: Schematic representation of the overlap between p- and d-orbitals of the O and Ni atoms respectively. The combination of the hopping-mediated antiferromagnetic coupling and the singlet state of the O atom due to the full occupation of the orbital leads to the long range antiferromagnetic ordering in NiO.

In order to understand the precise magnetic coupling and interactions as a consequence of the crystal structure, the precise orbital overlap between two nearest neighbour Ni atoms and their O ligand needs to be considered. Figure 2.6 shows schematically the overlap between the filled p-orbital of the O ligand (blue) and the d-orbitals (orange) from the Ni. As illustrated, the localized nature of the d-orbital wavefunction, yields almost no direct exchange between nearest neighbour Ni atoms. Furthermore, since the 2p orbital in O is fully occupied, the ground state for this orbital has opposite spins for the two electrons occupying this orbital. In the state as depicted, electron transfer from the p-orbital to the d-orbital obeys the Pauli principle. Following the reasoning from section 2.2.2, antiferromagnetic coupling between the d- and p-electrons is energetically favourable as this allows hopping. Due to the singlet state of the O ligand, the 3d electrons of the two Ni atoms will have opposite spins. This kind of exchange via a non-magnetic ligand is known as superexchange.

Superexchange in transition metal oxides was first reported in 1934 by Kramers in MnO [46]. It describes the indirect exchange between unpaired d- or f-electrons on a transition metal cation like Ni$^{2+}$, Co$^{2+}$ or Mn$^{2+}$ and a non-magnetic intermediate ligand. Quantitatively, it is relatively complex form of exchange, depending among other things on the relative symmetry of the orbitals with respect to rotation around the axis connecting the two atoms [47][48]. This relative symmetry of the orbitals can break the orthogonality and according to the Pauli principle will lead to the wave function expansion discussed earlier in section 2.2.2. Based on the work by these researchers, the so-called Goodenough-Kanamori (GK) rules were formulated. These rules correctly predict the sign of superexchange for a variety of materials and are given below [37]:

1. "When two cations have lobes of singly occupied 3d-orbitals which point towards each other given large overlap and hopping integrals, the exchange is strong and antiferromagnetic ($J < 0$). This is the case for 120°/180° M-O-M bonds.”
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2. “When two cations have an overlap integral between singly occupied 3d-orbitals which is zero by symmetry, the exchange is ferromagnetic and relatively weak. This is the case for \( \sim 90^\circ \) M-O-M bonds.”

3. “When two cations have an overlap between singly occupied 3d orbitals and empty or doubly occupied orbitals of the same type, the exchange is also ferromagnetic and relatively weak.”

The GK rules above thus predict antiferromagnetic interactions for \( 180^\circ \) bonds seen in rock salts, which, as shown, is also what is observed in NiO (e.g. [45, 49]). The magnetic structure in NiO is thus characterised by the \( 180^\circ \) superexchange between nearest neighbour Ni ions, which was found by Hutchings et al. to be almost two orders of magnitude stronger than the superexchange with \( 90^\circ \) nearest neighbours [9]. Note that this treatment of antiferromagnetism and superexchange is by no means extensive and the interested reader can find a good starting point for further reading to be the three original papers by Kramers, Kanamori and Goodenough [46, 47, 50].

At the same time, the treatment above should be sufficient to understand antiferromagnetism to an extent that allows understanding of the following sections and chapter. It was discussed that AFMs are characterized by the absence of a net magnetization while still maintaining long-range magnetic structure. Also, a proper look at the concepts of superexchange and hopping-mediated exchange as the origin of the antiferromagnetic properties of the material of interest for this thesis, NiO, has been supplied.

2.3 Further properties of nickel oxide

Though magnetism in NiO is already an interesting topic, there are a few other important material properties of this material that need to be discussed. Therefore, in section 2.3.1 the magnetoelastic properties and domain structure of NiO will be elucidated. Particularly, the relation between antiferromagnetic domains and crystal quality will be stressed. Finally, in section 2.3.2 the antiferromagnetic resonance (AFMR) modes and their non-degeneracy will be introduced to explain why magnonic spin transport is even expected in materials like NiO, as this possibility is explored in experiments described in chapter 5 and since it is not a trivial result.

2.3.1 Crystal and magnetic structure of NiO

In research into antiferromagnetic materials NiO has played a central role for its simple crystal structure and well understood spin structure. It therefore is a prototypical AFM that has been used in experimental work on a variety of different topics like exchange bias [51, 53], excitation of THz dynamics [17, 18, 33] and magnonic spin transport [54].

As was shown in figure 2.5, spins in NiO align in ferromagnetic planes stacked along one of the four equivalent \( \langle 111 \rangle \) directions. Magnetostriction due to the FM ordering in the planes leads to a small contraction along the axis perpendicular to the FM planes [55, 56]. Furthermore, magnetic anisotropy within the AFM leads to the preference for the Neél parameter \( L \) to align along one of the three \( \langle 112 \rangle \) axes, caused by dipolar interactions between the different sublattices [44]. This ordering within the FM plane leads to another contraction.
The four FM plane orientations (T-domains) and three spin axes (S-domains) are illustrated in figure 2.7a and 2.7b, respectively, and give rise to 12 different possible domains. These domains are regions in which the Neel parameter points in one uniform direction. The presence of these different domains complicates magnetic measurements in this material, as well as the interpretation. These domains cannot be imaged through the magnetization-sensitive methods for domain visualization in FMs, like MOKE or the Faraday effect (FE). Methods that have been shown effective in distinguishing these domains include inelastic neutron scattering, second harmonic generation and birefringent effects.

Since the magnetic structure couples to the lattice through magnetostriction, it is possible to influence the magnetic and domain structure through the application of small strains along one of the (111) directions, especially at high temperature when the domain walls are mobile. Furthermore it has been shown that the number of T-domains can be reduced significantly by performing a field anneal step in the fabrication process of NiO. On the other hand, the sensitivity of the magnetic structure to strain effects, implies that stacking faults, edge dislocations and defects can significantly influence the magnetic structure of the AFMI.

Control over and information about the twinning structure, and the spin domains are important for experiments involving spin conversion at an interface between a metal and a magnetic insulator, where the relative orientation of the magnetization/Neél components determine the efficiency of angular momentum conversion. This conversion is crucial when attempting to inject spin currents into AFMs, as the spin-polarized itinerant electrons...
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2.3.2 Magnonic spin transport in AFMs

For an introduction to the concept of the magnon, it is more instructive to first discuss magnons in FMs due to their inherently simpler magnetic structure; before moving on to antiferromagnetic magnons. Consider the simple FM shown in figure 2.8a, where all spins are parallel and anisotropy makes them point up. In a naive picture the excited magnetic state would be represented by figure 2.8b, where one spin is pointing in the opposite direction. However, due to direct exchange the antiparallel alignment between the flipped spin and its neighbours is highly energetically unfavourable. Therefore, lowest energy excitations are not characterized by spin flips, but by small collective deviations of neighbouring spins from their preferential orientation, as shown in figure 2.8c.

When the spins are deviated from these preferential orientation, they will start precessional motion known as Larmor precession. The most important consequence of this precession is that, if there is a phase difference between the precession of neighbouring spins, these collective excitations can behave like a traveling wave. These collective excitations are known as magnons and are quasiparticles with an associated amount of energy and (crystal) momentum. Recalling that these magnons are a way for the FM to lower its total magnetic moment, conservation of magnetic moment suggests that these magnons carry a net amount of magnetic moment. By merit of their crystal momentum, these magnons can hence carry a spin current through the material.

Spin transport in AFMIs works on the basis of the same principles. Though itinerant electrons cannot propagate through these insulators, the spin current can still be carried by magnons. To illustrate in more depth what antiferromagnetic magnons look like, and why they can transport net angular momentum in NiO but not in many other AFMs, the antiferromagnetic resonance (AFMR) magnon mode will be considered. This is an excitation...
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Figure 2.9: Schematic of the model system described in this section in its equilibrium orientation. The x-axis is the easy IP axis, while the z-axis is the OOP hard axis for the sublattice magnetizations. The magnetic sublattices are shown in blue and orange.

similar to the one shown in figure 2.8, but without the phase difference between neighbouring spins and including spin excitations of both lattices. The starting point to the introduction of these antiferromagnetic precession modes will be the system free energy density:

\[ E = \frac{H_E}{M} \mathbf{M}_1 \cdot \mathbf{M}_2 - \frac{H_\parallel}{2M} \{ M_1^2 + M_2^2 \} + \frac{H_\perp}{2M} \{ M_{z1}^2 + M_{z2}^2 \}, \]  

(2.6)

where \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \) represent the sublattice magnetizations of sublattices 1 and 2 respectively, \( M \) is the magnitude of the sublattice magnetization, and \( H_\parallel, H_\perp, H_E \) are the IP easy-axis anisotropy field, the OOP hard axis anisotropy field and the exchange field respectively. For NiO \( H_\parallel, H_\perp, H_E \) are 0.64, 0.011 and 964 T respectively [62]. In this description the Cartesian coordinate system shown in figure 3.4 was assumed, where the xy-plane is the easy FM plane for the sublattice magnetization and the z-direction is the hard-axis (OOP) direction. From simple energy minimization it can be shown that the ground state is defined by antiparallel alignment of sublattices along the x-direction.

Using equation (2.6), the magnetization dynamics can be derived using the Landau-Lifschitz equation [63]. For the antiferromagnetic system this equation is given by:

\[ \frac{d\mathbf{M}_{1,2}}{dt} = -\gamma \mathbf{M}_{1,2} \times \nabla_{\mathbf{M}_{1,2}}(E(\mathbf{M}_{1,2})), \]  

(2.7)

where \( \gamma \) is the gyromagnetic ratio, and the rightmost term, \( \nabla_{\mathbf{M}_{1,2}}(E(\mathbf{M}_{1,2})) \), represents the effective field derived from the free energy given in equation (2.6). By considering a harmonic perturbation from the ground state two different antiferromagnetic resonance (AFMR) modes with angular precession frequencies \( \omega_\alpha \) and \( \omega_\beta \) can be derived [32]:

\[ \omega_\alpha^2 = \gamma^2 2H_E H_\parallel, \]  

(2.8)

\[ \omega_\beta^2 = \gamma^2 2H_E (H_\parallel + H_\perp). \]  

(2.9)
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Figure 2.10: Schematic depiction of the two AFMR modes in NiO. a,c): Side (a) and top (c) view of the $\alpha$ AFMR-mode in NiO showing elliptical precession with the major axis along the IP y-axis. b,d): Side (b) and top (d) view of the $\beta$ AFMR-mode in NiO showing elliptical precession with the major axis along the OOP z-axis. Image based on figure 5 a and b from reference [32].
A derivation of this result is supplied in appendix A. What is important to note from equation (2.8) and (2.9) is that the two principal modes are non-degenerate due to the hard-axis anisotropy $H_\perp$. These two modes are illustrated in figure 2.10.

Figure 2.10a and 2.10c show a side and top view of the $\alpha$-mode respectively. The sublattice magnetizations precess along an elliptical trajectory in the yz-plane, with the ellipse major axis along the IP y-direction. Note that the sublattices precess in opposite direction. This mode has an oscillating magnetic moment component along the z-axis and an oscillating component of the Neél parameter along the y-axis.

The $\beta$-mode shown in figure 2.10b (side) and 2.10d (top) on the other hand follows an elliptical trajectory in the yz-plane with the major axis along the hard z-direction. Consequently, it has an oscillating magnetization component along the y-axis and an oscillating component of the Neél parameter along the z-axis. Due to the hard axis magnetic structure of the material these two magnon modes have different energies. They do however carry the same amount of angular momentum. Furthermore, due to the different precession direction of the magnetization component the group velocity of the two excited magnons is opposite \[64\]. If the two modes were degenerate, both modes would be excited equally efficient, leading to no net spin current. However due to the hard-axis anisotropy like in NiO the population of the two magnon modes will be different such that a net spin current can be transported through the AFM without any charge displacement. This property of these hard-axis AFMs has been an important impetus for research into these kind of magnetic materials, as no external applied field is needed to lift the degeneracy \[32\].

Subsequent spin transport by an accumulation of magnons with a certain amount of angular momentum can then be described in terms of diffusive motion of the magnon population \[24,32,64\]. It has been shown in recent years that particularly the domain size is critical for the distance over which magnon-carried spin currents can be transported; ranging from a few nms in thin films of NiO \[24,65\] up to several microns in high quality Fe$_2$O$_3$ crystals with large single domains \[25\]. This suggests that magnon-domain wall scattering is a limiting factor for this kind of spin transport and good control over the magnetic structure is required for efficient spin transport.

The relevant aspects of antiferromagnetism for this thesis have now been discussed. An introduction to the very basics of antiferromagnetism through direct exchange between neighbouring spins was used as a starting point for the explanation of superexchange. This magnetic interaction between metallic ions via a ligand atom was shown to be the cause of antiferromagnetism in the compound NiO, the AFM of interest in this work. From this, it was shown that due to the specific magnetic structure of this material there is a degeneracy of the collective excitations of the spin system known as magnons. This allows it to carry spin currents without artificially lifting the magnon mode degeneracy by applying an external magnetic field \[32\].

### 2.4 Magneto-optic effects

The AFMs that are used in optical measurements in chapter 5 are implemented in magnetic multilayers, where different layers of magnetic and non-magnetic materials are stacked on top of each other (further discussion in chapter 4). To characterize ferromagnetic films, a central role in this thesis was played by so called magneto-optic effects, which probe the magnetization of a material. This is a broad term for effects that change the polarization.
state of light based on the magnetic properties of the material. In this section a brief overview of the origin of two of these effects: FE and MOKE.

The FE is illustrated in figure 2.11a. Linearly polarized light is incident on a (partially) transparent material with an OOP magnetization. Upon transmission two primary changes can be observed in the polarization state of the light: a rotation of the polarization $\theta_F$ and a change in the ellipticity $\eta_F$. To understand this, plane waves of linearly polarized light of frequency $\omega$ are considered. As linearly polarized light is a superposition of left and right-handed circularly polarized light, the total electric field of the wave can be written as:

$$E_{\text{lin}} = E_0 \{ \exp(i\{k_+z - \omega t\}) + \exp(i\{k_-z - \omega t\}) \},$$

where $E_0$ is the magnitude of the electric field component of the light, and $k_+$ and $k_-$ represent the wavenumber for counterclockwise (CCWP) and clockwise (CWP) circular polarization of the electric field respectively, with the $z$-direction defined as the propagation direction of the light.

If both wavenumbers are equal for CCWP and CWP light, the light remains linearly polarized upon propagation through the material. When the phase velocity becomes dependent on the handedness of the light (i.e. $k_+ \neq k_-$), a phase difference will be imposed on the light, depending on the distance the light propagates through the material. This then leads to a rotation of the polarization vector. If not only the phase velocity is different but also the absorption of CCWP and CWP, an additional ellipticity will be induced due to the prevalence of one of the two circular polarization eigenstates.

Microscopically the difference in propagation properties can be understood by considering the fact that circularly polarized light carries an angular momentum quantum. This angular momentum quantum points in the propagation direction of the light, and has a positive or negative sign depending on whether the light in question is CCWP or CWP. If the material through which the light propagates has its magnetization (component) parallel to the light angular momentum, the two circular polarization states have different selection rules for the orbital quantum numbers of dipole transitions that can be excited, which are coupled to the split density of states for up and down spin-polarized electrons. This alters the permittivity for the two polarization states, which is in turn observed as the Faraday rotation and ellipticity.
MOKE is in many aspects similar to FE. The main difference is that instead of picking up the polarization rotation and ellipticity through transmission, the light is reflected from a magnetic surface instead. Many of the arguments above still hold: the difference in absorbance and reflectance is again caused by the coupling between the angular momentum of the magnetization and that of the two circular polarization states of the incident linear light. In order to be sensitive to OOP components of the magnetization, the light thus has to propagate almost normal to the sample normal, so that the light angular momentum is almost entirely parallel to the OOP direction.

The magnitude of the rotation and ellipticity can be shown to be proportional to the magnetization $M$ of the sample and can hence be used as a probe for this quantity in thin films of magnetic material \[67\]. Note that, as an AFM has no net $M$, no information about the magnetic state of AFMs can be obtained, except when a finite magnetic moment is induced by either a magnetic field or by another source of angular momentum like a spin current.

### 2.5 Laser-induced ultrafast demagnetization

Optical spin currents excited by ultrafast demagnetization were used in this thesis to investigate the response of the magnetic order parameter $L$. In this section an explanation of the processes behind this laser-induced demagnetization will be introduced, based on the 3-temperature model. Of particular interest are the spin currents that are observed upon ultrafast demagnetization. An overview will be given of two models that are used to explain the nature of these spin current: the superdiffusive spin current model proposed by Battiato et al. \[69\], and the $dM/dt$ description by Choi et al. \[70\].

#### 2.5.1 3-Temperature model

Laser induced ultrafast demagnetization was first observed in Ni thin films by Beaurepaire et al. \[68\]. The main result of this work is shown in figure 2.12a. This figure shows the normalized remenance ($\propto M$) of the Ni film after some time $\Delta t$ after the arrival of an intense 180 fs laser pulse. It can be seen that after the arrival of the laser pulse at $\Delta t = 0$, the magnetization in the layer is quenched to roughly half its original value on a sub-picosecond timescale. After this, the film returns to its original state, recovering its magnetization.

One explanation was provided in the same paper through the three-temperature model. In this model a distinction is made between three coupled thermodynamic systems describing the electronic, spin and phonon degree of freedom, each with a characteristic temperature $T_e$, $T_s$ and $T_p$ (Fig. 2.12b). Understanding of the whole demagnetization process then starts at the excitation of the electron system and the associated increase in $T_e$. The fs laser pulse with frequency $\omega$ impinging on a metallic sample leads to electron excitations with energies up to $\hbar \omega$. This nonequilibrium distribution then thermalizes within itself through e-e interactions, leading to a Fermi-Dirac distribution representing the instantaneous electron temperature \[71\] \[72\].

A typical trace of the subsystem temperature as a function of the delay calculated with the 3TM is shown in figure 2.12c. Realistic values from Beaurepaire’s original paper were used \[68\]. As can be seen, the electron system is strongly heated first within 100 fs (instantaneously in the model), after which energy is transferred to the spin and phonon subsystems through different scattering mechanisms. The heating of the spin subsystem is what drives the ultrafast
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Figure 2.12: a): Ultrafast demagnetization in a 20 nm Ni film, image adapted from [68]. b): The three interacting thermodynamic systems in the 3TM, the electron system, spin system and lattice system transfer energy and angular momentum between each other after laser excitation. c): 3TM calculation to illustrate the response of the three temperatures after laser excitation of the electron system. Realistic parameters from [68] were used.

demagnetization observed in the experiments described above. As the net magnetization of a FM is decreased upon the temperature approaching the Curie temperature from below [37].

Optical spin current

The angular momentum that is dissipated from the spin system is accompanied by a spin current that has the same polarization as the ferromagnetic layer affected by the laser pulse. One of the first observations of these optical spin currents was shown by Malinowski et al. [73]. In this work, two FM layers were separated by a thin spacer layer. Upon demagnetization, it was observed that the demagnetization of these two layers behaved differently depending on whether the spacer layer was conducting or insulating, suggesting that angular momentum transferred by itinerant electrons is an aspect that needs to be taken into consideration.

Although it has been unequivocally shown that spin currents are being generated, there are different models that attempt to explain the origin of these spin currents. Battiato et al. proposed a model where angular momentum is carried by hot electrons with different scattering rates depending on their spin polarization [69, 74]. Although several experiments could be explained based on this description (e.g. [73, 75]), it neglects diffusive motion of electrons which Choi et al. found to be critical for a full description of their experiments [70]. In their work it was shown that taking into account the spin angular momentum dissipated from the spin system, as in the 3TM interpretation, could also offer a full explanation of the observed behaviour of the spin accumulation after transport through a thick spacer layer. The spin generation was then linked to the time derivative of the demagnetization curve in figure 2.12 where the loss of magnetization is converted into spin current.

Though the exact nature of these optical spin currents is still under debate, they still have been a major workhorse in studies investigating the properties of magnetic multilayer systems in contemporary spintronics [34, 76, 77]. In this thesis, we will use this well established method of generating spin currents (i.e. ultrafast demagnetization) to investigate spin transport and transient magnetization dynamics in AFMs.
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Chapter 3
Simulation results

In this chapter, the main numerical efforts for this thesis are presented. Spin transport through the multilayer stack after the ultrafast laser-induced demagnetization is modelled by the spin diffusion equation, similar to Choi et al. [70]. Based on this description, quantitative estimates of the spin accumulation impinging on the AFM can be made. These calculations and the most important physical concepts behind it are introduced in section 3.1. In the end, the main interest is in the response of the antiferromagnetic order parameter to the impinging spin accumulation. To quantify this response a macrospin model based on the micromagnetic free energy of the AFM is presented, following a description by Cheng et al. [19]. From this model the response of the sublattice spins to the spin current can be characterized for arbitrary stack geometries. The calculations of the spin dynamics are presented in section 3.2.

3.1 Model description: spin transport and dynamics

Before moving on to results, the spin transport model, the spin dynamics model and the way the coupling between these two models is described will be introduced. First, in section 3.1.1 a model for the relation between demagnetization and subsequent spin generation is presented. Furthermore the diffusive equations that describe transport of the generated mobile spin angular momentum will be briefly discussed. Next, in section 3.1.2 the response of the antiferromagnetic order parameter to a perpendicularly polarized spin current will be explored. Specifically the coupling of the spin accumulation and conversion at the normal metal (NM)/AFM interface and the way this relates to the torques on the magnetic sublattices will be expanded upon.

3.1.1 Spin transport in magnetic multilayers

Ahead of the discussion of the exact physical description of the models, it is important to understand the main aim of the experimental and computational work below. Basic schematics of these two kinds of magneto-optical experiments that have been performed are shown in figure 3.1. In figure 3.1.1 the experiment geometry for transient magnetization dynamics in an AFM is shown. An ultrafast laser pulse demagnetizes the FM layer with perpendicular magnetic anistropy (PMA), leading to an OOP polarized spin current through the NM to the AFM. Angular momentum transfer to the AFM spins at the interface can then lead to
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Figure 3.1: Overview of the optical experiments that have been performed for this thesis. a): Experiments where optical spin currents from a FM layer with PMA is absorbed in the AFM, where they can cause transient magnetization dynamics. b): Optical spin current transport through an antiferromagnetic buffer layer. The efficiency of this spin transport can be gauged by the response of an in-plane ferromagnetic layer to any impinging spin current.

a transient OOP magnetization component in the AFM, which can be detected through the FE or MOKE. Figure [3.1]b shows the experiments that were performed to test the use of very thin (around 4 nm) AFM layers as a spin transport layer in these optical spin current experiments. A magnon carried spin current is expected to be generated in the AFM as a consequence of the spin accumulation at the FM/AFM interface, again caused by the laser-induced demagnetization of the FM layer with PMA. If the spin angular momentum from this magnon current is then absorbed by an IP ferromagnetic layer, the angular momentum transfer is expected to lead to a small OOP canting of this IP layer.

This section introduces the main concepts of the spin diffusion model, particularly in the context of the experiments related to transient magnetization dynamics (fig. 3.1a). The spin diffusion model and the way it can be used to calculate the spin accumulation at the NM/AFM interface will be discussed. The main aim is to provide the reader with the most essential aspects of the model so that the physics can be understood. Further details like the full set of equations that are solved, the imposed boundary conditions and material parameter are presented in appendix C.

**Spin diffusion equation**

The main physical workhorse in both experiments is the generation of optical spin currents through ultrafast laser-induced demagnetization. The transport of the generated spin accumulation is what is of interest for this thesis, and will be calculated from the spin chemical potential \( \mu_s \). This quantity is schematically illustrated in a band picture for the two spin species for a normal metal in figure [3.2]; it is defined as \( \mu_s = \mu_\uparrow - \mu_\downarrow \), where \( \mu_\uparrow \) and \( \mu_\downarrow \) are the Fermi levels for up and down polarized electrons respectively. \( \mu_s \) can be related to the local magnetization \( M_l \) as follows:

\[
M_l = \mu_s \mu_B N(E_F),
\]

(3.1)

where \( \mu_B \) is the Bohr magneton and \( N(E_F) \) is the density of states (DOS) at the Fermi level. Note that this only holds when the DOS is constant within a margin \( \pm \mu_s \) from the Fermi
energy, which is an acceptable approximation for Cu [78], where the spin transfer between
the spin accumulation and the AFM takes place. By means of equation (3.1), the spin ac-
cumulation at the NM/AFM interface can be expressed in common magnetic properties. The
spin diffusion equation is used as a first order estimate of the spin transport as a consequence
of spin accumulation in these magnetic multilayers. It should be noted that especially for
films much thinner than the inelastic scattering lengths of the used materials, this model is
expected to underestimate the magnitude of the spin current. Many of the electrons will in
that case not have had sufficient collisions for the transport to be in the diffusive regime and
are hence expected to be ballistic and have velocities near the Fermi velocity. However, since
the main focus of this work is on the response of the antiferromagnetic order parameter, and
the spin current pulse is the only stimulus, mostly the amount of attenuation is of interest.
For these purposes the model presented is expected to suffice. The spin diffusion equation is
given by [79,80]:

$$\frac{\partial \mu_s}{\partial t} = D \frac{\partial^2 \mu_s}{\partial z^2} - \frac{\mu_s}{\tau} + G_s,$$  

(3.2)

where $D$ is the spin diffusion constant, $\tau$ is the spin relaxation time, and $G_s$ is a generation
term assumed to only be non-zero in the FM layer, where demagnetization takes place. Since
the laser spot diameter (10 $\mu$m) where demagnetization takes place is large compared to the
total metallic layer thickness (20-30 nm), the relevant spin transport only takes place along
the OOP direction (i.e. the z-direction). The system has for that reason been approximated
as one-dimensional and spin diffusion in the lateral (IP) directions has been neglected.

To quantify $G_s$, Choi et al. [70] introduced a model where the spin angular momentum
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Generation was directly coupled to the demagnetization of the corresponding layer. Magnon-electron coupling would lead to a proportionality of the spin generation rate \( G_s \) with the time derivative of the demagnetization \(-\frac{dM}{dt}\). A simple mathematical expression derived from demagnetization measurements on a Co/Pt multilayer with PMA is plotted in figure 3.2 [70]. The laser fluence in this measurement was 1.7 mJ/cm\(^2\). The functional form of this spin generation profile is given in appendix C and will be used in the numerical work presented below unless stated otherwise. Note that, to quantify the effects of laser fluence on the generated spin currents, an explicit model of laser heating and subsequent demagnetization needs to be introduced, which is beyond the scope of this thesis.

Boundary conditions

Equation 3.2 was thus solved numerically for the three different layers: a Pt capping layer, Co/Ni ferromagnetic multilayer and the Cu buffer layer, where the latter two layers correspond to the FM and NM layer in figure 3.1, respectively. The Co/Ni ferromagnetic multilayer was in this case treated as one layer, bypassing the multilayer structure entirely. To emulate the scattering effects of the several interfaces in this multilayer a lower spin flip relaxation time than the bulk values for Co or Ni is used to model the enhanced scattering of the several interfaces. An estimation of this relaxation time was made based on the approach to Choi et al. [70] to estimate this time in a Co/Pt multilayer system. This estimation is discussed in more detail in appendix C.

Considering the dynamic equation (3.2), all that yet needs to be defined are the boundary conditions for \( \mu_s \). In the diffusive formalism described above, the spin current density \( J_\mu \) in terms of \( \mu_s \) is defined as:

\[
J_\mu = D \frac{\partial \mu_s}{\partial z}.
\] (3.3)

At the Pt/air \((z = 0)\) interface, \( J_\mu \) should vanish. It is assumed that the interfaces between the metallic layers are transparent to spin currents (i.e. the spin chemical potentials at the interface between two of the metallic layers is continuous), taking into account that the finite conductance of the NM/FM interface is implicitly included as the enhanced damping in the Co/Ni multilayer stack. The definition at the boundary between the Cu and NiO boundary is less trivial to define. At this interface a conversion between a spin polarized electron current to a magnon carried spin current occurs. The main mechanism for this conversion is postulated to be Umklapp reflections as illustrated in figure 3.3 [81]. In this process, a electron with a particular spin direction is annihilated, while an electron with opposite spin angular momentum is created. Furthermore, a magnon is created in the AFMI so that locally angular momentum conservation is obeyed.

Theoretical work of this kind of conversion at an interface between normal metals and FM insulators was performed by Zhang et al. [60][61]. In this work, the spin convertance was introduced as the parameter that determined the efficiency of the conversion of spin polarized electron accumulation to magnon accumulation. It was shown that in this description \( J_\mu \) across the NM/FMI interface was given by [60]:

\[
J_{\mu, NM/FMI} = G_{em} \mu_e.
\] (3.4)

where \( G_{em} \) is the spin convertance. Arguments similar to the ones presented in these papers can be used to obtain an expression for the spin convertance at NM/AFMI interfaces.
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Figure 3.3: Schematic illustration of the Umklapp process that constitutes the conversion of spin accumulation into magnon accumulation at the Cu/NiO interface. A spin-down electron is annihilated, while a spin-up electron is created under the emission of a magnon with the same angular momentum as the annihilated electron.

However, since no accurate probes for several of the parameters in these theoretical predictions, like the magnon density of states, were available for this work, the spin convertance will only be used as a parameter in the numerical work presented in section 3.2. A typical value of this parameter in NiO was calculated to be $G_{em} = 513 \text{ nm/ps}$ (see appendix C).

By combining equations (3.3) and (3.4), the resulting boundary condition for the Cu/NiO interface can be formulated:

$$\mu_{s,\text{Cu/NiO}} = -\frac{D}{G_{em}} \frac{\partial \mu_{s,\text{Cu/NiO}}}{\partial z}.$$  \hspace{1cm} (3.5)

The full set of boundary conditions and equations that have been solved to quantify the spin transport properties, and the values of the different parameters in the three layers can also be found in appendix C.

In essence thus, the Cu/NiO interface acts as a spin sink in this system: spin accumulation will be absorbed with an efficiency related to the value of $G_{em}$. In the limiting cases of $G_{em} \to \infty$ and $G_{em} \to 0$ the impinging spin accumulation will be completely absorbed, or completely blocked, respectively. The next step will be to link the quantitative estimates of the spin current across the Cu/NiO interface, mediated by $G_{em}$, to the spin dynamics of the antiferromagnetic order parameter $I$. For this purpose it is convenient to define the spin current density along the Cu/NiO interface $J_s$ (in units of $\text{A/m}^2$):

$$J_s = eN_{\text{Cu}}(E_F)G_{em}\mu_s,$$ \hspace{1cm} (3.6)

where $N_{\text{Cu}}(E_F)$ is the (bulk) density of states in Cu at the Fermi level. Based on the description presented above for arbitrary stack geometries $J_s$ can be numerically predicted.
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Figure 3.4: Schematic of the model system described in this section. The x-axis is the easy in-plane axis. The magnetic sublattices are shown in blue and orange. Nearby spin-accumulation polarized in the z-direction (green) will lead to a canting of both sublattices as shown in the figure. The corresponding $M$ and $L$ are denoted in gray and purple respectively.

The next step will be to couple this spin current at the interface to the spin dynamics of the antiferromagnetic layer.

3.1.2 Antiferromagnetic macrospin dynamics in NiO

To investigate the response of $L$ to this absorbed spin accumulation at the NM/AFM interface, a macrospin description proposed by Cheng et al. will be employed [19].

The antiferromagnetic system and the spin accumulation by the spin current from FM layer with PMA is illustrated in figure 3.4. It is defined by two macrospin vectors in a single antiferromagnetic domain $M_1$ and $M_2$ that represent the sublattice magnetizations, which point in opposite directions along the x-axis in the absence of external stimuli like a spin current or an applied magnetic field. It is convenient to consider the normalized spin vectors defined as $m_1 = M_1/M$ and $m_2 = M_2/M$, where $M$ is the sublattice magnetization (351 kA/m in NiO [9]). The normalized magnetization $m$ and Neél parameter $l$ can then also be defined as $m = (m_1 + m_2)/2$ and $l = (m_1 - m_2)/2$.

The spin dynamics of the antiferromagnetic order parameter, in the exchange limit ($|l| \gg |m|$) and neglecting effects such as spin pumping by the antiferromagnetic spins [82], is caught in the following equation [19]:

$$l \times \left[ \dot{l} - \omega_R^2 \mathbf{b} \dot{x} + 2\alpha \omega_E \dot{l} + 2\omega_E \omega_a (\dot{z} \times l) \right] = 0,$$

where $\alpha$ is the Gilbert damping coefficient, $\omega_E$ is the exchange field strength, $\omega_R = \sqrt{2\omega_E \omega_a}$ with $\omega_a$ the in plane anisotropy field, and $\omega_s$ is a measure for the strength of the spin current pulse, which will be used to connect this model with the spin transport model described in section 3.1.1. $\omega_s$ is defined as follows [19]:

$$\omega_s = \frac{a^3}{eV} J_{A_{\text{pulse}}} = \frac{a^3}{ed_{\text{NiO}}} eN_{\text{Cu}}(E_F)G_{\text{em}}\mu_s.$$
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where $a$ is the lattice parameter of NiO, $A_{\text{pulse}}$ is the area of the laser pulse in which demagnetization takes place, and $V = d_{\text{NiO}} A_{\text{pulse}}$ is the system volume, where it was assumed that the spin accumulation affects the whole thickness $d_{\text{NiO}}$ of the NiO layer, which is acceptable for films with a thickness of a few nm [83].

Considering the symmetry of the system, equation (3.7) can be further simplified. Restricted by symmetry, $I$ can only have components in the in-plane direction after the perpendicularly polarized spin current pulse, as both sublattices are affected equally. Therefore, the whole state of the antiferromagnetic order parameter can be defined by the angle $\phi(t)$ as $I = \{I_x, I_y, 0\} = \{\cos(\phi(t)), \sin(\phi(t)), 0\}$, where $\phi$ is the angle between $I$ and the easy $x$-axis. Using this definition in equation (3.7) yields [19]:

$$\dot{\phi} + \frac{\alpha_R^2}{2} \sin(2\phi) + 2\alpha E \dot{\phi} = 2\omega_E \omega_s(t).$$  (3.9)

From left to right these terms originate from the antiferromagnetic coupling between the two sublattices, the easy axis anisotropy, the Gilbert damping and the torque exerted by the spin accumulation. The numerical values of the different parameters for NiO are presented in appendix D. In equation (3.9), particular attention should be payed to the second time derivative of $\phi$; similar as in Newton’s equations this leads to so called inertial spin-motion. In practice, this means that although no instantaneous change to $I$ may be observed, the acquired momentum from a spin current or field pulse can still drive dynamics even after the initial pulse has decayed [20]. This can potentially be used to switch the magnetic state of the AFM without the need for prolonged current pulses [19].

One relevant example of this is the exchange torque driven spin dynamics of antiferromagnetically coupled systems, as can also be observed in NiO. Upon (spin current induced) canting as shown in figure 3.5 the exchange field $H_{\text{ex}}$ generates a precessional torque on both sublattices. Depending on the magnitude of the canting, the magnetic system can build up sufficient inertia to overcome the anisotropy barrier, leading to a switch of the antiferromag-

![Figure 3.5: Schematic illustration of the exchange torque driven motion of the two sublattices upon OOP canting. Circles indicate rotation direction of the respective sublattice.](image)
netic order parameter to another stable state. For the model system described in this section, this phenomenon is further explored in section 3.2.2.

To summarize, both the transport model and the spin dynamics model have been defined above by equations (3.2) and (3.9) respectively. These provide a generic framework to produce quantitative estimates of the sensitivity of the response of the AFM to different parameters in the stack design and the NM/AFMI interface quality. In the end two primary parameters are left that will be varied throughout the results presented in section 3.2 below: the spin convertance $G_{em}$ and the buffer layer thickness $d_{Cu}$. All other parameters are either material parameters, difficult to tune experimentally or both.

3.2 Results and discussion

In this section, the results of the numerical work based on the models presented in section 3.1 will be presented. First, the influence of the two parameters of interest, $d_{Cu}$ and $G_{em}$, on the spin current across the Cu/NiO interface $J_s$ will be investigated. The focus will be on the conceptual understanding of the observed behaviour of $J_s$ as a function of $G_{em}$ and $d_{Cu}$. Next, in section 3.2.2, the calculated $J_s$ will then be used as input to characterize the transient magnetization induced in the AFM as well as the state of the antiferromagnetic order parameter $l$. For all the calculations in this section the thicknesses of the Pt and Co/Ni multilayers were set to 3 nm and 2.6 nm.

3.2.1 Diffusion model

As discussed in section 3.1 in this thesis it is assumed that the spin current profile generated by optical demagnetization resembles the time derivative of the demagnetization curve. This leads to spin current profiles across the Cu/NiO interface as shown in figure 3.6. As can be seen, when $d_{Cu}$ is small (black curve) with respect to the spin diffusion length of Cu ($\sim$100 nm [84]), the spin current strongly resembles the spin generation profile used as input (figure 3.2b). Where the sharp peak centered at $\Delta t = 0$ ps corresponds to the demagnetization, while the negative peak at $\Delta t = 1.8$ ps represents the remagnetization of the sample. In the following treatment, interest initially rests on the dependence of the magnitude of these peaks on the spacer layer thickness $d_{Cu}$ and the spin convertance $G_{em}$.

Spacer layer thickness dependence

As $d_{Cu}$ is increased in figure 3.6, three distinct effects can be distinguished. First of all, the two principal peak positions have been shifted, this is caused by the finite time it takes for the spin current pulse to travel through the thick Cu layer. Furthermore, due to the longer traveling distance, $J_s$ will be more strongly attenuated. Finally due to back diffusion of spin polarized electrons, a broadening of both peaks can be observed, even leading to a disappearance of the negative peak in the profile for $d_{cu} = 200$ nm.

To quantify the observed attenuation of $J_s$, the values of the two principal peaks in $J_s$ are calculated as a function of $d_{Cu}$. Figure 3.7a shows $J_s$ as a function of $d_{Cu}$ for $G_{em} = 5000$ nm/ps. The magnitude of the spin current decays continuously and can be separated in two regions. $J_s$ decays exponentially for large values ($\gtrsim 50$ nm) of $d_{Cu}$ with a decay length of 135 nm. On the other hand, for low values of $d_{Cu}$ ($\lesssim 30$ nm), a $J_s \propto 1/d_{Cu}$ relation is found to fit...
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Figure 3.6: Calculated spin current across the Cu/NiO interface as a function of the delay $\Delta t$ after the arrival of the demagnetizing laser pulse. Profiles for different Cu layer thicknesses of 10 (black), 100 (red), and 200 (blue) nm are shown for $G_{em} = 5000$ nm/ps.

the peak heights well. The two different decay regimes can be understood by considering the two different mechanisms by which spin angular momentum can be lost.

First of all, throughout all metallic layers spin decay takes place mediated by spin relaxation time $\tau$ of each specific layer. For thick Cu layers, $J_s$ is dominated by the spin pulse traveling through the Cu layer, leading to exponential decay with a typical decay length in the order of 100 nm, characteristic of Cu [84]. Elseways, for low values of $d_{Cu}$ enhanced decay of $J_s$ can be observed. This has two primary causes: back-diffusion of non-converted spin accumulation into the low $\tau$ Pt and Co/Ni layers, and the high conversion efficiency of the Cu/NiO interface leading to efficient conversion of spin angular momentum at the interface. Finally it should be noted that the maximum $J_s$ caps of for $G_{em} \to \infty$, due to the limited generation of spin accumulation due to demagnetization.

This interpretation is also reflected when considering the $d_{Cu}$-dependence of $J_s$ for different values for the spin convertance, as shown in figure 3.7b. It can be seen from this picture that, as $G_{em}$ decreases, the region of fast decay becomes less significant at low $d_{Cu}$; indicating the transition from spin momentum loss dominated by spin conversion across the NM/AFM interface, to it being dominated by spin flip relaxation in the metallic layers.

Spin convertance dependence

A similar analysis was performed to find the dependence of $J_s$ on the spin convertance $G_{em}$. Figure 3.8a shows this dependence for a stack with $d_{Cu}=5$ nm. As expected, the peak magnitudes increase with increasing $G_{em}$, in line with the interpretation of $G_{em}$ being the efficiency with which spin current can be absorbed. When the same curve is considered for different $d_{Cu}$ (figure 3.8b), two distinct trends can be observed. The maximum transmitted $J_s$ across the Cu/NiO interface decays monotonically with $d_{Cu}$, which is in line with the behaviour of $J_s$ as a function of $d_{Cu}$ presented in figure 3.7b.

More interestingly, it can be observed that as $d_{Cu}$ increases, the thickness at which $J_s$ does not increase appreciably anymore goes down. This is explained as follows. As the spin convertance goes down, $\mu_s$ becomes larger at the interface, leading again to back-diffusion to the Pt and Co/Ni layers where the spin relaxation time is much shorter than in the Cu layer. As $G_{em}$ becomes large enough though, the efficient spin transfer across the interface Inducing spin dynamics in antiferromagnetic NiO
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Figure 3.7: a): Magnitude of the maximum (red) and minimum (blue) in the spin current across the Cu/NiO interface $J_s$ as a function of $d_{Cu}$ for $G_{em}=5000$ nm/ps. b): Magnitude of the maximum in $J_s$ as a function of $d_{Cu}$ for different values of $G_{em}$.

Figure 3.8: a): Magnitude of the maximum (red) and minimum (blue) in the spin current across the Cu/NiO interface $J_s$ as a function of $G_{em}$ for $d_{Cu}=5$ nm. b): Magnitude of the maximum in $J_s$ as a function of $G_{em}$ for different values of $d_{Cu}$. In this figure the top x-axis shows the real part of the spin mixing conductance (see appendix C.3).
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3.2.2 Spin dynamics

As was discussed in section 3.1.2, when both sublattices are canted in the z-direction exchange torques lead to a rotation of $\mathbf{l}$ around the same canting axis (see figure 3.5). This behaviour is recovered from the model and illustrated in figure 3.9. Here, $l_x$ is shown as a function of the delay after laser excitation $\Delta t$. This response is shown for $d_{Cu} = 20$ nm and $G_{em} = 10, 30$ and $130$ nm/ps in figure 3.9a, 3.9b and 3.9c respectively.

Before the arrival of the spin current pulse, $l$ points in the positive x-direction (+x), one of the equilibrium configurations along with the negative x-direction (-x). In figure 3.9a, the spin current is insufficiently large to provide the inertia needed to bring $l$ from the +x to the -x state. When the spin current pulse is then increased, as shown in figure 3.9b and 3.9c, $l_{x,e}$ will alternate between the +x and -x end states.

To further illustrate this point, a phase diagram of $l_{x,e}$ as a function of $d_{Cu}$ and $G_{em}$ is shown in figure 3.10a. The alternating behaviour between the two different end states is again observed. Since the spin current across the Cu/NiO interface is proportional to $G_{em}$ in this description, the phase boundaries behave similarly to the $J_s$ curves shown in figure 3.8b.

It is instructive to compare the phase diagram to the dependence of $m_{z,max}$ on $d_{Cu}$ and $G_{em}$, as shown in figure 3.10b. It is found that $m_z(\Delta t)$ follows the short optical spin current pulse adiabatically (i.e. closely following the spin current pulse). Upon comparison, the phase boundaries in figure 3.10a, closely follow lines of equal $m_{z,max}$ in 3.10b, further supporting the

Figure 3.9: Time dependence of the x-component of the Neél parameter $l_x$ for $d_{Cu} = 20$ nm and a): $G_{em} = 10$ nm/ps, b): $G_{em} = 30$ nm/ps, and c): $G_{em} = 130$ nm/ps.

prevents the appearance of a large spin accumulation there and by extension the importance of back-diffusion into the low-$\tau$ layers.

As $G_{em}$ can vary with a factor of two depending on interface quality [85], it is noted that $J_s$ can be tuned by up to 20% given $d_{Cu} = 10$ nm. This suggests that in real experiments interface quality is something that can strongly influence the absorbed spin current. In the end, the most important take-away message from these calculations is that for the thicknesses typical for optical spin current experiments (4-20 nm), the critical parameter is the Cu/NiO interface quality represented by $G_{em}$ in the current model. The next step will be to see how the magnitude of $J_s$ translates to the maximum induced OOP magnetization $m_z$ and the end configuration of the component of the antiferromagnetic order parameter along the easy x-axis $l_{x,e}$.
Figure 3.10: Mapping of the end configuration of the Neél parameter $l_{x,e}$ (a) and the maximum of the OOP component of the magnetization $m_{z,max}$ (b) as a function of $d_{Cu}$ and $G_{em}$. Note that the discretization of the scale bar only serves to illustrate similarities between a and b; the calculated values of $m_z$ are continuous. Red dotted lines indicate the typical parameter values of $d_{Cu} = 20$ nm and $G_{em} = 500$ nm/ps.

It should become immediately clear that the magnitude of $J_s$ needed to make $I$ cross the anisotropy barrier decreases upon decreasing the damping. What is important to note here, is that the damping due to spin pumping may lead to an additional term of order 0.001 to the overall damping [82]. Neglect of this term in the spin dynamics is hence too crude an approximation, and should be taken into account in future descriptions of this system.
Figure 3.11: Maximum out of plane component of the OOP magnetization $m_{z,\text{max}}$ (top) and the end configuration of the Neél parameter $l_{x,e}$ (bottom) as a function of $d_{Cu}$ and $G_{em}$ for $\alpha = 0.01$ (a,d), $\alpha = 0.005$ (b,e) and $\alpha = 0.001$ (c,f). Note that the $\alpha = 0.001$ situation is not physically realistic and only serves as an illustration of the behaviour of the model. Red dashed lines prerepresent typical values of $G_{em}$ and $d_{Cu}$.
3.3 Conclusion

In this chapter a generic framework for spin transport and dynamics after ultrafast optical demagnetization has been presented. Given realistic parameters for a Pt/[Co/Ni]$_3$/Cu/NiO multilayer system, the model has provided numerical estimates for relevant parameters in the optical experiments described in chapter 5 such as the induced transient magnetization. As the most important result, these estimates suggest that the canting of the sublattices upon optical spin current pulse absorption should be sufficient to be measurable in Faraday rotation measurements on thin films of NiO. The next step will be to validate this description of the spin dynamics and transport. One attempt to check the validity is presented in chapter 5 where the exact stacks for which the numerical work in this chapter was performed are investigated with these optical spin current pulses.

An alternative way to test the validity is to consider a system where the AFM is replaced by an IP polarized FM. Then the response of this IP layer to an OOP polarized spin current can be studied (see e.g. [35]). Since the electron-magnon spin convertance $G_{em}$ can be related to the spin mixing conductance, the spin transport description from section 3.1.1 may also be applied to these kind of ferromagnetic systems. In FMs, the magnetic structure is less sensitive to sample anomalies like strain and temperature effects and are more easily characterized with e.g. the FE, which are some of the reasons that their behaviour after current pulse excitation is well charted out.
Chapter 4

Sample growth and characterization

In this chapter the techniques used to grow and characterize the magnetic multilayer stacks are presented. These are used in the optical measurements presented in chapter 5. There are two main kinds of samples that were investigated in this work in accordance with the two research questions posed in the introduction to this thesis.

The first stack is shown in figure 4.1a. This sample was grown to directly investigate transient magnetization dynamics in NiO. Commercial crystalline MgO substrates were used with [001] and [111] growth directions. This substrate is used due to the excellent lattice matching between NiO and MgO; These materials have a lattice parameter of 4.176 Å and 4.213 Å respectively, implying a lattice mismatch of 0.9%. It will be shown below that textured thin films of NiO with the same crystal structure as the MgO substrate can be grown by sputtering. A Cu buffer layer is then included to magnetically isolate the NiO from the FM layer. Next, alternating layers of Co and Ni were grown. The surface anisotropy in these ultrathin layers gives rise to perpendicular magnetic anisotropy (PMA), related to the symmetry breaking and precise orbital overlap between the different material layers. Co/Ni multilayers were chosen for this purpose for their high saturation magnetization (1.3 MA/m) and spin current generation. Finally a Pt capping layer is grown to prevent the magnetic layers from oxidising, as Pt is well known to be highly resistant to oxidation under ambient conditions.

The other stack (figure 4.1b) is intended for experiments to test the magnonic spin transport through NiO. The main difference is that a 5 nm Co layer is included between the NiO and the MgO substrate. The 5 nm Co layer is expected to have IP anisotropy based on shape anisotropy. A thin NiO layer is then expected to function as a transport layer for optical spin currents. The rest of the stack is identical to the one shown in figure 4.1a, having a Cu buffer layer, a Co/Ni FM multilayer with PMA and a Pt capping layer.

This chapter will consist of two primary section. Firstly, section 4.1 describes the primary stack fabrication and characterization tools and the physical principles these rest on. Subsequently, the results from these different growth and characterization steps are presented in section 4.2.
4.1 Experimental methodology

In this section, the experimental techniques used for sample fabrication and characterization of the two different stacks will be introduced. Sputter deposition was used as the primary method of sample growth and will be introduced in section 4.1.1. Particular attention will be paid to reactive sputtering, which was employed for the growth of NiO. To check whether samples had the correct stoichiometry and crystallinity, X-ray photoelectron spectroscopy (XPS), low-energy electron diffraction (LEED), and X-ray diffraction (XRD) were performed. These three experimental tools will be described in the subsequent subsections 4.1.2, 4.1.3, and 4.1.4 respectively. Finally, the main method of characterizing the ferromagnetic part of the multilayer, the magneto optical Kerr effect (MOKE), will be introduced in section 4.1.5. Some more sparsely used experimental techniques like vibrating sample magnetometry (VSM) and Raman spectroscopy will be briefly introduced in the results section of this chapter.

4.1.1 Sputter deposition

Sputtering is a fabrication method which allows for the deposition of thin layers of a target material on a sample. Sputtering takes place in a vacuum chamber with low-pressure ($O\{10^{-2} \text{ mBar}\}$), high-purity gas. Noble gases are typically used for this purpose due to their low reactivity. While it is known that heavier atom species provide a higher sputtering rate [94], Argon is used. The reason for this is that heavier noble gases are either radioactive (Ra) or expensive (Kr, Xe).

A sketch of a typical sputtering chamber is shown in figure 4.2a. In this illustration the three parameters $p$, $d$ and $P$ represent the Argon pressure during the sputtering process,
the distance between the target and the sample and the power used to maintain the plasma respectively. An Ar plasma (purple in figure 4.2a) is ignited around a target material. This target is typically a high purity disk of a pure metal, alloy or insulator. The high energy particles in the plasma are capable of overcoming the binding energy of the atoms at the surface of the target, effectively separating atoms from the target. The ejected atoms travel through the chamber towards the sample. As the target atoms arrive at the substrate the atom will diffusively move around said substrate depending on the nature (e.g. surface morphology or crystal facet [95–97]) and temperature of the substrate [94]. At some point atoms start moving together on the substrate, making re-evaporation less likely. These nucleating islands will then grow until they become so big that they coalesce. This process of island formation, growth and coalescence continues until continuity is reached. By calibrating the growth rate for the specific sample and reactor conditions, deposition of layers of well-defined thickness with accuracy up to 1 Å is possible [98]. This technique is also widely used to make coatings for its scalability.

Figure 4.2b shows a close-up of the region around the target. The plasma is ignited by applying a voltage difference between the target material and a conductive coil (ring anode) near the sample. An applied magnetic field is used to confine the plasma and target radicals as well as secondary electrons to the region around the target. This in turn leads to a more dense plasma around the target material. An important consequence is that the plasma can be maintained at lower operating pressures and powers [99], which is particularly relevant for the experiments described in section 4.2.3. By using different targets one can accurately engineer different ultrathin multilayer stacks which is a centerpiece of current day spintronic research (e.g. [25,100–102]). It is also possible to deposit compounds of the target material through reactive sputtering. In this case another gas beside Ar is introduced into the chamber near the sample (e.g. O₂, N₂) which allows for the growth of e.g. oxides or nitrides [103,104].

Finally, different mechanisms to manipulate and/or improve the sputtering process are shown in figure 4.2c; this figure shows the region around the sample. It is common practice to rotate the sample around its normal to improve film homogeneity. In this work a heating module was also used to heat the substrate, which is critical for the growth of several crystalline films [105,106].
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4.1.2 X-ray photo-electron spectroscopy

To test whether a sputtered sample has the right composition, a probe for the deposited atoms and compounds is required. XPS is a spectroscopic technique used at ultra-high vacuum (UHV) that probes the elemental composition of the investigated sample. It relies on the specific energy that is associated with ejecting electrons from their atomic orbitals. High energy x-rays eject electrons from their respective orbitals at the surface of the sample. The kinetic energy after ejection is thus dependent on the specific energy associated of the electronic orbitals of the probed sample, making the XPS spectrum a fingerprint of the material under investigation.

An illustration of an XPS measurement setup is shown in figure 4.3a. The sample is bombarded with x-rays from an Al source. The emitted x-rays ionise electrons from the sample material. The ionized electrons are accelerated towards the hemispherical analyser and focused by an electromagnetic (EM) lens system. The hemispherical analyser consists of two hemispheres of radii 75 and 125 mm respectively. By electrically biasing the two hemispheres with respect to each other, only electrons with a specific pass energy $E_p$ are detected. The pass energy $E_p$ is defined as:

\[
E_p = -q \cdot k \cdot \Delta V,
\]

Figure 4.3: Basics of XPS: a): Illustration of a typical XPS setup. b): Illustration of the photoelectron mechanism for electron ejection. c): Illustration of the Auger mechanism for electron ejection.
Electrons with kinetic energy higher than $E_p$ will collide with the outer hemisphere, while electrons with a lower energy collide with the inner hemisphere. Thus, by tuning $\Delta V$, it is possible to selectively probe electrons with a specific kinetic energy. It should be noted that due to the limited mean free path of the ionized electrons the probe depth of XPS is limited to the first few nm; a property that makes XPS suitable for thin film and surface characterization studies.

The XPS-spectrum gives a fingerprint of the energy levels of the atoms in the sample, and by comparing the spectra to known reference spectra it is possible to obtain qualitative and quantitative information about the presence of atomic species, their stoichiometry and the presence of compounds. In the analysis of XPS spectra it is important to distinguish between two different ionization mechanisms: photoelectron emission and Auger emission. Figure 4.3 shows a cartoon photoelectron emission. The energy of an x-ray photon (green) is transferred to one of the electrons in the material. This electron is subsequently excited to the vacuum level after which it enters the measurement scheme shown in figure 4.3. The kinetic energy of the emitted electron $E_k$ is then defined as the difference between $\epsilon$ and the energy needed to eject the electron from its orbital to the vacuum.

The Auger excitation mechanism is shown in figure 4.3. It occurs when an electron moves to a vacant energy level with lower energy ($E_1 \rightarrow E_0$ in figure 4.3). The excess energy is transferred to an electron in a higher orbital ($E_2$ in figure 4.3), which can lead to ionization. One important consequence is that $E_k$ in this case no longer depends on the initial x-ray energy, but on the energy difference between the vacant level and the initial state of the electron that decayed to a lower energy state.

XPS was used as a tool to check the quality of the deposited NiO films, as past research has shown XPS to be an effective probe for the surface chemistry of these transition metal oxides and hydroxides. Figure 4.4 shows a typical full energy spectrum on which photoelectron and Auger transitions for Ni are observed. A wide variety of peaks can generally be explained based on the two basic types of transitions shown in figures 4.3 and 4.3. When labeling the different peaks in the XPS spectrum figure 4.4, regular naming conventions were used. For a photoelectron emission process, labels like Ni2s were used, referring to the atomic species and the associated orbital from which the electron was ejected. For Auger-
Figure 4.5: Basics of LEED: a): Bragg condition for scattering of low energy electrons off the first few layers of atoms. b): Schematic of the experimental setup used to measure a LEED diffraction pattern. c): LEED-spectrum measured on a [001]-MgO substrate. Note the square diffraction pattern as expected for the [001]-facet of materials that crystallize in a rock salt structure [116,117].

processes (figure 4.4c), labeled by e.g. \( L_3 M_{23} M_{23} \), the three letters and suffices refer to the initial states of the electron excited by the photoelectric effect, the initial state of the electron decaying to the lower energy vacant orbital, and the electron ejected by the excess energy of the decay process [111]. In section 4.2.1 particular focus will be put on the 2p photoelectron peaks around 870 eV for the comparison between Ni and NiO.

### 4.1.3 Low-energy electron diffraction

Besides composition, another important parameter in the magnetic stack fabrication is crystallinity, particularly of the samples where lattice matching growth of NiO on MgO is required. Qualitative and quantitative information about the crystal structure can be obtained through low-energy electron diffraction (LEED). This technique was first used by Davisson et al. to show the wave-nature of electrons [112] and has since then been used as a surface probe for single crystals [113,114]. A LEED experiment revolves around a beam of low energy (20-500 eV) electrons of well defined energy impinging on some (crystalline) sample. The beam will be diffracted based on the crystal structure of the sample within the first few monolayers due to the low mean free path of low energy electrons [115]. This process is a form of Bragg scattering, where constructive interference between the waves scattered off different atomic cores (in the case of LEED) leads to sharp diffraction peaks for crystalline samples following Bragg’s law:

\[
n\lambda = a \sin \theta,
\]

(4.2)

where \( a \) is the lattice parameter, \( \theta \) is the angle between the scattered beam and the surface normal, \( n \) is an integer and \( \lambda \) the wavelength of the electrons. A cartoon of Bragg’s condition is shown in figure 4.5a.

The electron wavelength can subsequently be derived by using the De Broglie relation between the electron momentum \( p_e \) and \( \lambda \):

\[
\lambda = \frac{h}{p_e} = \frac{h}{\sqrt{2meV_{\text{acc}}}},
\]

(4.3)
where \( m \) is the electron mass and \( V_{\text{acc}} \) the accelerating voltage used to create the electron beam. A cartoon of the LEED setup that was used during this research is shown in figure 4.5b. At UHV (10^{-10} \text{mBar} \text{ was} \text{ routinely reached}) a tungsten hot filament was used as an electron source for the beam which at focus provides spot sizes of order 300 \( \mu \text{m} \). The ejected electrons are accelerated by an applied voltage \( V_{\text{acc}} \) and are scattered by the sample surface leading to a diffraction pattern governed by Bragg’s law (equation (4.2)). The scattered electrons pass through an energy filter grid which only allows electrons which scattered elastically to pass through.

The elastically scattered electrons finally collide with a fluorescent screen leading to a pattern as shown in figure 4.5c. This pattern can be visualised with a camera. The figure shows the LEED pattern produced by a clean crystalline [001]-MgO substrate. Since the diffraction pattern is a fingerprint of the reciprocal space of the crystal (see e.g. [118]), the square lattice of the [001]-facet of MgO is expected to show a square diffraction pattern, which it does.

### 4.1.4 X-ray diffraction

In order to get in-depth quantifiable information of the crystal structure of the grown films, films are removed from the UHV environment in which the previously mentioned measurements and growth took place to perform XRD. XRD is a spectroscopic technique which makes use of the wave character of x-ray radiation to produce a diffraction pattern based on the sample crystal structure. There are a few important distinctions between XRD and LEED. Firstly, X-rays penetrate much deeper into the sample than low-energy electrons. In practice, this means that the full depth of the sample as shown in figure 4.1 can be investigated. Furthermore, since X-rays are reflected off the lattice planes the Bragg condition for constructive interference needs to be altered slightly:

\[
2d \sin \theta = n\lambda, \tag{4.4}
\]

where now \( d \) is the lattice plane spacing, and \( \theta \) is the angle between the X-ray-beam and the sample plane. The Bragg condition for XRD is shown schematically in figure 4.6a.

In an XRD measurement generally the angle \( \theta \) is varied over an angular region of interest. Diffraction peaks are observed when the Bragg condition is obeyed. Figure 4.6b shows two characteristic XRD peaks measured on as-received crystalline MgO substrates. Due to the difference in lattice spacing \( d \) between the two growth directions, the Bragg condition is thus obeyed at higher \( \theta \) for the [001]-crystal. The peak-splitting that can be observed is caused by the non-monochromaticity of the Cu x-ray source (\( \lambda = 1.54\AA \)). Spectra as shown in figure 4.6b carry information about the materials present in the grown sample and, more critical to this work, the crystal structure of said material.

One important property used to gain insight in the crystal structure on the nanoscale and the way different crystal facets stack up in the material is the crystallite size. Crystalline materials do not consist of one sample-spanning crystal, but rather of several crystallites. These crystallites are regions with a well defined crystal structures and are separated in the simplest image separated by regions of amorphous materials. To quantify crystallite sizes \( d \) from diffractograms, the Scherrer equation can be used [119,120]:

\[
d = \frac{K\lambda}{w \cos (\theta_c)}, \tag{4.5}
\]
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where $K$ is a shape factor of the crystallites, $\lambda$ is the X-ray radiation’s wavelength, $w$ is the peaks FWHM and $(2\theta)_c$ is the peak position. Since in this project no direct probe for visualization of these crystallites was used, an approximation of spherical crystallites in crystal with cubic symmetry will be used in this work. In this case the form factor is $K = 0.94$ [121].

For the analysis presented in the results section of this chapter, it is also important to recognize the influence of strain on the width and position of diffraction peaks. Figure 4.7 shows the simplest strain dependencies of peak position and width. Suppose a material which has a bulk lattice spacing $d_0$ and hence, according to equation (4.4), a diffraction peak at a characteristic angle $\theta_0$ (figure 4.7a). Note that even for a material with perfectly uniform lattice spacing, a finite width is found due to instrumental line broadening. If a uniform tensile or compressive strain is exerted on the material in the stacking direction this leads to a shift of the diffraction peak to higher and lower angles respectively (figure 4.7b). Contrarily, the presence of a non-uniform strain leads to a broadening of the diffraction peak. This can be understood as an effect of the smearing out of the lattice spacing. This sort of broadening can e.g. be caused by strain effects between different lattice mismatched materials relaxing along the growth direction.

### 4.1.5 Magneto-optic Kerr effect

Finally, to characterize the magnetic properties of the ferromagnetic layers that are deposited MOKE measurements have been performed. A typical setup for these experiments is shown schematically in figure 4.8. Light from a continuous wave laser source is linearly polarized by a polarizer “P”. The beam is then focused onto the sample and will, pick up a polarization rotation and ellipticity proportional to the out-of-plane component of the magnetization in the sample, as discussed in section 2.4. This change in polarization angle and ellipticity can be quantified by sending the reflected beam through another polarizer referred to as the analyzer “A”. A photodetector is then used to convert the beam intensity to a usable signal. To improve the signal-to-noise ratio in this measurement, a photoelastic modulator
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Figure 4.7: a): Illustration of the XRD-signal of a crystalline material with uniform lattice plane spacing $d_0$. b): Illustration of the XRD-signal of the material from a) under uniform tensile (orange) or compressive (blue) strain. c): Illustration of the broadening of the diffraction peak as a consequence of inhomogeneous strain.

Figure 4.8: Schematic of the MOKE setup. The polarization of the light after the polarizer (P) and after the sample (in green) are illustrated in the top and bottom circles respectively. Legend: P = polarizer, PEM = photo-elastic modulator, A = analyser, L= lock-in amplifier.

(PEM) is introduced after P. The PEM modulates the polarization state of the beam at a fixed frequency. By locking in on this reference frequency the detector signal quality can be drastically improved. By then measuring this locked-in signal and sweeping an external magnetic field $H$ at the sample location, magnetic hysteresis loops can be obtained. These loops are used in section 4.2.2 to characterize the magnetic properties of the sputtered Co/Ni multilayers.

4.2 Results and discussion

In this section, the sample growth process and associated experiments are described. Section 4.2.1 describes the characterisation of the AFM layer using XPS, VSM, Raman spectroscopy and XRD. The focus will be on the AFM character of the deposited films and the crystal structure as the magnetic structure in NiO is strongly linked to the crystallinity (see section 2.3). Next, the growth of the Cu buffer layer and the FM multilayer is discussed in section
4.2.2 Finally, in section 4.2.3, an alternative stack geometry that was explored during this project will be introduced. This stack geometry makes use of a Pt buffer layer between the MgO substrate and the NiO film to influence the magnetic structure through the compressive strain between Pt and NiO.

4.2.1 Growing NiO thin films

As discussed before, most samples under investigation in this thesis were grown on top of crystalline MgO substrates. MgO is a transparent non-magnetic insulator that is known to hydroxylate when exposed to water and air \[122\]. In order to have pristine substrates to grow the multilayers on, they were ion beam milled for 5 minutes immediately prior to deposition. In this process, roughly 900 nm of material was milled away, which is insignificant with respect to the substrate thickness (500 µm), but more than enough to get rid of any hydroxylation during the transfer of the substrate to the vacuum system where milling and sputtering took place \[122\]. XRD and LEED measurements on the crystalline MgO substrates confirmed their monocrystallinity; these results are shown in appendix E.

As stated, the NiO layers were sputtered reactively in an environment with a gas mass flow of 15 and 1.5 sccm Ar and O\(_2\) respectively. The target-to-sample distance, base pressure, plasma power and temperature were set to 120 mm, 1e-3 mBar, 20 W and 430°C respectively. Substrate milling, reactive sputtering, LEED and XPS measurements were all performed in a single UHV system, where the deposited sample can be prepared and investigated with these techniques without having to be removed from UHV.

XPS

Within this UHV cluster, the first test that was performed to check the quality of the deposited layers was a measurement of the XPS spectrum of the deposited layers. In the setup used for the measurements, similar to the one shown in figure 4.3, a dual anode x-ray source equipped with a Al filament was used. The Al anode has an excitation energy of \(\epsilon = \hbar \omega = 1487\) eV.

In order to illustrate the change in the spectrum for NiO in comparison to atomic Ni, the broad range spectrum of a 30 nm Ni (red) and NiO (black) films is shown in figure 4.9a. When comparing the two spectra and indentifying the XPS-response of NiO, three regions are of particular interest. First of all, the appearance of the two oxide related peaks, demarked by the dotted lines are a first indication that an O-compound is formed. Most usually though, the focus lies on the 2p photoelectron emission peaks in the blue region in figure 4.9a. This part of the spectrum has been shown enlarged in figure 4.9b. The 2p\(_{3/2}\) and 2p\(_{1/2}\) photoelectron transitions are labeled.

The split between these two orbitals in Ni is a consequence of spin-orbit coupling (see e.g. \[123\]). Furthermore, smaller satellite peaks can be observed for both orbitals at 860 and 880 eV respectively. These peaks arise from two different mechanisms in which empty 4s and 3d\(^9\) orbitals can be filled \[124\]. In general, due to the appearance of charge-transfer states and ionic cores in the material structure in NiO, the spectrum is altered from the atomic state \[110,124\]. The main feature that was used to distinguish between the atomic state and the compound state is the magnitude of the spin-orbit splitting which should increase by 1 eV. In these spectra, we found an increase of the spin-orbit splitting of 0.90 ± 0.03 eV, suggesting that indeed our deposited films have the expected composition. Film stoichiometry can also be checked from this spectrum through proper fitting of the different diffraction peaks. The
Figure 4.9: Comparison of XPS spectra of Ni and NiO (a,b), as well as for NiO films deposited at different temperatures (c). a): Broad spectrum of the NiO film deposited at high temperature. Appearance of the marked oxygen peaks is a first indication of oxidation during deposition. Region in blue shown enlarged in b. b): Comparison of the Ni2p spectrum for 30 nm films of Ni and NiO. c): Comparison of the Ni2p spectrum for 30 nm films of NiO deposited at 703 K and 300 K for transient magnetization and spin transport measurements.
fitting procedures are highly non-trivial though, both in terms of background subtraction and interpretation \cite{110}, and is beyond the scope of this thesis.

Finally a comparison is made between the spectra of NiO films grown with the same growth procedure spare the substrate temperature. The Ni2p spectra are shown in figure 4.9 for growth of 30 nm films at 300 K (red) and 703 K (black). It should be noted that the peak ratios observed in this figure are in qualitative agreement with spectra observed in literature, but the difference in peak ratios suggests a difference in stoichiometry between the two films \cite{125}. More detailed analysis needs to be performed to derive reliable quantitative estimates of the film composition from the XPS data. Further tests have therefore been performed, mostly pertaining to the magnetic properties of the film.

Exchange bias

One indirect measure of the antiferromagnetic ordering is exchange bias (EB) at AFM/FM interfaces. EB is a form of direct exchange between the spins of the AFM and FM layer at the interface, which is present at temperatures lower than the characteristic blocking temperature \( T_B \) \cite{126}. It is measured as a shift \( H_{EB} \) of the hysteresis loop of the FM layer.

To introduce the origins of EB, a simple bilayer consisting of a FM and an AFM layer is considered. In this system an EB can be created at the interface between the two materials in a simple experiment shown in figure 4.10a. When the system is heated above \( T_B \), the interfacial exchange coupling disappears. This leads to a typical M-H loop as illustrated in the figure, symmetric around \( H = 0 \) in the absence of any particular coupling at the interface.

When then the temperature is lowered again in the presence of an external magnetic field (figure 4.10b), the uncompensated spins in the AFM at the interface (i.e. carrying a net magnetic moment when integrated over the entire surface) can align and couple with the FM spins. This leads to an energetic preference for the FM system to be aligned to the ”fixed” AFM spins at the interface. Supposing the field is applied in the direction of positive \( H \) during cooling, as in figure 4.10b, this will lead to an M-H loop as shown in the bottom of the figure. The additional unidirectional anisotropy due to the EB coupling leads to the \( H_{EB} \) shift of the loop to the negative field direction.

This can be phenomenologically understood as the ferromagnetic spins being pinned when they align with the uncompensated plane of the AFM (i.e. along the positive field direction). This pinning leads to a higher required switching field to get to the state where the FM spins are antiparallel to the uncompensated plane of the AFM. On the other hand, when the ferromagnetic spins are originally oriented antiparallel to the AFM spins, the energetic preference for them to be aligned to the AFM leads to a lower required switching field to the parallel state.

To check for EB in the deposited NiO films, MgO\{111\}/NiO\{50\}/Co(2)/Pt(4) stacks were grown. M-H loops were measured in a superconducting quantum interference device (SQUID) through VSM, a method that allows for direct quantification of \( M \) in a FM \cite{127}. Two hysteresis M-H loops were measured and are shown in figure 4.10. The red curve corresponds to the as-deposited sample. It can be observed that the loop is symmetric around \( H = 0 \), i.e. no EB is observed. Directly after this measurement, the sample was first heated to above \( T_B \) (450 K,) after which it was cooled down to room temperature in an applied field of 1 T. After this procedure the second M-H loop was measured, shown as the black curve in figure 4.10. Two important changes can be observed when compared to the as-deposited sample: an increase of the coercive field of \( \Delta H_c = 13.6 \) mT and an EB shift of \( H_{EB} = -6.8 \) mT. The shift in
Figure 4.10: Exchange bias experiment as performed in this thesis. a): FM/AFM bilayer is heated above the blocking temperature, qualitative behaviour of a M-H loop is sketched. b): Field cooling leads to exchange coupling between spins at the FM/AFM interface. The insensitivity of the AFM order parameter to an external field leads to an exchange bias field shift of the M-H curve. c): VSM measurement on a NiO(50)/Co(2) multilayer system before (red) and after (black) field cooling as shown in b).

the negative field direction is what is expected for a positive applied field during field cooling.

Chen et al. reported an $H_{\text{EB}}$ and $\Delta H$ of 0.9 and 12.4 mT respectively in NiO(50)/Co(10) multilayer stacks grown on amorphous Si/SiO substrates. Though the coercivity increase is of a similar magnitude, which is expected to be related to AFM domain formation at the AFM/FM interface $^{128}$, $H_{\text{EB}}$ reported in literature is significantly smaller than the value that was found in this thesis. The disparity in the measured $H_{\text{EB}}$ can be explained by considering the spin structure of NiO as introduced in section 2.3. When it is grown in the [111]-direction, the stacking direction of the FM planes coincides with the film normal. The consequence is that the net magnetic moment of the first atomic plane of the AFM will be mostly uncompensated, which yields more efficient exchange coupling than when the first atomic plane is fully compensated.

These measurements suggest indeed that the NiO films that are grown are antiferromagnetic. The high $H_{\text{EB}}$ compared to literature can be linked to the specific crystal growth direction of our films, leading to uncompensated planes and hence efficient exchange coupling.

**Raman spectroscopy**

Another probe for the AFM properties of NiO is Raman spectroscopy, an optical technique that probes the creation and annihilation of magnonic, rotational and vibrational excitations in the investigated material. A brief introduction to Raman spectroscopy is supplied in appendix E. The Raman spectra were obtained with a commercial Renishaw Raman spectroscope equipped with a 532-nm laser. Part of the measured spectrum at room temperature is shown in figure 4.11a. In this image two distinct peaks can be distinguished which can be attributed to two separate excitation processes. The left peak ($\sim$1100 cm$^{-1}$) corresponds to the excitation of two longitudinal-optical (LO) phonons. The right peak is caused by the excitation of two magnons (2M) with opposite wavenumber $^{129}$. The presence of the 2M peak is a clear indicator for the AFM ordering in the film.

To check the AFM nature of this peak, the temperature dependence of the 2LO and 2M
Figure 4.11: Raman spectroscopy measurements on 30 nm of NiO [130]. a): RT Raman spectrum showing the characteristic two-magnon (2M) and two longitudinal optical phonon emission peak. b): Temperature series of the Raman spectrum. Approaching $T_N = 525$ K the 2M mode peak intensity decays and moves towards lower raman shifts. Dashed line shows the RT Raman shift of the 2M peak. Gray line through the 2M peak at different temperatures is a guide for the eye.

peak was investigated. Raman spectra for temperatures from 298 K to 548 K are shown in figure 4.11b. The 2LO peak is a phonon peak, and shows no change in terms of magnitude and position with increasing temperature. The 2M peak however shows both a peak shift towards lower shifts, and has a decreasing magnitude with increasing temperature. The shift can be understood by considering that at higher temperature the strength of the exchange coupling, which drives the ultrafast dynamics, decreases and hence also the associated precession frequencies decrease [131], leading to the observed shift. As the AFM ordering is destroyed by the increasing temperature, the intensity of the 2M peak is expected to decrease. The observed temperature-dependent behaviour of both the 2LO as the 2M peak is consistent with similar measurements performed by Lacerda et al. [132]. These results suggest that the expected antiferromagnetic ordering is indeed present in the sputtered NiO films.

XRD

The antiferromagnetic nature as well as the stoichiometry of the reactively sputtered NiO films have been confirmed through XPS, Raman and exchange bias experiments. Another important requirement for the deposited films is that we can influence the crystal structure through the crystalline MgO substrate. For instance, when growing in the [111]-direction, the stacking directions of the FM planes in NiO are expected to be oriented along the growth direction, leading to uncompensated planes at the interface between NiO and the layer grown on top of it. This is predicted to influence the efficiency for magnon-electron spin current conversion at an metal/insulator interface [60], hence why it is investigated.

There are two critical aspects to the growth of these crystalline AFM layers through sput-
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Figure 4.12: a): XRD diffractogram of NiO films reactively sputtered on a MgO[111]-substrate. The relevant peak locations are demarked by dotted lines. Inset shows the LEED pattern obtained for this sample at $V_{\text{acc}} = 77$ V., showing the sixfold symmetry expected for the [111]-facet. The region of the diffractogram in blue is shown enlarged in b).

tering. Firstly, the high temperature increases the mobility of the sputtered atoms promoting crystalline growth \[105\]. Next, the lattice matching between the AFM and the substrate should be as good as possible, as the antiferromagnetic order in NiO (and most other AFMs) is strongly linked to strain effects \[8\]. Furthermore, strain can lead to surface reconstruction if the lattice mismatch is large enough \[133\], which hampers control of the spin structure of the deposited films as well as the layered structure that is critical in the appearance of PMA in the FM multilayer in the stacks shown in figure 4.1.

The crystal structure was investigated using a commercial Panalytical XRD setup equipped with a Cu anode X-ray source. Figure 4.12a shows the XRD diffractogram of a 500 nm NiO film reactively sputter deposited at 430 °C on [111]-MgO. Five distinct features can be distinguished. The four most prominent diffraction peaks are located in the blue region. This region is also shown enlarged in figure 4.12b. Two pairs of peaks can be distinguished in this region, centered around $2\theta \approx 37^°$ and $2\theta \approx 37.3^°$. These pairs correspond to the [111]-facet of MgO and NiO respectively and are labeled as such. Again, the peak splitting is caused by the two different k-α radiation wavelengths of the Cu anode. The close vicinity of the two [111]-peak pairs is consistent with their close lattice matching. A ternary structure in figure 4.12a can be observed at an angle of 44.5°. The peak position corresponds to the [001]-facet of either the MgO substrate or the deposited NiO film. The width of the peak makes it impossible to distinguish the two. To make a quantitative comparison between the separate peaks, the following Lorentzian profile for the XRD signal was fit to the five peaks:

\[
XRD \text{ signal} = (2\theta)_0 + a(2\theta) + \frac{2A}{\pi} \frac{w}{4((2\theta) - (2\theta)_c)^2 + w^2},
\]

where, $(2\theta)_0$ is the offset in the signal, $a$ is the slope of a linear background correction, $A$ is the area below the Lorentzian profile, $w$ is the full width at half maximum (FWHM) and $(2\theta)_c$ represents the peak position. Of particular interest for the comparison of the two crystal facets are $w$ and the area below the beak $A$, as these parameters can be used to estimate the relative prevalence of certain growth directions. Using the Scherrer equation (4.5), the approximate crystallite size $d$ can also be computed. The most important results of the fitting procedure are presented in table 4.1.
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Table 4.1: Fitting parameters of the Lorentzian for the different diffraction peaks in the MgO[111]/NiO(540 nm) stack.

<table>
<thead>
<tr>
<th>Crystal facet</th>
<th>$(2\theta)_c$</th>
<th>$w(^\circ)$</th>
<th>$A$(A.U.)</th>
<th>$d$(nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgO[111]</td>
<td>36.94</td>
<td>0.025</td>
<td>1.14</td>
<td>350</td>
</tr>
<tr>
<td>MgO[111]</td>
<td>37.04</td>
<td>0.027</td>
<td>0.57</td>
<td>324</td>
</tr>
<tr>
<td>NiO[111]</td>
<td>37.21</td>
<td>0.08</td>
<td>0.69</td>
<td>109</td>
</tr>
<tr>
<td>NiO[111]</td>
<td>37.31</td>
<td>0.086</td>
<td>0.78</td>
<td>102</td>
</tr>
<tr>
<td>MgO/NiO[001]</td>
<td>44.40</td>
<td>0.35</td>
<td>0.0076</td>
<td>26</td>
</tr>
</tbody>
</table>

Since the area beneath the diffraction peak is proportional to the XRD signal, it immediately becomes clear that the [111]-facet of NiO contributes about two orders of magnitude more to the overall signal than the MgO/NiO[001] facet. Furthermore, based on the significantly broader diffraction peak for the [001] texture, the crystallite size is significantly smaller than for [111]-NiO. The found crystallite size for the substrate (350 nm) is slightly higher than the values typically found in literature of roughly 200 nm \cite{134,135}. It should be taken into account however, that due to the lack of knowledge of the crystallite size the estimate of the shape factor might not be representative of the actual crystallite shape and can vary by a factor of 2 \cite{121}, and therefore the exact values are only a crude estimate. The ratio between the different crystallite sizes is what should be focused. In that regard, these results suggest that the crystalline MgO[111] substrate strongly promotes the growth of the [111]-facet in NiO during reactive sputtering at high temperature, as was the aim of this growth scheme.

4.2.2 Cu and [Co/Ni]-multilayer growth

With the confirmation of the antiferromagnetic properties and the correct crystal structure of the NiO layer, the focus will shift towards the growth of the rest of the stack. This section will be split into two parts, the first one focussing on the XPS characterization of the Cu layer to check for oxidation effects of the deposited Cu layers, which are particularly relevant as the growth substrate is an oxide (NiO). The second part will focus on the magnetic properties of the FM Co/Ni multilayer systems as characterized by MOKE measurements.

**Cu layer**

After the high temperature deposition of NiO, the system cools down to room temperature. Following this step, a thin Cu layer of 4-5 nm is deposited to magnetically decouple the AFM layer from the FM multilayer on top for the optical experiments. XPS measurements were performed to obtain information about the Cu/NiO interface. Of main interest in these measurements is the possibility of Cu being oxidized. Stanescu et Al. investigated NiO layers deposited through molecular beam epitaxy on sputtered Cu[111] layers \cite{136}. It was observed in this work that especially at sub-nm thicknesses, Cu dislocations lead to step edge intermixing leading to a mixed wetting layer of Cu, Ni and O.

To check the composition of the interface between NiO and Cu, explorative XPS measurements of an uncapped NiO(30)/Cu(2) sample were made. These measurements are shown in figure 4.13a and 4.13b. The thin Cu layer should still allow photoelectrons from the NiO layer...
to be detected, while still being sensitive to its chemical state. As shown earlier, the XPS response of the 2p electrons in Ni changes appreciably upon oxidation. Similar behaviour is observed in CuO if it is formed, where the position of the Cu2p main peaks shown in figure 4.13 is a gauge for the formation of different Cu-O compounds \[137\]. The peak energy for the 2p\(_{3/2}\) peak was found to be 932.88 eV. This position of the 2p\(_{3/2}\) peak is slightly higher than the values of 932.63 and 932.12 eV reported in literature \[138\] for pure Cu and Cu\(_2\)O respectively. However, given an instrumental inaccuracy of 0.3 eV this suggests that the degree of oxidation of the Cu buffer layer is limited in the deposited samples. It should however be noted that a very small O1s can also be observed in the spectrum (not shown), which suggests that indeed some degree of oxidation can still have taken place.

Even though the formation of Cu\(_2\)O is likely limited based on the results presented above, the identification of the different compounds is not trivial, and as such the analysis of XPS spectra of Cu differs between different authors \[137\]. Furthermore, based on these measurements alone, oxidation during the (in-vacuum) transport from the sputtering chamber to the XPS chamber cannot be excluded. For full understanding of this relatively complex sputtering interface, where oxidation of the deposited layer may play a role, more systematic research is warranted. Further research may include techniques like HRTEM to investigate the composition of the interface, and may elucidate the degree of oxidation of Cu in vacuum to identify the exact oxidation mechanism in this system. This sort of experimental work is, however, outside the scope of this thesis.

**Co/Ni multilayer**

Another essential aspect of the investigated multilayer stack is the FM Co/Ni multilayer system used to generate spin currents. It is deposited after the Cu buffer layer described above and should exhibit PMA. Two different kinds of samples are investigated in this section. The first sample configuration that was characterized is the basic stack for transient magnetization dynamics shown in figure 4.1a: 10 nm of NiO was deposited at high temperature on a MgO[111] substrate, after which the chamber was cooled down to room temperature (RT). Next, Cu(4) and 3 repeats of Ni(0.6)/Co(0.2) finished by a Pt(1) capping layer were grown. The OOP M-H loop for this stack was measured by polar MOKE and is shown in figure 4.14a. A clear easy axis response of the FM multilayer stack can be observed by merit of the nearly

Figure 4.13: XPS spectra of the NiO/Cu(2) sample. a): Spectrum of the Ni2p photoelectron peaks. b): Spectrum of the Cu2p photoelectron peaks.
Figure 4.14: Polar MOKE measurements of the Co/Ni multilayers layers of samples a): MgO[111]/NiO(high T)/Cu(4)/Co(0.2)/[Ni(0.6)/Co(0.2)\textsuperscript{3}/Pt(2), and b): MgO[111]/Co(4)/NiO(RT)/Cu(4)/Co(0.2)/[Ni(0.6)/Co(0.2)\textsuperscript{3}/Pt(2). Thicknesses in nm between parentheses.

For the fabrication of the second sample (figure 4.1b) the growth scheme was different in two regards: Firstly a 5 nm Co layer was deposited on the crystalline MgO substrate. Also, the subsequent 5 nm NiO film was deposited at room temperature. The reason for this, as stated, is that crystal structure is expected to be less critical factor in the AFM spin transport experiment. Furthermore at high temperature the oxidation rate of Co is significantly increased \cite{141}, further supporting the argument that RT deposition is preferable for these experiments. After the 5 nm Co layer and the 5 nm NiO film, Cu(4) and 3 repeats of Ni(0.6)/Co(0.2) finished by a Pt(1) capping layer were grown identical to the sample for transient magnetization measurements described earlier in this section. The measured M-H hysteresis is presented in figure 4.14b. No easy out-of-plane axis was observed in this sample. The observed response is interpreted as the hard-axis behaviour of the 5 nm Co layer. This layer is expected to be oriented in-plane in the absence of an external field. The coherent rotation towards the external field direction is a fingerprint of the hard axis behaviour of this layer, as discussed in section 2.1. This observation is confirmed by investigating an identical stack where the Co layer is absent and no hard axis magnetic response is observed.

It was found that the presence of the Cu layer played a central role in the appearance of PMA, as replacing the 5 nm Cu layer by a 2 nm Pt layer restored PMA. There are several potential explanations that can be explored for this apparent importance dependence on the layer on which the FM multilayer is grown. Firstly, the growth dynamics of Cu can differ depending on whether they grown on the crystalline NiO film grown at high temperature.
or on the films without a particular crystallographic orientation grown at RT. In literature, the growth conditions for growth on the [111]- and [001] Cu facets was investigated. In the work on Co/Cu[111] it was shown through scanning tunneling microscopy that island formation is the growth mode for 0.6 monolayer of Co in their system. These islands were found to form at the terrace steps in the Cu[111]-substrate and had a typical height of 0.8 nm. This is both driven by efficient diffusion on the Cu[111]-substrate, as well as potentially driven as a means of strain relaxation.

This island formation is in contrast to what is observed for the first monolayer of Co when grown on a Cu(100) substrate. Here it was observed that a reduced mobility of the Co atoms promotes the growth in uniform layers over the island formation in the sub-nm regime. These results indicate that the growth mechanism is fundamentally different depending on the precise crystal structure of the substrate layer. It is hypothesised that this sensitivity translates to our own growth process. In the measurements performed for this thesis, it was shown that for Cu/Co grown on crystalline NiO and RT NiO the magnetic properties are fundamentally different. If indeed the growth direction of Cu differs significantly between these two samples shown in figure 4.14a and 4.14b, this may also lead to the observed change in magnetic properties of the Co/Ni multilayer stack through a decrease of interface quality.

Further research into this interesting interface can focus on the understanding of the Cu buffer layer. LEED and XRD can be used to check the crystal structure of the Cu layer, and high spatial resolution techniques like STM or HR TEM can give more detailed insight of the Co/Ni multilayer system, especially for the first few monolayers grown. Finally, if surface reconstruction plays a role, temperature variation during deposition may also influence the quality of the FM multilayer, as the higher temperature leads enhanced diffusion of deposited atoms. It should however be noted that interdiffusion effects can start playing a role for ultrathin layers of Co grown on Cu.

### 4.2.3 Long range ordering - Pt/NiO

With this, the most important aspects and challenges surrounding the growth of the stacks for the optical experiments have been treated. As shown, the addition of crystallinity to the sputtering process creates extra restrictions on the growth process and poses new challenges. Particularly, in the context of AFMs, the strain exerted by the substrate (MgO) on the deposited film (NiO) becomes an important parameter. The magnetic structure of NiO is coupled to strains in the material through magnetostriction, giving possibilities to strain driven domain wall motion and imaging antiferromagnetic domains through linear birefringence. Furthermore, recently it has been shown that compressive and tensile strains exerted on NiO through a crystalline substrate can strongly influence the preferred spin direction. The compressive (tensile) strain exerted by a SrTiO$_3$ (MgO) substrate was calculated to lead to an IP (OOP) preferred direction of the Neél parameter with respect to the FM planes in which the spins are aligned.

This result from ab initio calculations opens up interesting possibilities for the thin film engineer. Being able to directly influence the spin structure in AFMs simply by exerting the right strains can be very valuable for the intended experiments in this thesis. It is expected based on the work above that a compressive strain leads to an in-plane anisotropy which leads to a 90 degree angle between the OOP polarized spin current and the AFM spins when it is grown in the [111]-direction. To induce this compressive strain, a Pt layer is used as a template layer as it is possible to grow material with the right texture on crystalline MgO.

Inducing spin dynamics in antiferromagnetic NiO
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Figure 4.15: a): Representative LEED diffractogram of the Pt(20)/NiO(60) films grown on Si/SiO\(_2\) and MgO[001] substrates. b): LEED diffractogram of the Pt(20)/NiO(60) films grown on MgO[111].

by sputtering \[105\]. In this experiment we use the growth scheme proposed in the work by Lairson et al.; The temperature was set at 565°C, while the pressure, sample to target distance and power were set at 4 \(\cdot\) 10\(^{-3}\) mBar, 60 mm and 5 W respectively. Films of 20 nm Pt and 60 nm of NiO were grown on three different substrates: MgO[001], MgO[111] and Si/SiO\(_2\). It is expected that any strain caused between the Pt and MgO layer has decayed over the 20 nm thickness of the film, so that the strain from the Pt on the NiO is compressive.

LEED

The first test to check the crystallinity of the deposited sample is LEED. Figure 4.15a and 4.15b respectively show a representative diffractogram of the Pt/NiO films deposited on Si/SiO\(_2\) and MgO[001] (a), and the Pt/NiO films deposited on MgO[111] (b). The diffractogram of the bilayer grown on Si/SiO\(_2\) and MgO[001] shows a twelvefold symmetry which is not expected from bulk NiO. The increase in symmetry axes with respect to growth on MgO can be understood as follows. Due to the preferred [111] growth direction of the Pt, two distinct FCC stacking sequences can be distinguished in which every second layer is twisted by 60° with respect to the other stacking sequence 145. In the MgO[111] crystal, the deposited Pt[111] film adopts the stacking direction of the (face centered cubic) MgO[111] substrate, hence only leading to one stacking sequence manifesting in the diffractogram. The hexagonal and dodecagonal symmetry of the LEED spectra is a first indication that the [111] facet is dominant on all three substrates. To further quantify these observations, XRD measurements have been performed.
XRD

The XRD diffractogram obtained for the deposition on the three substrates are shown in figure 4.16. The first distinctive feature is that on all three samples the Pt[111] texture \( (2\theta = 39.7^\circ) \) is dominant over other directions. This result suggests that the growth scheme that was used leads to textured growth, contrary to the epitaxial growth observed by Larison. This observation was confirmed by a scan of the [111] peak intensity as the sample is rotated around its normal as illustrated by \( \phi \) in figure 4.17a [105].

A second important observation is the appearance of the Pt(002) peak at \( 2\theta = 46.4^\circ \) for the sample grown on MgO[001]. Thus, to some extent the crystal structure of the substrate is present, as in neither of the other two samples (MgO[111] and Si/SiO\(_2\)) these [001]-peaks are visible. However, the relative peak intensity of the Pt[111] and Pt[001] peaks shows that the growth parameters strongly favour the reorientation of the sample to the [111] face. The associated peak shift of the Pt[111] peak in this sample can be explained by the tensile strain from the substrate, as shown in figure 4.7. As can be seen, the most relevant growth mode on the MgO[001] sample is still the NiO[111] direction, meaning that this scheme at this point does not offer the texture templating required for efficient strain control while also inducing the crystal structure from the substrate onto the NiO layer.

The final striking feature of the diffractograms presented in figure 4.16 is the absence of the NiO[111] peak in the MgO[111]-sample. A surprising result, since the LEED spectrum for this sample clearly shows the sixfold symmetry expected for [111]-NiO, suggesting that there is a crystalline material present on the sample. To study the texture of this sample in more detail, a texture map was performed. To understand this measurement it is important to understand the different tilt and rotation angles available in the setup. Figure 4.17 shows a cartoon of the measurement geometry. The angles \( \theta, \omega \) en \( \phi \) represent the angle between the X-ray beam and the horizontal, the angle between the sample plane and the horizontal plane, and the rotation angle of the sample around its normal respectively. By tilting and rotating the sample, sensitivity to slightly tilted lattice planes and orientation dependent reflections can be achieved. An example of a tilt sweep can be observed in figure 4.17b. Here the sample is kept at constant \( \phi \) while varying the tilt angle \( \omega \). As can be seen a tilt of about 2° already

![XRD spectra of the Pt(20)/NiO(60) films grown on MgO[111] (black), MgO[001] (red) and Si/SiO\(_2\) (blue). Diffraction peaks of interest are labeled and marked by dotted lines.](image-url)
completely filters out the response from the MgO[111] substrate. Furthermore, from \( \omega = 2^\circ \), a relatively broad feature appears at \( 2\theta = 37.2^\circ \), consistent with the NiO[111] texture. A texture map of the 37.2° peak is shown in figure 4.18. This polar contour plot shows the peak intensity as a function of \( \phi \) (azimuthal angle) and \( \omega \) (radius). It is clear that the texture of the [111] texture is tilted with respect to the MgO[111] crystal plane. Tilted grain boundaries have been observed before in NiO and can be caused by a manifold of different phenomena, such as but not limited to edge dislocations and stacking faults [146]. Note that for positive tilt, the NiO peak response is not centrosymmetric in \( \phi \). There is as of yet no explanation for this observation.

Further understanding of the growth of the Pt layer on the different substrates is therefore essential to be able to exploit the strain-dependence of the magnetic anisotropy in NiO. Starting points for improving the templating procedure could be the variation of growth temperature, and the growth of thinner Pt so that relaxation to the Pt-[111] face is not promoted.
4.3 Conclusion

In this chapter, it has been demonstrated that antiferromagnetic thin NiO films can be deposited through high temperature reactive sputter deposition. The antiferromagnetic properties of these films were confirmed through exchange bias experiments and Raman spectroscopy, specifically focused on the two-magnon peak in the spectrum. Furthermore, the deposited films were found by XRD to possess the same texture as the crystalline MgO substrates on which they were grown. The magnitudes of the [111]-texture peak and the [001]-texture peak signal differed by two orders of magnitude.

In order to facilitate the optical experiments both a Cu buffer layer and a Co/Ni multilayer stack needed to be grown on top of the NiO layers. To characterized the interface between the Cu and NiO layer explorative XPS measurements were performed. Though further quantitative analysis of the spectrum is required, first comparison of the spectra to literature suggest little formation of Cu-O compounds.

The FM Co/Ni multilayers which should exhibit PMA were characterized with MOKE in the polar geometry. When Cu is grown on the NiO films deposited at high temperature, the multilayers exhibit clear PMA with a coercivity of 48 mT. When the Cu film and the Co/Ni multilayer are grown on NiO deposited at RT however, the PMA disappears. One potential explanation is the difference in the growth modes on different textures of Cu. This difference in texture may then arise from the difference in crystallinity between the NiO films grown at high T on crystalline MgO, and the NiO films grown at RT on amorphous SiO$_2$. Further experiments are required however to establish the cause of the lack of PMA.

Finally, a novel growth scheme was presented to manipulate the strain from the substrate on NiO. By using Pt as a buffer layer between NiO and the MgO, the strain from the substrate can potentially be changed from tensile to compressive. The first prerequisite then is that the Pt layer exhibits the same texture as the MgO substrate. First experiments using this...
Pt buffer layer indicate that with the first proposed growth scheme, the reorientation of the Pt layer to the [111] face is favorable during growth. It is however also shown that some of the substrate texture is still present suggesting that there is space to improve the templating quality of the MgO on the Pt.
Chapter 5

Optical measurements

In the previous two chapters, a numerical description of the response of the antiferromagnetic order parameter to optical spin currents was described, as well as the growth and characterization of sputter deposited AFMI NiO films in magnetic multilayer stacks. Based on the combined spin transport and dynamics model described in chapter 3, quantitative estimates of the maximum induced magnetization in the AFM and the dynamics of the magnetic state have been made. Next, in chapter 4, the sample growth and characterization process was treated, leading to the magnetic multilayer stacks used in this chapter.

Two kinds of experiments on the developed samples are considered in this chapter: In the first one, optical spin currents are excited from a ferromagnetic multilayer, which are expected to induce a small transient magnetization in the NiO, which if present can be measured by merit of the Faraday effect (see section 2.4). The second experiment tests the use of NiO as a spin transport layer, where a spin current impinging on the Cu/NiO interface can be converted in a magnonic spin current. If this perpendicularly polarized magnon spin current then reaches an IP Co layer, a small canting of the magnetization is expected, which can also be detected with the Faraday effect. These two experiments were illustrated conceptually in figure 3.1a and 3.1b respectively.

Before going to the results of the experiments, the experimental basics of the time-resolved Faraday effect (TRFE) will be discussed in section 5.1. This technique was used to investigate the response of the magnetic multilayer systems to laser excitation on fs timescales. The main results for these pilot measurements on antiferromagnetic spin dynamics and the magnonic spin transport in sputtered NiO films are presented in sections 5.2.1 and 5.2.2 respectively.

5.1 Experimental methodology: time-resolved Faraday effect

To characterize the magnetic state of the stack as a function of time, TRFE is used. In figure 5.1 a schematic representation of the TRFE setup used for the experiments shown in section 5.2 is presented. A 5 W continuous-wave diode-pumped laser is sent through a Ti:Sapphire oscillator which produces 80 fs pulses with a tunable wavelength between 720 and 780 nm at a repetition rate of 80 MHz. The beam is sent through a 90:10 beamsplitter, which separates it into two beams. The high (low) intensity beam is referred to as the pump (probe). The pump is used to demagnetize the sample, while the probe is used to measure the magnetic state of the sample after demagnetization.

Similar to the MOKE setup described in section 4.1.5, the probe beam is sent through
Figure 5.1: Schematic representation of the TRFE setup. The polarization of the light after the polarizer (P) and after the sample (in green) are illustrated in the left and right circles respectively. Legend: P = polarizer, PEM = photo-elastic modulator, D = delay stage, C = chopper, A = analyser.

The pump on the other hand, will be sent through a delay stage (D) which consists of a retroreflector mounted on a motorized translation stage. When the retroreflector is at its starting position the path length of the pump and probe beam will be the same, i.e. they arrive at the sample at the same time: \( \Delta t = 0 \). When the retroreflector is now moved so that the pump-path is made shorter, the pump will arrive earlier than the probe: \( \Delta t > 0 \). By moving the retroreflector 0.15 mm, a delay of 1 ps can be achieved. By sweeping the position of the retroreflector, the magnetization as a function of \( \Delta t \) can be measured. Given the fs width of the laser pulses, sub-ps resolution of the magnetization can be obtained in the temporal domain. A chopper (C, \( f \sim 60 \text{ Hz} \)) is also included in the setup, by locking-in on the chopper frequency only pump-induced changes to the magnetic state are detected.

Since the samples described in chapter 4 are grown on transparent substrates, the measured quantity is the Faraday rotation (i.e. circular birefringence) due to the OOP component of the magnetization, \( \Delta M_{\text{OOP}} \). For this purpose, the sample is mounted on a custom sample holder (see appendix 3 for exact specifications). After the pump and the probe have been focused on and transmitted through the sample, the pump is blocked, while the probe is detected by a Si-amplified photodetector. The detected signal is then sent through two consecutive lock-in amplifiers locked in on the PEM and chopper frequencies respectively. The resultant signal is then proportional to \( \Delta M_{\text{OOP}} \) (see section 2.4). All the experiments described in this chapter are performed at room temperature. For a more in depth and quantitative treatment...
of these setups for MOKE measurements which are in many aspects similar to TRFE, the following references can serve as a starting point for further reading [34],[35].

5.2 Results and discussion

With the measurement scheme described in the previous section, the time-resolved behaviour of $\Delta M_{\text{OOP}}$ can be measured. In this section the TRFE measurements that were performed on the samples for transient magnetization and spin transport are shown. First, the experiment to measure transient magnetization dynamics will be discussed. From the numerical work in chapter 3, a measurable out-of-plane component of the magnetization is expected if the excited spin dynamics are coherent. This response should only be observable for $\Delta t < 10$ ps, which is the temporal region on which shall be focused in these measurements presented in section 5.2.1.

5.2.1 Transient magnetization dynamics in NiO

The first step in the transient magnetization dynamics experiments described below was to confirm that the sign of the magnetization of the FM layer with PMA could be distinguished. Figure 5.2a shows two typical demagnetization curves measured for either positive or negative $\Delta M_{\text{OOP}}$. The observed sign change in $V_{\text{mag}}$ between positive and negative $\Delta M_{\text{OOP}}$ can be understood by realizing that the magnetic signal $V_{\text{mag}} \propto \theta_F \propto \Delta M_{\text{OOP}}$ and hence a change in sign of the magnetization also entails a sign change in the magnetic signal. Furthermore, by considering the difference between these two signals, any non-magnetic pump-induced effects can be filtered out; as non-magnetic effects, like transient reflectivity, do not change sign upon switching of the FM layer magnetization direction. When the two signals are thus subtracted, the magnetic component remains.

To further explain the observed transient behaviour, the black trace in figure 5.2a will be considered in more detail. For negative time delays, the magnetization is constant as the demagnetizing pump has not yet arrived. Then starting at $\Delta t = 0$ (disregarding the finite temporal profile of the pump) the electron system is heated on a timescale of less than 0.1 ps. The heat transfer to the spin system (in the 3TM interpretation) leads to a decrease of the magnetization and therefore the change in the Faraday rotation of the linearly polarized light of the probe. This is measured as the decrease in signal in the first 0.6 ps. Next, through heat diffusion out of the sample via the substrate, and equilibration with the phonon system, the magnetization returns to its original value on a timescale of several tens to hundreds of picoseconds.

This kind of measurement will be used to investigate the response of the NiO film to optical spin currents. Therefore a detailed measurement series was made of the response of NiO to ultrafast demagnetization in the temporal region denoted in blue in figure 5.2a on the following sample: [111]-MgO/NiO(30)/Cu(20)/Co(0.2)/[Ni(0.6)Co(0.2)]_3/Pt(3), where numbers between parentheses represent thicknesses in nm. The averaged result after subtracting the signal for positive and negative $\Delta M_{\text{OOP}}$ is shown in figure 5.2b in red. Two physical quantities were assessed based on the measured data: the characteristic relaxation timescales associated with the demagnetization process, and the transient magnetization response of the AFM.
Figure 5.2: a): Polarity dependence of the measured signal to the OOP component of the magnetization on a [111]-MgO/NiO(30)/Cu(20)/Co(0.2)/[Ni(0.6)Co(0.2)]3/Pt(3) sample. b): Measurement series (red) of the blue region in (a). A fit to the experimental data based on equation (5.1) is shown in blue. Series consisted of 10 measurements for positive and negative $\Delta M_{\text{OOP}}$, which were subtracted from each other to filter out non-magnetic components of the signal. Inset: time trace of the induced OOP magnetization $m_z$ in the NiO as calculated with the model presented in chapter 3 for typical values $G_{\text{em}} = 500$ nm/ps and $d_{\text{Cu}} = 20$ nm.

**Characteristic time-scales**

To obtain information about these characteristic timescales associated with the demagnetization, an analytic solution of the 3-temperature model in the low-fluence limit, derived by Dalla Longa [147], was fit to the experimental data shown in figure 5.2:

$$\Delta M_{\text{OOP,3T}} = \Theta(\Delta t) \left[ - \frac{(A_2 \tau_{\text{e-p}} - A_1 \tau_M) \exp(-\Delta t/\tau_M)}{\tau_{\text{e-p}} - \tau_M} - \frac{\tau_{\text{e-p}} (A_1 - A_2) \exp(-\Delta t/\tau_{\text{e-p}})}{\tau_{\text{e-p}} - \tau_M} \right] + A_1 \frac{1}{\sqrt{1/\tau_0 + 1}} \ast \Gamma(\Delta t),$$  \hspace{1cm} (5.1)

where $\Theta(\Delta t)$ is the Heaviside step function, $\tau_0$ is the characteristic time scale for heat diffusion out of the system, $\tau_M$ is the angular momentum loss time scale for the generated spin accumulation, $\tau_{\text{e-p}}$ is the typical electron-phonon (e-p) coupling timescale of the equilibrating scattering processes occurring after the laser-induced heating, $\Gamma(\Delta t)$ is the (assumed) Gaussian temporal pulse shape of the laser, $A_1$ is proportional to the equilibrium signal before the pump beam arrives, and $A_2$ is proportional to the initial heating of the electron subsystem. The two leftmost terms between square brackets represent the heat exchange between the three subsystems (electron, phonon and spin) after heating, whereas the rightmost term describes the heat diffusion out of the system.

All parameters from the fitting procedure are shown in table 5.1. Good agreement between theory and data is found. The found parameters for the characteristic time scales $\tau_{\text{e-p}}$, $\tau_M$ and $\tau_0$ are roughly in line with what is typically reported for these metallic systems and insulating...
substrates, namely around 400, 100 (metal) and 4000 (substrate) fs respectively [147–149], which supports the notion that the demagnetization of the [Co/Ni] multilayer is measured.

Table 5.1: Parameters for the fit to the transient magnetic birefringence measurement shown in figure 5.2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>a.u.</td>
<td>$-8.85 \pm 0.09$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>a.u.</td>
<td>$-131 \pm 3$</td>
</tr>
<tr>
<td>$\tau_{e,p}$</td>
<td>fs</td>
<td>$350 \pm 6$</td>
</tr>
<tr>
<td>$\tau_M$</td>
<td>fs</td>
<td>$107 \pm 2$</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>fs</td>
<td>$5600 \pm 200$</td>
</tr>
</tbody>
</table>

**Transient magnetization**

With the typical timescales confirmed to correspond to those typically seen in ultrafast laser induced demagnetization, the magnetic response of the NiO film can be considered. The typical transient behaviour of the OOP magnetization $m_z$ that was induced in the NiO was calculated with the model presented in chapter 3 and plotted in the inset of figure 5.2. As discussed in chapter 3, it resembles the spin current pulse ($J_s \propto dM/dt$). This transient behaviour of $m_z$ was expected to be superimposed on the demagnetization curve shown in figure 5.2 in the 1–10 ps range. However, no response can be observed other than the typical demagnetizing behaviour of the Co/Ni multilayer.

The physical reason for the absence of a measurable magnetization can be caused by several potential complicating factors when comparing the experimental system to the simplified model discussed in chapter 3, one of which is the domain structure. Recently, Xu et al. observed domains of order 1 µm in NiO films with similar thickness as the ones used in this thesis [150]. Supposing that domains of the NiO films grown in this thesis are of a similar size as those shown by Xu, which is reasonable given the similar fabrication methods, the laser pulse diameter ($\sim 5$ µm) is significantly larger than the $\sim 1$ µm domains. It is therefore deemed likely that the generated spin current pulse impinges on an antiferromagnetic multi-domain state.

This would imply that the macrospin approximation discussed in chapter 3, which states that the oscillating magnetization component in the AFMI is uniform throughout the area affected by the spin current – may be an unsufficiently accurate description of the physics. Recent work by Ross et al. showed that the damping of collective excitations like magnons in AFMIs are governed by their interaction with domain walls, and hence the domain size [151]. Any domain structure may due to pinning effects therefore further limit the measurable magnetization component in the optical measurements presented in this section. Given the expected multidomain structure from the work by Xu et al. [150], the spin dynamics on the time scale of the laser pulse is thus expected to be influenced by the presence of these domain walls.

Several other factors can also play a role in these fairly complex multilayers, such as the quality of the Cu/NiO interface, and local heating of the AFM, which may also alter the magnetic structure in NiO [45, 59]. In general however, the numerically estimated magnitude of the transient magnetization from chapter 3 is potentially an overestimation considering the
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model completely ignores any internal magnetic structure of the AFMI. Taking into account the already relatively small Faraday rotation estimated from these idealized model results (order 0.1-1 µrad), the actual Faraday rotation may well be below the noise floor of the used measurement setup (order 1-10 nrad [86]). Further research is hence required, which should initially focus on visualizing the domain structure of the sputtered NiO layers, and quantify their influence on the spin dynamics in NiO. A more detailed outlook is provided in chapter 6.

5.2.2 Spin transport through NiO

In this section, the pilot experiments on the magnonic spin transport samples (see figure 4.1b) are presented. TRFE measurements were performed to characterize the properties of NiO as a spin transport layer in the following sample geometry, where numbers between parentheses indicate thicknesses in nm: [001]-MgO/Co(4)/NiO(5)/Cu(4)/Co(0.2)/[Ni(0.6)Co(0.2)]₃/Pt(3). As was discussed in section 4.2.2, the [Ni/Co] multilayer did not show PMA in these samples and should consequentially have an IP easy axis. Since the probe laser beam, was aligned to propagate through the middle of the focusing lens and hence perpendicular to the sample surface, no demagnetization signal from such an IP oriented FM is expected (see section 2.4).

Figure 5.3 shows (in red) the detected signal ∆R as a function of ∆t from a measurement series on such a [001]-MgO/Co(4)/NiO(5)/Cu(4)/Co(0.2)/[Ni(0.6)Co(0.2)]₃/Pt(3) sample. The non-magnetic origin of this curve was confirmed by the absence of the switch in signal polarity upon applying an external magnetic field such as that shown in figure 5.2a. Since the curve strongly resembles the demagnetization signal, it is hypothesised that the observed response also originates from the ultrafast heating of the sample via laser absorption by the metallic layer; a similar response is observed in transient pump-probe reflectance measurements in normal metals, which originates from the same ultrafast heating by a pump pulse [72,152].

As the same e-p relaxation processes are expected to play a role in the equilibration of the sample after heating, it is instructive to compare this specific typical time scale τₑ-p to that found from the 3-temperature fit in section 5.2.1. To get an estimate of τₑ-p from the temporal profile shown in figure 5.3, a simple 2-temperature model was used. Contrary to the 3-temperature model, the absence of an OOP magnetization suggests that the magnetic subsystem does not play a prominent role. From the 2-temperature model, a similar expression as equation (5.1) can be derived [148,153]:

\[
V_{\text{OOP,2T}} = \Theta(\Delta t)[K_1 \exp(-\Delta t/\tau_{e-p})[1 - \exp(-\Delta t/\tau_{th})] + K_2[1 - \exp(-\Delta t/\tau_{th})]] \ast \Gamma(\Delta t), \tag{5.2}
\]

where \( K_1 \) and \( K_2 \) are proportionality constants representing the magnitude of laser induced heating of the electron bath and lattice respectively, and \( \tau_{th} \) is the initial electron thermalization time scale. Within the outer square brackets, the first and second term represent the electronic and lattice system response to the laser excitation. Note that only the electronic system is affected by the laser heating represented by the term \( [1 - \exp(-\Delta t/\tau_{th})] \). The fit of equation (5.2) to the data is shown in blue in figure 5.3; the fit parameters are shown in table 5.2. \( \tau_{e-p} \) was found to be 361 ± 4 fs, which corresponds to values typically found in these metallic multilayer systems (~ 400 fs) [147,148], as well as being in the same order of magnitude as \( \tau_{e-p} \) found in the transient magnetization measurements (360 ± 6 fs). This further substantiates that indeed the nascent electron distribution induced by laser heating
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and the subsequent equilibration with the phonon system is responsible for the observed transient profile of \( \Delta R \). It should be noted that this very simple model does not account for heat diffusion, hence the poorer fit at longer time scales.

Table 5.2: Parameters for the fit to the time-resolved measurement shown in figure 5.3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_1 )</td>
<td>arb. units</td>
<td>7.18 ± 0.05</td>
</tr>
<tr>
<td>( K_2 )</td>
<td>arb. units</td>
<td>0.698 ± 0.007</td>
</tr>
<tr>
<td>( \tau_{th} )</td>
<td>fs</td>
<td>90 ± 10</td>
</tr>
<tr>
<td>( \tau_{e-p} )</td>
<td>fs</td>
<td>391 ± 4</td>
</tr>
</tbody>
</table>

One possible explanation for the transient signal is that the non-equilibrium electron distribution after heating enhances/diminishes the transmittance of the sample. To pinpoint what exact processes figure 5.3 represents though, further work is required. Follow-up research should first confirm unequivocally whether this transient behaviour is indeed a transient reflectance effect and not a magnetic artefact of the IP FM layers. This can be done by fabricating a stack with similar absorptance, but omitting the ferromagnetic metals in favour of NMs. If the observed transient response then persists, it is a clear indication that it is simply a change in absorptance of the metallic layers due to the non-equilibrium electron distribution induced by ultrafast laser-induced heating. Such a contribution can in measurements of ultrafast demagnetization easily be filtered out by subtracting the (field-dependent) signals from "up" and "down" magnetization as discussed above.
5.3 Conclusion

In summary, the two optical experiments for transient magnetization dynamics in NiO and spin transport through NiO have been described in this chapter. Regarding the first experiment, no transient behaviour of an OOP magnetization component could be observed. The current hypothesis is that the AFM is in a multidomain state and that the presence of many domain walls in the area affected by the optical spin current leads to enhanced damping of any collective dynamics, which means that the estimated induced magnetization $m_z = \sim 0.01 - 0.1$ calculated in chapter 3 may be an overestimation. In order to gather more understanding of the deposited NiO films, more information on the precise domain structure, the way it influences the presented measurements and the way it can be manipulated must be acquired.

When the multilayer system for spin transport measurements was measured in the TRFE setup, it was found that a distinct transient response was still present in the signal. In the absence of an OOP component of the magnetization (see section 4.2.2) in these stacks, the measured signal is expected to be a transient reflectance effect of the metallic system upon laser heating. The typical e-p relaxation timescale based on a 2-exponential fit gave a value of $391 \pm 4$ fs, which is typical for this parameter in laser-induced heated metallic systems. To unequivocally confirm whether this is indeed a response of the metallic system and not a magnetic artefact from the IP layers, the same stack should be repeated, but with the magnetic layers replaced by NMs.
Chapter 6

Conclusion & outlook

This thesis revolved around the manipulation of AFMs through optically excited spin current pulses in magnetic multilayer samples. This was approached both from a numerical point of view, as well as an experimental point of view. Throughout the previous three chapters, the main numerical and experimental results obtained for this purpose have been presented. In this chapter the reader will be provided with an overview of the most important conclusions (section 6.1) of this thesis. Finally, in sections 6.2 and 6.3 some more detailed light is shed on proposal for modelling S-domains in AFMs, as well as a simple tool to start experiments on antiferromagnetic domain visualisation respectively.

6.1 Conclusions

Numerical description

In order to describe the generation and transport of spin angular momentum in the metallic multilayer systems, a diffusive description of this transport was presented in chapter 3. The presented formalism can be used to compute estimates of the spin current injected into the AFM for arbitrary stack geometries, which can in turn be used to calculate the dynamic response of the AFM into which the optical spin current is injected.

Described by a simple macrospin, the response of the antiferromagnetic order parameter to the spin current pulse was calculated. This suggested that if a mono-domain state could be excited coherently, the induced transient magnetization should be large enough to be measured in the optical experiments presented in chapter 5. The model can potentially also be used to predict the magnetic response of noncollinear ferromagnetic systems, which could serve as a test case to test the validity of the diffusive description in these kind of quantitative estimates.

Sample growth and characterization

For the purpose of these same optical experiments, multilayer stacks were designed. These were grown through sputter deposition and characterized in chapter 4. There were several aspects of importance in the stack design of these systems which consisted basically of three essential components: the AFM under investigation (NiO), the NM that decouples the magnetic layers and transmits spin currents(Cu), and the FM ([Co/Ni]) multilayer that generates...
the spin currents. First, the antiferromagnetic properties of the NiO films were confirmed through two different experiments:

- Raman spectroscopy revealed the specific antiferromagnetic 2-magnon peak at the expected frequency, which is a fingerprint of the long range magnetic order in NiO. Furthermore, as the temperature approached the Neél temperature, the peak intensity was found to decay to the point where it was no longer measurable, consistent with the phase transition from antiferromagnetic to paramagnetic.

- In [111]-NiO/Co stacks, a distinct exchange bias shift of 6.8 mT was observed, consistent with earlier reported values in literature for the exchange bias in these systems.

Since the antiferromagnetic order is strongly linked to the crystal structure in NiO, this property of the NiO films was also investigated through XRD and LEED:

- The XRD signal corresponding to the different NiO textures was fit with a Lorentzian lineshape. It was found that the grown NiO films had the same texture as that of the single crystal MgO substrate. The peak in the diffractogram corresponding to this texture was two orders of magnitude larger than that of other textures (such as [001]-textures when growing on a [111]-MgO substrate). This suggests that the crystallographic texture of the NiO films is strongly influenced via the lattice-matched crystalline MgO substrate. This observation was also supported by the performed LEED measurements.

- By merit of the Scherrer equation, the width of the different texture peaks was coupled to the grain size in the thick NiO films. An estimated typical crystallite size for NiO of roughly 100 nm was found, further supporting the claim that the deposited films are nearly "single crystal," as for these kinds of substrates a typical grain size of around 200 nm is reported in literature. To make this claim more rigorous, further work that can reveal the local crystal structure near the MgO/NiO interface needs to be performed if exact dimensions of the grain size are required.

The next step that was described in the development of the sample growth scheme, was to check the growth of the NM, and FM multilayer. Here distinct behaviour was observed for the polycrystalline NiO grown at RT for the spin transport experiments, contrary to the crystalline NiO that were grown at high temperature for the transient magnetization dynamics experiments. The conclusions for these two growth schemes are given by:

- The PMA needed in the FM multilayers was not present when the NM/FM stack was grown on polycrystalline NiO grown at RT. A hypothesis for the origin of this observation is provided in section 4.2.2, based on the difference in mobility of sputtered Co atoms on different crystal facets of Cu. However, it still remains an important challenge to understand what drives the absence of PMA in this stack recipe.

- In the NM/FM deposited on crystalline NiO grown at high temperature, PMA was observed in M-H measurements. A coercivity of 50 mT and saturation magnetization of $760 \pm 20$ kA/m were found for these films which are reasonable values for these kind of FM multilayers.
Further characterization of the Cu surface on which the Co/Ni multilayer is grown for the two different stacks can shed light on the role this interface plays on the Co/Ni multilayer growth. This may include LEED, to compare the crystallinity between the two surfaces, as well as atomic force microscopy to check the roughness of the surface. Finally, it was found that replacing the Cu layer by a Pt layer brings back PMA in the FM multilayer, however due to its large spin orbit interaction and associated high spin flip scattering cross section this material is not suited as a buffer layer in the noncollinear systems under consideration. It may however be interesting to investigate the use of a Pt dusting layer (∼0.2 nm) to alter the growth dynamics of the Co/Ni multilayer.

Finally, exploratory experiments were shown of using a Pt buffer layer between the NiO film and the crystalline MgO substrate. If the texture of the MgO substrate was adopted by the Pt layer, and also leads to the same textured growth in NiO, the compressive strain from the Pt layer can potentially be used to manipulate the magnetic structure of the AFM. The main conclusion that can be drawn from this work is that, though some of the original MgO texture is still present, the [111]-texture of Pt dominates the XRD spectra that were taken. Further process optimization is required. For instance, the influence of the deposition temperature and thickness of the Pt layer need to be charted out in more detail.

Optical experiments

The designed stacks were investigated in a TRFE-setup to perform the intended optical experiments, as discussed in chapter 5. It is instructive to again separate the conclusions for these separate experiments (i.e. transient magnetization in NiO, and spin transport through NiO):

- The first exploratory measurements in the transient magnetization experiments did not show any measurable OOP component of the magnetization in the AFM.

It was hypothesized that this is (partially) related to the small domain structure of the AFM when compared to the diameter of the demagnetizing laser spot (∼5µm). In the case of a multidomain state in the AFM, the estimation for the induced magnetization from the model in chapter 2 is no longer reliable since it assumes a monodomain state, which might omit enhanced damping from pinning at domain walls. This combined with the small Faraday rotation (1−0.1 µrad) calculated from the model in chapter 3 suggests that the response from the AFMI may be below the noise floor of the used setup. In order to better understand the response of the NiO layer to impinging spin currents, it is pivotal to visualize the domain structure and account for this in the model. Suggestions for the development of experiments that can facilitate this domain visualization will be provided in section 6.3. If the domain size is indeed found to be a limiting factor in exciting measurable spin dynamics in AFMs, steps can be taken to engineer larger domain sizes. These can include field annealing and using different substrates for the NiO film like Pt.

Finally, the transient response to laser-induced heating of the samples intended for the spin transport experiments (i.e. FM/NiO/FM) is discussed;

- Even though no magnetic contrast was measured in the sample for spin transport, a transient response characteristic of the ultrafast heating of the electron system and subsequent redistribution of the heat was observed.
This phenomenon can either be related to the unintended detection of the response of the IP FM layers due to the propagation direction of the laser beam not being entirely perpendicular to the investigated film, or a transient reflectance effect induced by the strongly non-equilibrium electron distribution after laser-induced heating. Further research will be needed to identify the nature of the transient behaviour in these multilayers and to what extent it needs to be taken into account when measuring TRFE.

6.2 Modelling antiferromagnetic domains

The presented model for spin transport and dynamics provides reasonable estimates of the relevant spin currents in the metallic layers, and the dynamic behaviour of the AFM. One important approximation that was made in this section, is the complete neglect of the antiferromagnetic domain structure, which was discussed in section 2.3.1. The reader is reminded that in NiO, two different kinds of domains can be distinguished: T-domains are distinguished by the (111) stacking axis of the antiferromagnetically coupled FM planes; within these planes the spin can align along three stable IP directions, the S-domains.

In the model described in chapter 3, a monodomain state was assumed, both in terms of T and S-domains. Furthermore, for the approximations made for the equations describing the spin dynamics to be valid, the stacking direction of the FM planes should be parallel to the film normal. This should be the case for growth in the [111]-direction as was done for the experiments described in chapter 5. To improve the model, an interesting next step will be to investigate whether the domain structure can be implemented in the equations of motion. Especially the effect of S-domains and their domain walls is of interest here, as T-domains (contrary to S-domains) can in principle be engineered to be larger than the 5 µm spot size of the laser [8,59], although this has yet to be shown for the sputtered NiO films used in this thesis.

As a first idea to model the domain structure in the AFM, a system as illustrated in figure 6.1 can be considered. The AFM would here be modelled as a square lattice of S-domains, where in each cell the spin axis in the ferromagnetic planes points randomly across one of the three stable axes $S_1$, $S_2$ and $S_3$. In the simplest image, the domain wall pins the spins at the interface between domains [154]. Neglecting spatially inhomogeneous spin dynamics within a domain with spin axis $S_1$, the (enhanced) damping in a particular domain $\alpha_D$ can be approximated as:

$$\alpha_D = \alpha_0 + \alpha_i \sum_j 1 - \delta_{S_1,S_j},$$  \hspace{1cm} (6.1)

where $\alpha_0$ is the intrinsic damping of a mono-domain state, $\alpha_i$ is the damping due to pinning at the interface, and the summation runs over the nearest neighbours of the cell with $S_j$ the stable spin configuration in domain $j$, i.e. it counts the neighbours that have a different equilibrium easy axis of the Ne`el parameter. Note that this is a crude approximation, and that for a full description the interaction between the domain wall and the overall dynamics in a domain needs to be developed.

Besides this proposal for the implementation of the domain structure in the NiO film, there are several small ways in which the model could be made more realistic:

- Implementation of the 3-temperature model to investigate fluence dependencies in the model, as this is an interesting tunable parameter in experiments.
• Taking into account spin pumping effects due to the dynamics of the antiferromagnetic order parameter [82].

• Make a more detailed description of the regime (ballistic, super-diffusive, diffusive) in which spin transport takes place.

6.3 Domain visualization

Knowledge about the domain structure in AFMs is invaluable for proper analysis of the experiments performed in this thesis. Recently Xu et al. demonstrated the use of magneto-optical birefringence induced by the contraction along the stacking direction of the FM planes to image domains [58]. This birefringent effect can be measured as a rotation angle of the polarization of the light, similar to the Faraday rotation discussed in section 2.4. The envisioned setup for measuring this effect is shown in figure 6.2. It is very similar to the MOKE and TRFE setups discussed in sections 2.4 and 5.1 respectively. A continuous-wave or pulsed laser is focused on the sample and picks up a rotation depending on the angle between the propagation direction of the light and the optical axis of the antiferromagnetic domain.

By moving the sample with respect to the beam position a map of the birefringent effect can in principle be produced which translates to the magnetic structure of the NiO film. The translation stage to which the sample holder was attached in the work in this thesis has a resolution of well under 1 µm, hence suggesting that typical NiO domains can be resolved in this way [58]. This would imply that the HALO-objective that was used in this thesis, with which a spot size of 5-10 µm could be achieved, has to be replaced with an objective lens that can also reach this 1 µm resolution. As a starting point for developing these kind of experiments simple MgO/NiO/Pt stacks can be characterized. This way it can be tested whether the broad-field, reflection-based measurement geometry of Xu translates to the scanning microscopy method described in this section. If this method does not yield results, second harmonic generation measurements may need to be considered as an optical way to visualize the domains in NiO.
CHAPTER 6. CONCLUSION & OUTLOOK

Figure 6.2: Transmission setup intended for antiferromagnetic domain visualisation. P= polarizer, PEM= photo-elastic modulator, A = analyser. Polarization states after the first polarizer and after the sample are shown in the left and right circles respectively.

6.4 Future applications

This thesis has been able to address several first steps in the implementation of the AFMI NiO, including: the presentation of a simple formalism to start numerically estimating the response of the AFM to optical spin pulses, demonstration of a fabrication procedure to implement NiO in the noncollinear system, and the exploratory characterization of these magnetic multilayer stacks in a TRFE setup. Even though plenty of challenges still remain, it is instructive to move the focus to the horizon and consider the end goal in terms of experiments on these systems.

When the experiments described in this thesis work, the described system can be used to investigate the spin dynamics of many different types of AFM(I)s to optical spin current excitation. As discussed in the introduction is that an entire experiment of excitation of spin current excitation and detection of the dynamic response can be measured in one sample, bypassing the need for a THz radiation source or complicated lithography-based fabrication steps. The magnetic multilayer stack can then serve as an ideal environment to investigate the dynamic behaviour of thin films of NiO in the case of FM/NM/AFM stack geometries, as with the sub-ps resolution of the time-resolve measurements that can be performed nowadays, even the ultrafast dynamics of AFMs can be resolved in ways electrical measurements will not be able to emulate. This can in turn provide valuable insight was interactions (anisotropy, indirect exchange, pinning effects) influence the dynamics primarily and from that provide perspective on their applicability in a technological context.

Similarly, the use of sputter deposited NiO films as a spin transport layer, as in the FM/AFM/FM stacks, can potentially replace metallic spacer layers if the spin current attenuation is low enough and the NiO/FM interface is sufficiently efficient at transmitting spin currents. Although this research is still at a very early stage, the fact that spin current transmission is already possible for polycrystalline films \[128\], the first experiments to test the use of the sputtered NiO films for this purpose can be performed as soon as the issue with absent PMA is fixed.
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Appendix A

Hubbard model image of antiferromagnetism

In order to understand the mechanism that leads to antiferromagnetism in transition metal-oxides like NiO, it is important to understand hopping-mediated exchange. In order to sketch a phenomenological image of this hopping mechanism, a simple Hubbard-type Hamiltonian for the $H_2$ molecule will be considered. A sketch of the $H_2$ system is shown in figure A.1.

The system consists of two hydrogen atoms separated by some distance $r$. Each atom has one associated orbital each of which is orthogonal to the other. These orbitals are denoted by $\phi_1$ and $\phi_2$. These orbitals $\phi_1$ and $\phi_2$ have associated eigenenergies $\epsilon_1$ and $\epsilon_2$ respectively. When we introduce one electron to this model system, we can define the following tight-binding Hamiltonian $\mathcal{H}_1$, which for the case of two orthogonal s-orbitals becomes a 2x2 matrix:

$$\mathcal{H}_1 = \begin{pmatrix} \epsilon_0 & -t \\ -t & \epsilon_0 \end{pmatrix}, \quad (A.1)$$

where $\epsilon_1 = \epsilon_2 = \epsilon_0$ was assumed, and the positive and real matrix element $t$ was introduced, which represents the possibility for the electron to move between orbitals $\phi_1$ and $\phi_2$. The quantity $t$ is formally defined as:

$$t = \langle \phi_1 | h | \phi_2 \rangle, \quad (A.2)$$

where $h$ is the one-electron Hamiltonian. The eigenstates $\phi_{\pm}$ can be found by diagonalizing the Hamiltonian in equation (A.1) and are hence given by:

$$\phi_{\pm} = \frac{1}{\sqrt{2}}(\phi_1 \pm \phi_2), \quad (A.3)$$

with eigenenergies $\epsilon_{\pm,1} = \epsilon_0 \mp t$. As can be seen from equation (A.3) the eigenstate of the electron is a superposition of the two orbital states associated with the two atoms in the molecule. These states can be represented graphically as $\phi_1 = |\uparrow, \downarrow\rangle$ and $\phi_2 = |\downarrow, \uparrow\rangle$. This type of notation where left and right of the delimiter represent the occupation of the orbitals $\phi_1$ and $\phi_2$ will be used as an instructive way to represent the different states which the electrons can occupy. For example, the following state $|\uparrow, \downarrow\rangle$ represents orbital 1 being occupied by one electron with spin up, and orbital occupied by one electron with spin down.

With these definitions and notation conventions in place we will now move on to the more physically interesting case of two electrons. Two critical phenomena that need to be...
accounted for in the analysis is the Coulomb repulsion between the two like-charged electrons, and the Pauli exclusion principle which imposes that the two electron wavefunction should be antisymmetric with respect to interchange of the two fermions. Taking the latter condition into account we can distinguish between two different states. The first state is an ionic state \( \phi_1 \) where the two electrons occupy the same spatial orbital:

\[
\phi_1 = |↑↓, 0⟩.
\]  

(A.4)

The second state is a neutral state \( \phi_n \) where the two electrons occupy different spatial orbitals and occupy different spin states:

\[
\phi_n = |↑, ↓⟩.
\]  

(A.5)

It can be intuitively understood that \( \phi_1 \) is energetically unfavourable due to the increased Coulomb repulsion between the two electrons occupying the same spatial orbital. Based on the two basis states presented in equations (A.4) and (A.5) it is possible to define the two-electron Hamiltonian \( H_2 \):

\[
H_2 = \begin{pmatrix}
\epsilon_0 + U & 0 & t & -t \\
0 & \epsilon_0 + U & t & -t \\
t & t & 0 & 0 \\
-t & -t & 0 & 0
\end{pmatrix},
\]  

(A.6)

where \( U \) is the Coulomb repulsion energy penalty that needs to be paid by the system for the two electron system being in the ionic state \( \phi_1 \). The Hamiltonian in equation (A.6) can again be diagonalized to find three eigenvalues in terms of \( \epsilon_0, t \) and \( U \) as

\[
\epsilon_1 = 2\epsilon_0 + U,
\]  

(A.7)

and

\[
\epsilon_{±,2} = 2\epsilon_0 + \frac{1}{2} U ± \sqrt{4t^2 + \frac{1}{4} U^2}.
\]  

(A.8)
APPENDIX A. HUBBARD MODEL IMAGE OF ANTIFERROMAGNETISM

Figure A.2: Simplified illustration of the direct exchange interaction in the H\textsubscript{2} model system. Antiparallel alignment (a) is energetically more favourable than parallel alignment (b), as in the latter case the exclusion principle prohibits hopping of electrons of like spin to the same spatial orbital.

Based on these eigenenergies we can conclude that the ground state has to be the state corresponding to eigenvalue $\epsilon_{-2}$, $\phi_{-2}$:

$$\phi_{-2} = \frac{(|\uparrow,\downarrow\rangle - |\downarrow,\uparrow\rangle - \frac{\epsilon_{-2}}{2t} (|\uparrow\downarrow,0\rangle + |0,\uparrow\downarrow\rangle)}{\sqrt{2 + \epsilon_{-2}/2t^2}}.$$

(A.9)

The result for the ground state of this simple toy box model, as presented in equation (A.9), can be used to obtain phenomenological understanding about hopping between the orbitals in this H\textsubscript{2} molecule, as the qualitative physics allow us to understand the antiferromagnetic coupling observed in transition metal oxides like NiO, CoO and MnO. It can be derived that for $U/t \ll 1$, both electrons move independently through the orbitals leading to metal-like behaviour. For $U/t \gg 1$ the system describes the behaviour of well localized electrons, which is more akin to insulating or molecular systems. In these systems band description of the electronic system is no longer appropriate due to the strong correlation between electrons.

It is important to note that as $t$ increases, which depends among other things on the wavefunction overlap between the two orbitals involved in the hopping process (see equation (A.2), the probability of the system occupying a state with both electrons on the same atom becomes increasingly likely. Figure A.2 illustrates graphically why then this tendency for hopping transport opposed to band-like transport favours an antiparallel alignment. In figure A.2 it can be seen that the transfer of an electron from the right orbital to the left is allowed and mediated by the hopping parameter $t$. On the other hand, in figure A.2 transfer between the two orbitals for the like spins is prohibited by the Pauli exclusion principle.

In a quantum mechanical description this increased possibility for electrons to hop between orbitals can be interpreted as an expansion of the wave function of the electrons towards to other spatial orbital. In this case this orbital is the s-orbital of the other H atom. It should be noted that no quantitative conclusions can be drawn based on the description presented above, however it will serve as a useful framework to understand to origin of superexchange in transition metal oxides like NiO. For a more in-depth treatment of the topic of hopping-
mediated exchange in insulators and semiconductors we refer to more dedicated literature since it is outside the scope of this thesis \[\text{155}\].
Appendix B

AFMR modes NiO

To substantiate why easy-plane antiferromagnets like NiO can sustain a spin current without the application of an electric field, the derivation of the AFMR magnon modes for a generic easy-plane antiferromagnet. The derivation will closely follow earlier work [32, 156], these papers can be considered as a starting point for a more in depth treatment of the derivation presented below.

In this section we will consider an antiferromagnet consisting of two sublattices with magnetizations that are equal in magnitude but antiparallel sublattice magnetizations. The sublattice magnetizations are aligned in the xy-plane with a preferential in-plane alignment along the x-axis. Hence, the z-axis is defined as the hard anisotropy axis. The starting point of the derivation will be the energy density $E$ in the absence of an applied magnetic field:

$$E = \frac{H_E}{M} M_1 \cdot M_2 + \frac{H_{Ax}}{2M} (M_{1z}^2 + M_{2z}^2) - \frac{H_{Az}}{2M} (M_{1x}^2 + M_{2x}^2), \quad (B.1)$$

where $H_E$ is the exchange field strength, $H_{Ax}$ is the in-plane anisotropy field strength, $H_{Az}$ is the out-of-plane anisotropy field strength and $M$ is the sublattice magnetization. The magnetization dynamics are then given by a Landau-Lifschitz equation [63]. For the AM system this equation, neglecting the often added phenomenological Gilbert damping for now:

$$\frac{dM_{1,2}}{dt} = -\gamma M_{1,2} \times \nabla E_{M_{1,2}}(E(M_{1,2})), \quad (B.2)$$

where $\gamma$ is the gyromagnetic ratio. A small perturbation from the ground state (i.e. both sublattices only having their full magnetization along $\hat{x}$ but in opposite directions) is considered:

$$M_{1,2}(t) = \begin{pmatrix} m_{1,2x} \\ m_{1,2x} \exp(-i\omega t) \\ m_{1,2x} \exp(-i\omega t) \end{pmatrix}, \quad (B.3)$$

where $\omega$ is the angular precession frequency of the transverse magnetization components. Combining equations (B.1), (B.2) and (B.3), the equations of motion for the transverse magnetization components:

$$i\omega m_{1z} = -\gamma m_{1y}(H_E + H_{Ax}) - \gamma H_E m_{2y}, \quad (B.4)$$
$$i\omega m_{2z} = \gamma m_{2y}(H_E + H_{Ax}) + \gamma H_E m_{1y}, \quad (B.5)$$
$$i\omega m_{1y} = -\gamma m_{1z}(H_E + H_{Az} + H_{Ax}) - \gamma H_E m_{2z}, \quad (B.6)$$
$$i\omega m_{2y} = \gamma m_{2z}(H_E + H_{Az} + H_{Ax}) + \gamma H_E m_{1z}. \quad (B.7)$$
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This AFMR frequencies and the eigenvectors of this system of equations can be calculated from the so-called resonance matrix $\mathcal{R}$, which is simply a matrix representation of equations (B.4)-(B.7):

$$
\begin{pmatrix}
0 & 0 & -\gamma(H_{Ax} + H_E) & -\gamma H_E \\
0 & 0 & \gamma H_E & +\gamma(H_{Ax} + H_E) \\
-\gamma(H_{Ax} + H_{Az} + H_E) & -\gamma H_E & 0 & 0 \\
\gamma H_E & +\gamma(H_{Ax} + H_{Az} + H_E) & 0 & 0 \\
\end{pmatrix}, \quad (B.8)
$$

The resonance frequencies and eigenvectors can then be calculated and we can distinguish between two branches of solutions. The eigenvalues $\omega_q$ with $q = [1..4]$ are then given by:

$$
\omega_1 = -\omega_2 = \gamma \sqrt{(H_{Ax} + H_{Az})(H_{Ax} + H_E)}, \quad (B.9)
$$

$$
-\omega_3 = \omega_4 = \gamma \sqrt{(H_{Ax})(H_{Ax} + H_{Az} + H_E)}. \quad (B.10)
$$

We will henceforth consider the positive frequencies to keep the notation concise. These expressions can be simplified by considering that the exchange field $H_E$ is much larger than both the anisotropy fields as discussed in the main text (section 2.3):

$$
\omega_1 = \gamma \sqrt{H_E(H_{Ax} + H_{Az})}, \quad (B.11)
$$

$$
\omega_4 = \gamma \sqrt{H_E(H_{Ax})}. \quad (B.12)
$$

Here the energetic non-degeneracy of the two modes appears, it can be seen that in the absence of the out-of-plane anisotropy $H_{Az}$, the two modes will have the same precession frequency. By calculating the eigenvectors of (B.8) the magnetization dynamics belonging to the eigenfrequencies $\omega_1$ and $\omega_2$ can be found as:

$$
{\begin{pmatrix}
m_{1z} \\
m_{2z} \\
im_{1y} \\
im_{2y}
\end{pmatrix}} = \begin{pmatrix}
-\epsilon_1 \\
\epsilon_1 \\
1 \\
1
\end{pmatrix}, \quad (B.13)
$$

and

$$
{\begin{pmatrix}
m_{1z} \\
m_{2z} \\
im_{1y} \\
im_{2y}
\end{pmatrix}} = \begin{pmatrix}
-\epsilon_4 \\
-\epsilon_4 \\
-1 \\
1
\end{pmatrix}, \quad (B.14)
$$

respectively, where the trajectory ellipticities $\epsilon_1 = \sqrt{2H_E/H_{Az}} \approx 55$ and $\epsilon_4 = \sqrt{H_{Ax}/2H_E} \approx 0.002$ were introduced. Equations (B.13) and (B.14) thus describe two elliptical trajectories. What is important to note is that both modes can carry identical angular momentum independently, but that these two modes have opposite precession directions. However, due to the different energy associated of the modes with the major axes along the in-plane or out-of-plane direction, net spin transport is possible, when the low-energy magnon mode is excited more efficiently than the high-energy mode.
Appendix C

Diffusion model: equations and parameters

C.1 Differential equations

The full dynamic equations for the spin chemical potential $\mu_s = \mu_\uparrow - \mu_\downarrow$ for the Pt, Co/Ni multilayer and Cu layer are given (in order) by:

\[ \frac{\partial \mu_s(t,z)}{\partial t} = D_{\text{Pt}} \frac{\partial^2 \mu_s(t,z)}{\partial z^2} - \frac{\mu_s(t,z)}{\tau_{\text{Pt}}}, \]  

\[ \frac{\partial \mu_s(t,z)}{\partial t} = D_{\text{CN}} \frac{\partial^2 \mu_s(t,z)}{\partial z^2} - \frac{\mu_s(t,z)}{\tau_{\text{CN}}} + G_s, \]  

\[ \frac{\partial \mu_s(t,z)}{\partial t} = D_{\text{Cu}} \frac{\partial^2 \mu_s(t,z)}{\partial z^2} - \frac{\mu_s(t,z)}{\tau_{\text{Cu}}}, \]

where the generation term $G_s$ is given by:

\[ G_s[\text{eVps}^{-1}] = \frac{1}{4\mu_B N_{\text{CN}}(E_F)} \left[ 4.6 \cdot 10^4 \exp\left(-\frac{t^2}{0.2}\right) - 1.4 \cdot 10^4 \exp\left(-\frac{(t-0.9)^2}{1}\right) \right], \]

where $N_{\text{CN}}(E_F)$ is the density of states of the Co/Ni multilayer, which is estimated by the density of states of the Co layer at the Fermi level. The portion of equation (C.4) between square bracket is a numeric fit to the negative time derivative of the demagnetization measured in a Co/Pt bilayer [70]. The material parameters for the different layers described by this spin diffusion model are presented in table C.1.

As stated in the text, the Co/Ni multilayer is treated as a single layer. The diffusion constant is approximated as $D_{\text{CN}} = \frac{\Lambda_{e,\text{CN}}}{C_{e,\text{CN}}}$, where $\Lambda_{e,\text{CN}}$ is the electronic heat conductivity and $C_{e,\text{CN}}$ is the electronic heat capacity. The spin flip relaxation time can then be estimated as [70]: $\tau_{\text{CN}} = \frac{3D_{\text{CN}}}{v_F a_{sf}}$, where $v_F$ is the Fermi velocity and $a_{sf}$ is the spin-flip probability. $\tau_{\text{CN}}=0.26$ ps is found. The parameters presented for this Co/Ni-layer in table C.1 are weighted averages where appropriate.
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Figure C.1: Layered structure of the modelled system with the relevant thicknesses and z-position of interfaces between different layers.

Table C.1: Spin transport model parameters as used for chapter 3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\text{Pt}}$</td>
<td>nm$^2$/ps$^{-1}$</td>
<td>500</td>
<td>70</td>
</tr>
<tr>
<td>$\tau_{\text{Pt}}$</td>
<td>ps</td>
<td>0.5</td>
<td>70</td>
</tr>
<tr>
<td>$d_{\text{Pt}}$</td>
<td>nm</td>
<td>3</td>
<td>N.A.</td>
</tr>
<tr>
<td>$D_{\text{CN}}$</td>
<td>nm$^2$/ps$^{-1}$</td>
<td>500</td>
<td>N.A.</td>
</tr>
<tr>
<td>$\tau_{\text{CN}}$</td>
<td>ps</td>
<td>0.26</td>
<td>N.A.</td>
</tr>
<tr>
<td>$N_{\text{CN}}(E_F)$</td>
<td>eV$^{-1}$nm$^{-3}$</td>
<td>10</td>
<td>157</td>
</tr>
<tr>
<td>$d_{\text{CN}}$</td>
<td>nm</td>
<td>2.6</td>
<td>N.A.</td>
</tr>
<tr>
<td>$C_{e,\text{CN}}$</td>
<td>MJm$^{-3}$K$^{-1}$</td>
<td>0.2</td>
<td>158</td>
</tr>
<tr>
<td>$\Lambda_{e,\text{CN}}$</td>
<td>Wm$^{-1}$K$^{-1}$</td>
<td>100</td>
<td>159</td>
</tr>
<tr>
<td>$\alpha_{\text{sf}}$</td>
<td>nm</td>
<td>0.03</td>
<td>160</td>
</tr>
<tr>
<td>$v_F$</td>
<td>km/s</td>
<td>255</td>
<td>161</td>
</tr>
<tr>
<td>$D_{\text{Cu}}$</td>
<td>nm$^2$/ps$^{-1}$</td>
<td>6500</td>
<td>70</td>
</tr>
<tr>
<td>$\tau_{\text{Cu}}$</td>
<td>ps</td>
<td>25</td>
<td>70</td>
</tr>
<tr>
<td>$N_{\text{Cu}}(E_F)$</td>
<td>eV$^{-1}$m$^{-3}$</td>
<td>22.4</td>
<td>78</td>
</tr>
</tbody>
</table>
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C.2 Boundary conditions

The boundary conditions of the system of equations given above are, given the thicknesses presented in figure C.1:

\[ \frac{\partial \mu_s(t,0)}{\partial z} = 0, \]  
\[ \mu_s(t,d_{Pt}) = \mu_s(t,d_{Pt}^{+}), \]  
\[ \mu_s(t,d_{CN/Cu}) = \mu_s(t,d_{CN/Cu}^{+}), \]  
\[ \mu_s(t,d_{Cu/NiO}) = -D \frac{\partial \mu_s(t,d_{Cu/NiO})}{\partial z}, \]

where \( d_{CN/Cu} = d_{Pt} + d_{CN} \) is the z-position of the interface of the Co/Ni multilayer and the Cu layer, and \( d_{Cu/NiO} = d_{Pt} + d_{CN} + d_{Cu} \) is the z-position of the interface of the Cu and NiO layer.

C.3 Estimation of \( G_{em} \)

A back of the envelope estimation of the spin convertance based on experimentally obtained values of the real part of the spin mixing conductance \( G_r \) is presented. This quantity defines the efficiency of spin transfer at an arbitrary interface in noncollinear magnetic systems. Referring back to the diffusion model discussed in section 3.1.1, the spin current across the NM/AFMI interface \( J_s \) is given by:

\[ J_s = eN_{Cu}(E_F)G_{em}\mu_s. \]  
\[ J_s = G_0V_sG_r, \]

where \( G_0 = e^2/h \) is the conductance quantum and \( V_s = \mu_s/e \) is the spin voltage. Equating equations (C.9) and (C.10) then yields:

\[ G_{em} = \frac{G_r}{hN_{Cu}(E_F)}. \]

Using table C.1 and \( G_r = 48 \text{ nm}^{-2} \) for a NiO/Co$_{25}$Fe$_{75}$ interface [162], a value of 518 nm/ps is found.
Appendix D

Spin dynamics model: equations and parameters

The full equation of motion for the angle $\phi$ as described in section 3.1.2 is given by [19]:

$$\ddot{\phi} + \frac{\omega_R^2}{2} \sin(2\phi) + 2\alpha \omega_E \dot{\phi} = 2\omega_E \omega_s(t),$$

with

$$\omega_s = \frac{a^3}{d_{NiO}} N_{Cu}(E_F) G_{em} \mu_s$$

The values of the parameters $\omega_s$, $\omega_E$, $\alpha$, $a$ are given in table D.1.

Table D.1: Spin dynamics model parameters as used for the results in chapter 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_s$</td>
<td>THz</td>
<td>0.001</td>
<td>19</td>
</tr>
<tr>
<td>$\omega_E$</td>
<td>THz</td>
<td>27.4</td>
<td>19</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>N.A.</td>
<td>0.005</td>
<td>19</td>
</tr>
<tr>
<td>$a$</td>
<td>nm</td>
<td>0.417</td>
<td>9</td>
</tr>
</tbody>
</table>
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Appendix E

MgO substrate characterization

Figure E.1: Summary of the substrate characterisation. a): Principal features observed for the XRD spectrum of (001)(blue) and (111)(orange) MgO substrates. b): LEED diffraction pattern observed for the (001)-substrate [117]. c): LEED diffraction pattern observed for the (111)-substrate [117].

E.1 XRD

The XRD-measurements performed on pristine MgO substrates are shown in figure E.1a. The measured features in the spectrum for (001)-MgO and (111)-MgO are shown in blue and orange respectively. The observed peak splitting is due to the non-monochromatism of the Cu X-ray source.

E.2 LEED

The LEED measurements for MgO substrates after ion beam milling are shown in figures E.1b and c for (001)-substrates and (111)-substrates respectively. The observed symmetry of the diffraction patterns is consistent with literature [116].

Inducing spin dynamics in antiferromagnetic NiO 103
Inducing spin dynamics in antiferromagnetic NiO
Appendix F

Brief introduction to Raman spectroscopy

Raman spectroscopy is an optical non-invasive characterization method to quantify vibrational and rotational and magnon modes of a material. During Raman spectroscopy, a sample material is irradiated with a laser of well defined frequency. The photons which are scattered from the material have either the same (Rayleigh scattering), more (anti-Stokes scattering) or less (Stokes scattering) energy than the incoming photon (Figure F.1). The difference in energy for Stokes- and anti-Stokes scattering is caused by the creation or annihilation of one or more phonons or magnons in the probed material. When a phonon (magnon) is created by the incoming photon, the scattered photon will have an energy equal to $\epsilon_{sc} = \epsilon_{\text{laser}} \pm \epsilon_{\text{phonon}}$. If a phonon (magnon) is absorbed, the scattered photon will have slightly more energy. When a phonon (magnon) is created the photon will have slightly less energy. Since every material has its own specific set of vibrational and rotational modes, the Raman spectrum can be interpreted as a fingerprint of your material.
Figure F.1: Schematic of the three basic scattering processes that can be distinguished in a Raman spectroscopy experiment. In a Stokes and Anti-stokes process, one (multiple) magnon(s) or phonon(s) is (are) created or annihilated respectively. For Rayleigh scattering, the scattered photons have the same energy as the incident photons.
Appendix G

Transmission sample holder

Below the technical drawings of the transmission sample holder that was used during this work are presented in figures G.1, G.2, G.3 and G.4. The sample holder was designed in collaboration with ing. Jeroen Francke.
Figure G.1: Front and side view of the transmission sample holder used in the optical measurements presented in this work. Sizes shown are given in mm. Drawing courtesy of ing. Jeroen Francke.
Figure G.2: Side view of the transmission sample holder used in the optical measurements presented in this work. Sizes shown are given in mm. Drawing courtesy of ing. Jeroen Francke.
Figure G.3: Side view of the transmission sample holder used in the optical measurements presented in this work. Sizes shown are given in mm. Drawing courtesy of ing. Jeroen Francke.
Figure G.4: Detail of the sample mounting location on the sample holder. Drawing courtesy of ing. Jeroen Francke