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Summary

Currently, many people around the globe are using devices, such as computers and smart-phones,
that require electronic microchips. The fabrication of the new generation of chips requires ex-
treme ultraviolet (EUV) radiation, which has a wavelength of 13.5 nm. In this fabrication
process, a low pressure hydrogen background gas is inserted to increase the life-time of the valu-
able optics that are partly used in these machines. When the pulsed EUV beam travels through
the hydrogen gas, the EUV light photo-ionizes the gas, resulting in the creation of a plasma.
After ionization processes, the EUV induced plasma decays, which is generally referred to as the
plasma afterglow. A non-destructive in-line method, Microwave Cavity Resonance Spectroscopy
(MCRS), was used to investigate these EUV-induced-plasma afterglows by measuring the elec-
tron density. In weakly ionizing environments, the response time of MCRS can be too long to
measure the highly transient electron dynamics, meaning that the plasma has decayed before it
could be measured. Generally, when employing MCRS, a trade-off needs to be made between
accuracy and response time. Extending the plasma life-time, i.e. the time that the plasma is
present, by an external magnetic field is a promising enhancement for the MCRS technique.
This enhancement allows one to measure the highly transient electron dynamics, while retaining
MCRS’ high accuracy.

In this work, magnetic field enhanced MCRS has been employed in EUV lithography com-
parable conditions. Instead of a Hydrogen background gas, which is incompatible with the
Neodymium magnet used, argon was used with pressures ranging from 0.002–5 Pa. To quan-
titatively study the influence of magnetic field enhancement, the plasma afterglow decay times
were determined at the exponential decay phase of the electron density decay. These experi-
ments demonstrated that the magnetic field extends the decay time up to two orders of magni-
tude,extending the plasma life-time up to a factor 8. The magnitude of the effect of the magnetic
field enhancement depends on the pressure. Both quantitative and varying degrees of agreement
with theoretical decay times were found. However, similar deviations were found in literature
for plasma decay experiments where the plasma afterglow was subjected to an external magnetic
field. Such disagreements are likely to be related to the highly conductive walls and geometry
of the cavity. The plasma decay time could be extended further in future endeavors by, for
example, redesigning the cavity, coating the inner cavity walls with a dielectric material, or by
electrically floating end-plates. Altogether, the external magnetic field extends the decay time
of the plasma; therefore, the magnetic field enhancement is a promising extension on the already
widely used MCRS technique.

By means of this this work, a lower detection limit of MCRS—as low as an electric-field-
squared-weighted average electron density of 1010 m-3—has been achieved. As a result of the
two orders of magnitude increase in the resolution compared to previous endeavors, new third
decay phase of the plasma afterglow becomes measurable—a regime not yet measured in EUV
induced plasmas, until this work. This third phase starts at the so-called ambipolar to free
diffusion transition. The plasma starts to expand freely below a critical electron density due
to the increasing Debye length. The increased accuracy in the MCRS technique enables one
to fundamentally study the new third decay phase, i.e. free diffusion regime, of EUV induced
plasmas.

The combining effect of these results enables the implementation of a MCRS-based beam
monitor in future endeavors. Preliminary calculations provided a photon and photon-flux detec-
tion limit for an EUV induced argon plasma. Recent developments of multi-mode MCRS, which
is temporally as well as spatially resolved, in combination with the—in this work achieved—lower
detection limit and magnetic enhancement, could initiate a new type of non-destructive in-line
beam monitor.
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Chapter 1

Introduction

Currently, many people around the globe are using devices, such as computers and smart-phones,
that require electronic microchips. These chips, or integrated circuits (ICs), consist of a set of
electronic circuits on a relatively small area of semiconductor material, usually silicon. These
circuits contain many small transistors that can amplify or switch electronic signals. The ability
to mass produce these ICs has ensured the revolution in electronics. The company ASML has
specialized in semiconductor device fabrication, i.e. constructing machines that can mass pro-
duce these ICs. The fabrication of these ICs consists of multiple steps of photo-lithography and
chemical processing. During this process electronic circuits are gradually created on a semicon-
ductor substrate, a so-called wafer. The photo-lithography, also known as optical-lithography,
process is thus one of the most essential steps in the ICs production process.

The photo-lithography process consists of five sequential steps, as shown in Figure 1.1. In the first
stage, known as ‘apply resist’, a photo sensitive resist is applied to the substrate. In the second
stage ‘expose’, the reticle—containing the desired pattern—is illuminated by the proper amount
of radiation from a light source. After passing the reticle, this patterned light is demagnified
by an optical lens system and projected onto the photo resist, exposing the photo resist. In
the third stage ‘develop’, the exposed photo resist is removed from the substrate. Next, the
remaining patterned resist can be used for further etching of, or depositing processes on, the
substrate. Finally, the remaining and thus unexposed resist is removed in the ‘strip’ stage. This
entire process is repeated multiple times in order to produce an IC [1].

Light is therefore a fundamental element to produce ICs. In order to increase computing power,
an increasing number of transistors needs to be printed on a single IC. Initial studies of Moore [2]

Figure 1.1: Process sequence steps of photo-lithography. The reticle contains the pattern that is printed
on the substrate, which is illustrated as the blue bottom part. The red upper parts represent unexposed
photo resist, and the green parts the exposed resist. Illustration is obtained from [1].
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showed that the maximum number of transistors printed on a single IC is doubled approximately
every two years. Currently, the prediction of Moore still holds; however, the development of the
next generation photo-lithography machines is required to continue this trend. Decreasing the
size of the transistors can achieve this continuation. The size of these transistors depends on the
smallest feature that can be printed; incorperated in the critical dimension CD and the depth of
focus DF (which is related to the area in which the image is in focus) [3]. These two parameters
are defined by

CD = k1
�
NA

(1.1)

DF = k2
n�
NA2 (1.2)

in which k1 and k2 are process-related coefficients, � represents the wavelength of the light used, n
the refractive index, and NA the numerical aperture of the lens system. This numerical aperture
is

NA = n sin � (1.3)

where � denotes the maximum angle at which light can exit the lens system. As can be seen from
eqs. (1.1) and (1.2), decreasing the wavelength is advantageous to be able to print smaller features.
Currently, the photo-lithography industry is moving forward by decreasing the wavelength to
13.5 nm. The fabrication of ICs with this type of wavelength is called extreme ultraviolet (EUV)
lithography.

Generating a pulsed EUV beam requires extreme conditions and, as a result, the full system
requires a low working pressure to minimize EUV photon absorption by the background gas.
Although these background conditions correspond to ultra-high vacuum, the system still requires
a controlled amount of hydrogen gas to be permanently present. When the pulsed EUV beam
travels through this inserted gas, the EUV light periodically photo-ionizes the gas, resulting in
the creation of a plasma. This phenomenon is commonly referred to as EUV induced plasma [4].
The inserted gas has many purposes, for example to clean and to increase the life-time of the
valuable optical components [5–8]. As a result of the pulsed EUV radiation, and if the repetition
rate of the pulse is sufficiently low, the plasma is pulsed as well. Thus, the plasma is created
and, subsequently, decays as a function of time. The decay of the plasma, once the ionization
source is removed, is called the plasma afterglow [9]. This means that the EUV induced plasma
is highly transient in time. Furthermore, the electron energy distribution is initially highly non-
Maxwellian and the electron energies are sufficiently high to produce additional plasma as a result
of electron impact ionization with the background gas [4]. Altogether, a low pressure background
gas is required for life-time purposes and—as a result of the EUV radiation—a highly dynamic
plasma is created.

While these EUV induced plasmas have been numerically modeled, for example by Astakhov [10],
experimental characterization of these types of plasmas is limited in literature. Studying these
plasmas non-invasively is key to predicting and increasing the life-time of delicate optics in the
EUV lithography machines. Therefore, a non-destructive microwave-based technique appears
to be an auspicious diagnostic method for monitoring one of the key plasma properties: the
electron density. In this method, the plasma is enclosed by a hollow metal cylindrical pillbox—
henceforth referred to as a cavity. Inside this cavity, a microwave field with a certain resonant
frequency, so-called microwave resonant mode, is excited. This resonant frequency depends—
among the cavity dimensions—on a properties of the medium that is present inside the cavity.
One of these properties is called the permittivity and describes the ability of a medium, that
is subjected to an electric field, to store electrical potential energy. In case that the cavity is
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(partially) filled by a plasma, the free electrons contribute to the permittivity due to their high
mobility. Hence, if a plasma is present inside the cavity, the resonant frequency shifts compared
to the case when no medium is present. This measurable shift corresponds to the number of
electrons inside the cavity, the electron density. While this method, so-called Microwave Cavity
Resonance Spectroscopy (MCRS), was developed fundamentally in the 1950’s [11–13], only in
recent years, MCRS has been employed in EUV lithography evironments to study the temporal
evolution of the electron density [1, 14–18]. In addition to studying the electron dynamics, more
recently, Beckers et al. [4] suggested to utilize MCRS further as an in-line non-destructive photon
flux density monitor, as this quantity is equally important for development in EUV lithography
research. Current techniques to measure the photon flux density, such as EUV photo-sensitive
foils [14], calorimetric power sensors [19], and ionization gas cells [20], are either destructive or
inaccurate. Therefore, the MCRS technique could serve as an in-line non-destructive beam power
monitor.

Although MCRS is a promising beam monitor concept, the limited response time and lower
detection limit of this technique are major drawbacks. The response time of MCRS, which
includes the time to build up the electromagnetic field of the used resonant mode, could be
too slow to detect electrons in experiments where the plasma decays very rapidly. Such fast
plasma decay rates occur, for example, when the energy of the ionizing pulsed beam is low, the
background pressure is low, or the photo-ionization cross-section is small. A Free Electron Laser
(FEL) environment is a prime example where such rapid decay rates occur [21]. Decreasing the
cavity response time can be achieved, if one allows decreasing the accuracy in determining the
electron density as well. This results in a less accurate beam monitor. As a result, in practice,
a suitable optimum between the response time and accuracy in the electron density needs to be
achieved [4].

While decreasing the accuracy in the electron density measurement is generally only feasible to
some extent, investigating methods to extend the plasma life-time, i.e. the time that the plasma
is present, are crucial. Assuming the plasma decay can be slowed down sufficiently, MCRS could
then be employed as a beam monitor in weakly ionizing environments as previously mentioned.
Therefore, an advancement of the MCRS technique is presented in this work: magnetic trapping
of the free electrons—magnetic field enhanced MCRS. While in the past [9, 22–24] MCRS has
already been employed to study anomalous diffusion in plasma-afterglows confined by an external
magnetic field; in this work, the magnetic field is used to extend the life-time of an EUV induced
plasma.

Furthermore, the resolution of MCRS is limited by how accurate the resonant frequency of the
mode-structure inside the cavity can be measured [25]. This implies that, in order to employ
MCRS, a minimum amount of free electrons is required. Recent developments in the spectral
resolution [4, 26] are therefore promising to develop MCRS even further. Compared to previous
work [1, 14–18, 27], the improvements in accuracy include:

� measuring the reflected power of the microwave signal, instead of transmission

� averaging over more pulses, as the pulsed EUV induced plasma is highly reproducible

� employing a different in-house fitting algorithm that can accurately determine the resonant
frequency and thus electron density.
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These improvements enable the exploration of the physics in an EUV induced plasma which was
beyond detection limit until now. Two major improvements of the MCRS technique are explored
in this work; hence, the goal is:

To investigate magnetic �eld enhanced MCRS and to study an EUV induced plasma
with the improved detection limit of MCRS.

1.1 Outline

Chapter 2 explains the relevant physics regarding EUV induced argon plasmas. The physical
processes are elaborated upon during the creation and decay of the plasma as well as charged
particle transport under the influence of an external magnetic field.

Chapter 3 describes the theory regarding microwave cavity resonance spectroscopy and shows
that the external magnetic field will have no influence on the resonant behavior of the cav-
ity.

Chapter 4 elaborates upon the experimental set-up and methods. This includes the implemen-
tation of MCRS and procedure to determine the plasma-after-glow decay time.

Chapter 5 presents the results from magnetic field enhanced MCRS as well as the exploration
of a new physical mechanism which became measurable as the result of the improvements in
accuracy.

Chapter 6 discusses the general recommendations in the employment of magnetic field enhanced
MCRS.

Chapter 7 draws the conclusions from the conducted research presented in this work.

4



Chapter 2

EUV induced argon plasma dynamics

In this work, argon was used as background gas instead of hydrogen, which is used in EUV
lithography machines. This choice has three reasons: (1) the widely available literature on, and
well-developed models of, argon plasmas; (2) the larger number of electrons created in argon
[1], increasing the signal; and (3) the Neodymium magnet is incompatible with hydrogen. Now
that the choice of using argon as background gas is justified, the relevant plasma dynamics that
occur in this work will be discussed. Before these dynamics arise, the initial plasma is created
by a pulsed EUV light, which has sufficient energy to ionize the argon atoms. It is important
to note that this initial plasma is enclosed by a hollow metal cylindrical pillbox—referred to
as a cavity—which will later in this work be used to perform Microwave Cavity Resonance
Spectroscopy (MCRS). The initial EUV induced argon plasma has a radius that is many times
smaller than the cavity radius; hence, after photo-ionization, the plasma starts decaying due to
expansion towards the inner cavity wall. At low background gas pressures, the MCRS signal
can become difficult to measure due to the relatively fast plasma decay and the relatively slow
response time of the cavity. In this work, enhancing MCRS has been explored using a permanent
magnetic field.

A magnetic field affects the charged particle transport; hence, the plasma dynamics are affected.
Therefore, general theories on charged particle transport are reviewed, resulting in a magnitude
estimation of the effect of the applied static magnetic field. Through this estimation, it is
shown that the electrons that travel transverse to the magnetic �eld are well con�ned regardless
of the applied pressures, while ions traveling in the same direction are only con�ned to some
extent. According to these calculations, the plasma decay time is extended up to six order of
magnitude. However, the conductive cavity walls were omitted in these calculations and could
affect the plasma dynamics significantly. A short circuit effect could arise from the fact that
the plasma is enclosed by these highly conducting walls. An attempt will be made to estimate
the impact of the cavity walls, including this phenomenon. This results in classical ambipolar
diffusion decay which is similar to the regular decay rates without magnetic field. Nevertheless,
many deviations from both theories are common according to available literature [9, 23, 28–31].
Frequently [23, 24, 32], Bohm-type diffusion coefficients including a pre-factor are in agreement
with experiments. Depending on the electron temperature, the decay time could be increased
by at least two orders of magnitude. Later in the results and discussion chapter, Chapter 5,
only some of the presented theoretical frameworks are compared to measured plasma decay
rates. These frameworks are summarized in the results chapter in Table 5.1, which includes
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Table 2.1: Overview argon photo-ionization parameters [33].

Ion Threshold energy (eV) Electron energy (eV) Plasma contribution (%)
Ar+ 15.8 76.1 70
Ar+ 29.2 62.6 10
Ar2+ 43.4 0-48.5 20
Ar3+ 84.1 0-7.7 < 0:1

the following: ion acoustic speed, ambipolar di�usion, classical-collision di�usion, and Bohm
di�usion. Altogether, the introduction of a magnetic field could result in a significant increase
in the expansion time, which is mandatory for low pressure MCRS.

2.1 EUV induced argon plasma

In the extensive work carried out by van der Horst [1], it has been shown that EUV light induces
a plasma. In general, three different processes can occur if a photon is absorbed by a gas: photo-
dissociation, photo-excitation, and photo-ionization. Photo-dissociation can only occur if the gas
consists of molecules, which is not the case for pure argon. Photo-excitation can only occur if
the energy of the photon matches the specific electronic transition of the atom. According to
atomic spectra database [33], no transitions are present in the EUV range for argon; therefore,
photo-excitation is neglected in this work. In contrast to photo-excitation, photo-ionization can
occur if the energy of the photon is higher than the ionization threshold energy. For argon this
threshold energy is 15.8 eV [33]. The EUV light in lithography tools has a wavelength of 13.5
nm, which corresponds to a photon energy Ephoton = h� = 92 eV. As a result, these energetic
photons have sufficient energy to photo-ionize argon atoms.

Table 2.1 summarizes the threshold energies for argon photo-ionization. As can be seen, a single
photon with an energy of 92 eV can ionize an argon atom from a single electron up to three
electrons. These three processes are described by the following reaction equations:

h� + Ar �! e� + Ar+ (2.1a)

h� + Ar �! 2e� + Ar2+ (2.1b)

h� + Ar �! 3e� + Ar3+ (2.1c)

If the photon has more energy than the threshold energy, h� > Ethreshold, photo-ionization occurs.
The excess energy h� � Ethreshold is then divided over the ion and electron in terms of kinetic
energy. Because of momentum conservation, the sum of the momentum of the ion and electron
must equal the momentum of the photon. Due to a negligible photon momentum p = h�=c, the
absolute momentum of the ion and electron are approximately equal. The argon ion is 7:3� 104

times heavier than an electron; hence, almost all excess energy is transferred to the electron.
Therefore, the average ion energy remains approximately the same (room temperature), while
the electron gains approximately all excess energy. As can be seen from Table 2.1 (neglecting the
triple ionization contribution < 0:1%), three different electron energy populations are present.
Depending on the shell origin (3s or 3p) of the electron, single ionization results in two energy
populations. In the case of a multiple ionization process, the total kinetic energy is randomly
distributed among the multiple generated electrons; hence, the range of electron energies in Table
2.1 [1, 34]. Each ionization reaction has its own contribution to the plasma that can be calculated
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Figure 2.1: Sketch of an ideal cylindrical pillbox cavity that is partly �lled by a plasma and subjected
to a static magnetic �eld B. This plasma initially has the radius of the EUV beam, 2 mm.

through the ratio between the cross sections and the summed cross sections. This results in an
initial plasma that consists of about 80% of Ar+-ions and 20% of Ar2+-ions. Note that the
amount of Ar3+-ions is negligible (< 0:1%). Therefore, each absorbed photon creates on average
1.2 [1].

2.2 Plasma processes

This section provides an overview of the most relevant production and loss processes of electrons
after the EUV induced photo-ionization. In addition to the production of electrons by photo-
ionization, electrons can be produced by impact ionization. Based upon the ratio of electron
cross sections (at an energy of 76 eV); for every electron that collides, 47% of the collisions
lead to ionization, resulting in more electrons [1]. The collision reactions for this process are as
follows:

e� +Ar �! 2e� +Ar+ (2.2a)

e� +Ar �! 3e� +Ar2+ (2.2b)

Because of these collisions, the electrons lose energy and cool down rapidly. While the electrons
are cooling, their energy at some point in time drops below the ionization energy, resulting in a
cease of electron production. Nevertheless, the electrons keep cooling down due to momentum
transfer and electronic excitation. Whereas electronic excitation initially could not occur, this
process is possible now due to the fact that the electrons cooled down (having less energy) and
can now match the specific atomic energy level transitions of argon. Ultimately, the electrons
cool down to room temperature, i.e. the same temperature as the background gas.

In addition to electron production processes, electrons can also be lost at the walls, as a result
of recombination and escaping to ground (as the cavity is grounded). In this work, the plasma is
enclosed by a cylindrical pillbox cavity, seen Figure 2.1, which is used as measurement method
to determine the electric-field-squared-weighted average electron density and will be extensively
discussed in chapter 3. Initially, upon EUV induced plasma creation, the bulk of the electrons
have a high kinetic energy, 76 eV. While these highly energetic electrons escape the plasma from
the center of the cavity to its wall, the slow and heavy ions are left behind. This process results
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in a positively charged plasma with respect to the wall. The governing electric field, induced
by this potential difference, confines the remaining electrons in the plasma. As shown by van
der Horst [1] and his full derivation can be found in Appendix 2.B, the loss term due to these
fast electrons is small compared to the total electron density and is negligible. Furthermore, the
average time at which three body recombination occurs is about 260 s for low pressures. As a
result, the total number of electrons is assumed constant during the expansion phase [1].

Other basic plasma properties were also reported by various sources. For example, the ionization
degree for short time scales (when loss-processes are negligible) at 5 Pa is low, � 10�5 [1].
Furthermore, according to simulations by Astakhov [10] and experiments by Beckers et al. [18],
a good assumption for the electron temperature is ranging from 0.1–1 eV. However, the electrons
rapidly cool and, as a result, an electron room temperature seems a better assumption for long
time scales 100�350 �s in the plasma afterglow decay. Initially, the EUV radiation only partially
ionizes the argon gas in the cavity. As time continues the plasma expands; hence, the expansion
phase is discussed next.

2.2.1 Plasma expansion phase

Intially, the EUV pulse induces a plasma with a radius of the EUV beam, i.e. rplasma(t = 0) = 2
mm. The high energetic free electrons escape from the plasma and reach the inner cavity walls,
while the heavy and slow ions are left behind. Next, the resulting charge imbalance induces
a potential difference between the plasma and the wall, known as the sheath potential. This
potential difference confines left-over electrons and accelerates the ions in the direction of the
wall. Finally, the plasma starts to expand towards the cylindrical cavity wall [1]. While up to
now the plasma properties have been described, the plasma dynamics are discussed next, and
these differ from the studies completed by van der Horst [1] because of the the effect of a magnetic
field.

2.3 Classical-collision-di�usion theory

In the first instance, we examine the force that acts upon charged particles due to a magnetic
field. These charged particles could be confined by this force: parallel to a magnetic field the
motion of these particles is not affected, while perpendicular to the field they are subjected
to the Lorentz force. The magnitude of magnetic confinement was examined by studying the
bulk plasma transport and, as will be shown, the ratio of the collision and cyclotron frequencies
determines this magnitude of confinement. The following derivations are mainly based upon
Lieberman [35].

The mechanism behind confining charged particles by a magnetic field is the Lorentz force.
According to this theory, particles with charge q and velocity u in an electric field E and
magnetic field B are subjected to a force:

FL = q(E + u�B) (2.3)

The motion of charged particles is thus affected by a magnetic field. In case of a uniform magnetic
field in z direction B = Bẑ and assuming no electric field E = 0 (which means that the difference
in electron and ion temperature is neglected), the motion of charged particles perpendicular to the
field becomes circular—they gyrate with a specific radius and frequency. Equating the Lorentz
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force qu?B to the centripetal force mu2
?=r, where u? denotes the perpendicular velocity and m

the mass of the charged particle, the gyration radius rc can be derived

rc =
mu?
eB

(2.4)

If we set the perpendicular velocity to u? = !r, the so-called gyration frequency is found and
equals

!c =
eB
m

(2.5)

The gyration of ions and electrons results in so-called confinement, because their motion can
become limited across a magnetic field [35]. Based upon eq. (2.5), for a static magnetic field
of 57 mT—which is the measured magnitude of the magnetic field in the experimental setup
(Chapter 4)—the ion and electron gyration radii are !ci = 1:38�105 rad/s and !ce = 1:00�1010

rad/s, respectively. These values will later be used to estimate the magnitude of confinement by
the magnetic field. The bulk motion of ions and electrons along and across a magnetic field is
examined in the next subsections.

2.3.1 Di�usion along a magnetic �eld

The force equation forms the basis of describing the motion of the plasma species. This equation,
for a plasma containing only one neutral species, reads [35, 36]

mn
�
@u
@t

+ (u � r)u
�

= qn(E + u�B)�rp�mn�mu (2.6)

in which u denotes the mean particle velocity, n the particle density in m-3, and �m the momen-
tum transfer frequency. As will be shown in the next sections, this momentum transfer frequency
is an important parameter for the magnitude of magnetic confinement, because a large number
of collisions can retard confinement. Furthermore, the convective term, i.e. left hand side within
brackets of the latter equation, has two terms: (1) an acceleration term due to time varying u
is represented by @u=@t, and (2) an inertial term (u � r)u that represents acceleration due to
spatially varying u. The right hand side consists of several force density terms as well, counting
from left to right: the first term represents electric and magnetic force densities, the second
denotes pressure gradient force density, and the third is the time rate of momentum transfer per
unit volume due to collisions with other species. In general, for electrons and positively charged
ions, the most important momentum transfer is due to collisions with neutrals, i.e. background
gas.

Next, we investigate the motion of particles parallel to a magnetic field. We start with the
movement of charged particles in the ẑ direction, along the magnetic field B = Bẑ. Looking
back to eq. (2.6) and by using this constraint, one should observe that the motion of charged
particles along B are not affected by this field. Furthermore, we assume an isothermal plasma
such that rp = kbTrn. In addition, because �m is sufficiently large, the acceleration and inertial
terms are negligible, i.e. the left hand side of eq. (2.6). Supplementary proof can be found in
Appendix 2.A. Solving the force equation for the velocity results in,

uz =
q

m�m
Ez �

kbT
m�m

rn
n

= ��Ez �D
rn
n

(2.7)
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where + holds for ions, while the � is for electrons. From the previous equation, regular mobility
and diffusion coefficients are, thus, defined by

�i;e �
e

mi;e�m;i;e
(2.8)

and

Di;e �
kbTi;e

mi;e�m;i;e
(2.9)

where the i;e subscripts represent ions or electrons, respectively, and e denotes elementary charge.
In short, equations (2.8) and (2.9) represent the regular mobility diffusion coefficients for charged
particles in absence of a transverse magnetic field.

The initially fast electrons that leave the plasma region set up a charge imbalance, which is
possible because these electrons are lighter and, thus, tend to flow out faster. This imbalance
induces an electric field that then maintains a local flux balance between the electrons and ions
such that charge does not build up. Thus, if we make an additional assumption that both species
have the same flux, i.e. Γi;e = nui;e, ambipolar diffusion occurs. Equating these fluxes results
in

�inEz �Dirn = ��enEz �Dern (2.10)

Solving the previous equation for the electric field and inserting this field into the common ion
flux relation

Γ = �inEz �Dirn = �
�iDe + �eDi

�i + �e
rn (2.11)

yields the ambipolar diffusion coefficient

Da =
�iDe + �eDi

�i + �e
(2.12)

It is important to note that this result only holds in the absence of a magnetic field B = 0 or
along the magnetic field B.

2.3.2 Cross �eld di�usion

The cross field plasma expansion speed changes because of the gyration of the charged particles.
Therefore, the cross field mobility and diffusion coefficients will be derived including a static
magnetic field. To derive the diffusion coefficient across a magnetic field, only the perpendicular
component of the force equation (eq. 2.6) is required. In general, the pressure gradient can
be replaced by the density gradient term because of the adiabatic equation of state relation.
Applying the above assumptions, results in

0 = qn(E? + u? �Bẑ)� kbTrn�mn�mu? (2.13)

Splitting the previous equation in x̂ and ŷ direction, results in:

mn�mux = qnEx � kbT
@n
@x

+ qnuyB (2.14a)

and

mn�muy = qnEy � kbT
@n
@y
� qnuxB (2.14b)
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Using the definitions for the regular mobility and diffusion coefficients in combination with the
cyclotron frequency, eqs. (2.14a) and (2.14b) can be rewritten as:

ux = ��Ex �
D
n
@n
@x

+
!c
�m

uy (2.15a)

and

uy = ��Ey �
D
n
@n
@y

+
!c
�m

ux (2.15b)

in which the + and - signs hold for ions and electrons, respectively. The above equations (2.15a-
2.15b) can be solved by substitution and solving for one velocity variable, i.e. ux or uy. The
resulting solutions can be expressed as:

�
1 + !2

c�
2
m
�
ux = ��Ex �

D
n
@n
@x

+ !2
c�

2
m
Ey
B
� !2

c�
2
m
kbT
qBn

@n
@y

(2.16a)

and
�
1 + !2

c�
2
m
�
uy = ��Ey �

D
n
@n
@y

+ !2
c�

2
m
Ex
B

+ !2
c�

2
m
kbT
qBn

@n
@x

(2.16b)

where �m � 1=�m identifies the collision time. This equation can be simplified using the following
definitions for the cross field (or perpendicular) mobility and diffusion coefficients:

�? =
�

1 + (!c�m)2 (2.17)

D? =
D

1 + (!c�m)2 (2.18)

As can be seen, the regular coefficients � and D change depending on the cyclotron frequency
and collision time. Further convenient definitions are the E �B drift and the diamagnetic drift
velocities, which are perpendicular to the field and gradients. These are defined by

ueb =
E �B
B2 =

(
ueb;x = Ey=B
ueb;y = Ex=B

(2.19)

udia = �
kbT
qB2
rn�B

n
=

(
udia;x = � kbT

qBn
@n
@y

udia;y = kbT
qBn

@n
@x

(2.20)

Substitution of eqs. (2.17-2.20) into the combination of eqs. (2.16a) and (2.16b) results in an
expression for the perpendicular mean particle velocity

u? = ��?E? �D?
rn
n

+
ueb + udia

1 + (!c�m)�2 (2.21)

The introduction of polar-coordinates is convenient and is used later in this chapter: r lies in the
xy plane and � is the angle between the positive x-axis and the r vector. The previous stated
expression is composed of two parts. First, the drifts ueb and udia perpendicular to the magnetic
field and density gradient (in �̂ direction) are slowed down by collisions with neutrals. Second, the
perpendicular mobility flux �?E? and diffusion flux D?rn=n (both in r̂ direction) are reduced
by a factor (1 + !2

c�2
m), which is directly originating from �? and D? due to the presence of the

static magnetic field. In short, the average velocity of charged particles moving transverse to the
magnetic field is reduced depending on the magnitude of the magnetic field.
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Again, assuming equal but cross field electron and ion fluxes, the cross field ambipolar diffusion
coefficient can be found. Equating these fluxes physically means that the plasma can only be
lost across the magnetic field. The cross field ambipolar diffusion coefficient is then

D?;a =
�?;iD?;e + �?;eD?;i

�?;i + �?;e
(2.22)

where the reduced cross field mobility and diffusion coefficients are found by eq. (2.17) and
(2.18) [35]. Altogether, the magnetic field strength theoretically affects diffusion processes. For
!c�m � 1, the magnetic field has a limited effect on the cross-field fluxes. Whereas, for !c�m � 1,
the magnetic field significantly retards diffusion processes.

2.4 Magnitude of con�nement

Next, we will check which of the species’ diffusion coefficients are significantly affected by the
magnetic field. To calculate the impact on each species (for !c�m � 1, a large impact is
expected), the gyration frequencies need to be calculated, which was done in Section 2.3. It is
also important to note that the total momentum of a species is conserved if two particles from
the same species collide. This means that only the collisions between different species need to be
analyzed. Because the plasma is weakly ionized, only ion-neutral and electron-neutral collisions
are considered to facilitate the exchange of momentum between particles. First, the ions will be
investigated and, subsequently, the electrons.

In general, it is difficult to find the correct value for �m and, thus, challenging to determine by
which factor the mobility and diffusion fluxes are reduced. However, by making assumptions
(see below), the collision time (or mean free time) can be calculated with �m = �mfp=u, where
�mfp represents the mean free path and u the velocity. To calculate the ion mean free time,

thermal velocity of the ions is assumed: uth;i =
p
kbTi=(mi). This assumption should hold due

to momentum conservation: the electrons carry most kinetic energy. Therefore, the ions are
approximately at room temperature, which is the same as the temperature of the background
gas. Combining these equations with the definition of mean free path results in [35]

�m;i =
�mfp;i

uth;i
=

1

ngas�ig

r
mi

kbTgas
(2.23)

where �mfp;i = 1=(ngas�ig) has been used and �ig denotes the ion-neutral cross section for
momentum exchange and is 8�10�19 m2 [35]. The argon gas density is calculated through ngas =
1:784 � p=(mipatm), where patm is atmospheric pressure, making this equation only dependent on
the pressure.

The electron mean free time requires a correction term. Similarly to van der Schans [26], the
uncorrected electron mean free time is calculated by

�m;e =
1

�eg(�)ngas

r
me

2�
(2.24)

where �eg is the electron-neutral (argon) cross-section and is dependent on the energy � of the
electron. The cross section data to calculate �m;e is obtained from Lieberman [35]. However, a
correction to �m;e is required, because the used permittivity equation (see eq. (3.8) in chapter 3)
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is valid for a Lorentz gas and not for a plasma. The effective electron mean free time—including
correction—can be calculated by [26, 37]

�e�m;e =

R1
0 �3=2 1

�2
m;e(�)+!2

df
d�d�

R1
0 �3=2 �m;e(�)

�2
m;e(�)+!2

df
d�d�

(2.25)

where ! represents the applied resonant frequency in the cavity (see chapter 3) and is assumed to
be fixed at 3.5 GHz, and f(�) the electron energy distribution function (EEDF). In this work, a
Maxwellian distribution, which is dependent on the electron temperature Te, is assumed. Analo-
gous to eq. (2.23), the effective electron mean free time is also dependent on the pressure. On the
other hand, this mean free time is also dependent on the electron temperature through the EEDF.
Hence, an electron temperature needs to be assumed in order to calculate the effective mean free
time of the electrons. As discussed in Section 2.2, the electron temperature ranges from 0.1–1
eV. The highest electron temperature (1 eV) is assumed to calculate the effective mean free time,
because this assumption will represent a worst case scenario for magnetic confinement.

Figure 2.2 shows an overview of the impact of the magnetic field for ions and electrons through
the calculation of !c�m. For a large value of this ratio !c�m � 1, the magnetic field significantly
affects the transport of the species. As can be seen, room temperature (26 meV) ions are well
con�ned for low pressures, while they are not con�ned for high pressures. To compare the effect
of this result, the electrons were investigated next. As can be seen from Figure 2.2, the electrons
are well con�ned for all pressures. As found by van der Horst [1] (in absence of a magnetic field),
the highly energetic electrons rapidly cool—in the order of 200–500 ns after the creation of the
plasma. If a magnetic field is present and depending on its strength, the electrons might cool
faster as a result of the decrease in mean free path to the gyroradius, as elaborated later in this
section. Hence, a more realistic bulk electron temperature could be lower than 1 eV after a short
period of time. Reducing the electron temperature, for a constant cross section, results in better
confinement. Comparing the ion confinement with the electron confinement in Figure 2.2, it can
be concluded that the electrons are confined almost two orders of magnitude better than ions.

After these calculations, we have to verify whether the plasma is considered magnetized. By
definition, a plasma is magnetized if the magnetic field is sufficiently strong to significantly
influence the motion of the charged particles. In general, the required criterion is that these
charged particles on average are subjected to at least one gyration before colliding, thus !c�m �
1. While for the electrons this holds for any pressure, the ion motion is only somewhat affected by
the magnetic field. This magnitude depends on the background gas pressure. Therefore, based
on the criterion, only the electrons in the plasma are considered to be completely magnetized for
the entire range of applied pressures, which is also known as a magnetized electron fluid.

The magnetic field, almost independent of pressure, affects the cross field electron transport
significantly, and this has some implications. In this case, we can approximate the denominator,
dropping the 1 in eq. (2.18): D=(1 + !2

c�2
m) � D=(!2

c�2
m). This results in a simplified cross field

electron diffusion coefficient:

D?;e =
kbTe

me�e�m;e

1

!2
ce�2

e�m;e
=
kbTe�e�m;e

me!2
ce

(2.26)

in which the regular diffusion (without magnetic field) is substituted. If we compare the latter
cross field diffusion coefficient to the one without magnetic field or along B, the position of the
collision frequency is reversed: D?;e _ �e�m;e while D = Dk _ 1=�e�m;e. In turn �e�m;e _ 1=

p
m
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Figure 2.2: Theoretical estimation of the cyclotron frequency times mean fee time versus pressure for
ions at room temperature T̂i = 26 meV and electrons at T̂e = 1 eV for a static magnetic �eld strength
of 57 mT. The cross section for momentum transfer of electrons is obtained from Lieberman et al. [35].
For !c�m � 1, a large e�ect is expected of the magnetic �eld on the cross �eld particle transport.

and, therefore, at fixed energy and cross section, the cross field and parallel diffusion scale as
D?;e _

p
m and Dk _ 1=

p
m. This is understood by the fact that the electron movement is

unaffected along a magnetic field and their movement is strongly inhibited perpendicular to the
field: the electrons that have a velocity perpendicular, gyrate with a gyration radius rce about
a guiding center. If these electrons collide, on average, they move their center of gyration by
rce. This is a diffusive process due to its randomness; therefore, the mean free path becomes the
gyration radius �mfp;e � rce [35]. The motion of electrons could be viewed as particles moving
mainly in ẑ direction in narrow isolated tubes. These tubes have on average a radius that equals
the average gyration radius. Because of the low ion density, moving from one isolated tube to
another is generally only possible through collisions with neutrals.

In addition to eq. (2.26), the cross field ambipolar diffusion coefficient is affected as well, see eq.
(2.22). Because the magnetic field is sufficiently strong such that �?;i � �?;e, independent of
pressure, the ambipolar diffusion coefficient can be simplified as follows [35]:

D?;a � D?;e
�

1 +
Ti
Te

�
(2.27)

In short, the reduced electron diffusion coefficient dominates the total cross field plasma diffusion
process. The translation from diffusion to decay time of the plasma is discussed next.

2.5 Plasma afterglow decay time

A plasma afterglow is the decay of the plasma after the ionization source—in this case EUV
radiation—has been removed. This plasma afterglow decay time is the 1=e decay time constant,
which will be used to compare the influence of an external magnetic field, as the decay time
is expected to increase with the use of a magnetic field. The decay of the plasma without a
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magnetic field is dependent on the pressure and has been studied by van der Horst [1]. Here an
attempt has been made to calculate this decay rate with a magnetic field as well. For now, the
effect of the cavity walls are omitted due to the complex related processes, such as the Simon
short circuit effect [38]. Including the highly conductive cavity walls is elaborated upon in the
next section. Even though excluding the walls is formally incorrect, this calculation could provide
a representation of the decreased decay rate. In order to calculate the plasma decay rates, or
the plasma-afterglow-decay times, an effective diffusion length is required. This diffusion length
is dependent on the geometry and in the case of a finite cylindrical geometry is

Λ =
1

q
1

�2
?

+ 1
�2

k

=
1

q� 2:405
rcavity

�2
+
� �
L

�2 (2.28)

The factor 2.405 results from the first zero of the zeroth order Bessel function of the first kind.
For the used cavity dimensions, rcavity = 33 mm and L = 16 mm, results in Λ = 4:8 mm.
However, as a result of the holes in the cavity end-plates (to let the EUV beam pass through),
this value is an underestimation. Based upon simulations performed by van der Horst [1], an
effective diffusion length of Λ = 5 mm is assumed in this work.

The theoretical framework that can describe the decay time without magnetic field depends on
the pressure of the background gas; whether the mean free path of the slowest species is larger
or smaller than the initial radius of the plasma rplasma(t = 0). In absence of a magnetic field, the
ions are the slowest species and dominate the plasma decay. Again for ions, it is safe to assume a
Maxwellian velocity distribution, resulting in a mean free path that is a function of the pressure.
A critical pressure can be found for which the ion mean free path exceeds rplasma(t = 0) = 2
mm. This critical pressure is found to equal pcritical = 2:4 Pa.

Ion acoustic speed. If the mean free path is larger than the initial plasma radius, the ion
acoustic speed holds as expansion speed. This ion acoustic speed only depends on the electron
temperature; therefore, for a constant temperature, the 1=e decay time for the ions below the
critical pressure is constant as well. The ion acoustic speed decay time �acoustic is given by

�acoustic =
Λ

uacoustic
= Λ

r
mi

kbTe
(2.29)

Ambipolar di�usion. For pressures larger than the critical value, p > pcritical = 2:4 Pa, the
ambipolar plasma decay time can be calculated as follows [1, 39]:

�amb =
Λ2

Da
(2.30)

where Da denotes the ambipolar diffusion coefficient, eq. (2.12).

Classical-collision di�usion. If an external magnetic field is applied, as we have seen in
Section 2.3 and 2.4, ambipolar diffusion no longer holds. Similar to eq. (2.30), instead of the
ambipolar diffusion coefficient Da, the classical-collision-diffusion coefficient D?;a, eq. (2.26) and
(2.27), is used:

�magnet,amb =
Λ2

D?;a
(2.31)

Using the previous three equations, the plasma decay times can be calculated for our range of
applied argon background pressures (0.002–5 Pa). Figure 2.3 shows theoretical estimates for the

15



Rik Limpens EUV induced argon plasma dynamics

10-3 10-2 10-1 100 101

Pressure (Pa)

10-6

10-4

10-2

100

 (
s)

Acoustic 1eV
Ambipolar 26meV
Classical-collision diffusion 26meV
Bohm 26meV

Figure 2.3: Theoretical estimates for the 1=e plasma afterglow decay time as function of argon back-
ground pressure. In absence of a magnetic �eld and for p < pcritical = 2:4 Pa, the expansion speed is
represented by the acoustic ion velocity, resulting in a constant decay time. In this case, an electron
temperature of 1 eV was assumed, because this value is approximately measured by van der Horst [1]
in this regime. In the other cases, the electrons and ions are likely in thermal equilibrium; hence, room
temperature (26 meV) electrons were assumed for the next cases. For p > pcritical, the decay time
depends on the ambipolar di�usion coe�cient. Applying a 57 mT magnetic �eld results in that the
plasma decay time is dominated by the cross-�eld electron di�usion coe�cient. As pressure decreases,
the charged particles are more con�ned, resulting in an increase in di�usion time. Finally, Bohm-type
di�usion has been plotted as well.

plasma afterglow decay time for the mentioned models as function of pressure. As can be seen,
four theoretical lines are present of which one is Bohm diffusion and is elaborated upon later.
First, the two lines representing the theories in absence of a magnetic field are discussed: for
pressures below the critical pressure p < pcritical, the plasma decays according to the ion acoustic
speed, see eq. (2.29), resulting in a constant plasma decay time. For pressures exceeding the
critical pressure p > pcritical, ambipolar diffusion holds, see eq. (2.30), appearing as a positive
straight line in the logarithmic scale plot. The positive slope can be explained by collisions: as
pressure increases, more collisions occur, resulting in a slower plasma decay. If a magnetic field
is present, the plasma decay rate is dominated by the cross-field electron diffusion coefficient
D?;e, see eqs. (2.26) and (2.27). As can been seen in Figure 2.3, while in absence of a magnetic
field the plasma decay time increases with pressure, this time decreases if a magnetic field is
present. This can be explained by the fact that for lower pressures, the electrons are better
confined, see section 2.4 and Figure 2.2. As electrons are better confined, the cross field diffusion
decreases, resulting in a longer plasma decay time. However, as pressure increases, ambipolar
diffusion again becomes dominant. Nevertheless, in our applied pressure regime, the magnetic
field significantly affects the plasma afterglow decay time.

Although these first approximation calculations yield a promising result, some factors and effects
were omitted in the process. For example, before the plasma expands, a contraction phase occurs,
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as found by van der Horst [1]. Delay of the expansion phase, which depends on pressure and
ranges from 500-200 ns (decreasing with pressure), is not included in the calculation for the decay
time. Another example is the exclusion of the cavity walls. Including these walls will result in a
shorter decay time and is investigated next.

2.6 Inuence cylindrical cavity walls

The diffusion decay time of a weakly ionized plasma afterglow enclosed by a chamber with
conducting walls will be derived in this section and is based upon Golant [9]. Diffusion afterglow
plasmas enclosed by conducting walls result in (compared to classical-collision diffusion theory)
enhanced cross-field diffusion. The wall potentials are equalized due to the highly conducting
walls. This means that the electric field distribution in the volume is changed and the ambipolar
diffusion mechanism no longer operates. This is the so-called Simon short circuit effect [38]. This
effect will later in this derivation be applied by means of boundary conditions. However, first,
the Simon short-circuit effect is discussed.

2.6.1 Simon’s short-circuit e�ect

As elaborated in the previous sections, while the electron motion across the magnetic field is
heavily affected into circular trajectories, the motion along the field is not affected. This reduced
cross-field electron transport could then give rise to the ‘short-circuit’ effect, first described by
Simon [38]. While a more extensive description can be found in, for example, Chen et al. [40],
this effect is briefly described next.

Charge separation might occur within the plasma due to the different cross-field mobilities be-
tween ions and electrons �?;i � �?;e. This separation would then result in a radial dependence
r̂ of the sheath potential Φ(r), see Figure 2.4a. Subsequently, an electric field establishes within
the plasma. This electric field has a greater effect parallel to the magnetic field lines, because
the electron mobility and, thus, also conductivity perpendicular to the field are greatly reduced.
Quasi-neutrality is then maintained by the adjustment of the sheath potentials; as a result,
the electron fluxes towards the wall adapt, see Figure 2.4b. As can be seen, for the negatively
charged tube 1, the electron flux towards the wall increases, while for the positively charged tube
2, the electron flux decreases. The combined effect of the increased electron flux towards the wall
from tube 1, the presence of the conducting end-plates, and the decreased electron flux towards
the wall from tube 2 is equivalent to an electron short circuit. This effect occurs at timescales
below a few nanoseconds [40]. Therefore, the conducting walls in combination with the reduced
cross-field electron transport—which is due to the sufficient strong magnetic field—could result
in the Simon short circuit effect. As a result, the decay rate of the plasma could be significantly
affected. Although this effect has been measured by Drentje et. al [41], measuring these affected
electron currents have been excluded in this work. Nevertheless, as found by Schnächter et al.
[42, 43], coating inner conducting walls with a dielectric material obviates the Simon short circuit
effect and, thus, increases confinement of the electrons. Coating the inner cavity walls with a
dielectric material should be investigated in future work. In the presented work, the cavity walls
are highly conductive and the derivation of the plasma afterglow decay time including these walls
is done in the next subsection.
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(a) Schematic sketch of an expandeding plasma en-
closed by an ideal pillbox cavity. Sheath potential
and size di�ers along radial direction r̂. The mag-
netic �eld lines are omitted to increase readability.
A more detailed illustration of the cavity top lid
can be found in (b).

Expansion

wall
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enhanced 
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r

z
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(b) Detailed illustration of the Simon short circuit
e�ect. The su�cient strong magnetic �eld estab-
lishes the reduced electron transport in radial direc-
tion r̂. As a result, while the electrons remain in
tube 1, the ions can di�use to tube 2 (see ion ux
arrow). To maintain quasi-neutrality the sheaths
adapt according to the potential; hence, the electron
uxes towards the wall in tube 1 and 2 di�er. For the
negatively charged tube 1, the electron ux towards
the wall increases, while for the positively charged
tube 2, the electron ux decreases. Thus, space-
charge neutralization is maintained by a slight mod-
i�cation of the electron currents towards the wall in
direction of the magnetic �eld lines [38, 40].

Figure 2.4: Illustrations that show the Simon short circuit e�ect for an expanding plasma.

2.6.2 Decay time of a fully expanded plasma afterglow

In the case that the plasma has fully expanded and is enclosed by a conducting cylinder (alu-
minum cavity), the fluxes Γ perpendicular and parallel to B are coupled. Ambipolarity then
only requires the total integrated electron fluxes (over the wall surfaces) to equal the Z (charge)
times the total integrated ion fluxes. Because of the conducting walls, excess particle flux to a
single wall point, for example to the top end-plate of the cavity, is then compensated by electrical
currents flowing through these walls [35, 41]. Instead of a rectangular metal box as in Lieberman
et al. [35], here an extension to a cylindrical pillbox geometry in polar coordinates has been
made.

Now to find the plasma decay time, including the highly conductive walls, the continuity equation
is required

@n
@t

= �r � � = �r � (nu) (2.32)

in which the production and loss terms are neglected. The @n=@t term represents the change
in number of particles in an infinitely small volume per time interval, and the r � (nu) term
represents the change of particles flowing in or out of the infinite small volume. In cylindrical
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coordinates this equation becomes
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where ur = u?, uz = uk is used. Based on symmetry the second term within the brackets is
eliminated. Substitution of the perpendicular velocity, eq. (2.21), and omitting the drift terms
in this equation results in
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In order to solve these equations, an additional assumption needs to be made, which is that
the components of the electric field are proportial to the components in the density gradient
[9]:
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where � is a shared coefficient between the two assumptions. Plugging these assumptions into
eq. (2.34) and using the Einstein relation, D� = ��kbT�, results in
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In order to solve these equations, an electron density distribution needs to be assumed. As in
Golant [9], the (fully expanded) plasma distribution is assumed to be

n(r; z; t) = n0J0(Λ?r) sin(Λkz) exp(t=�walls) (2.37)

where n0 denotes the initial density, and �walls the 1=e decay time including the cavity walls.
Substitution of the density distribution eq. (2.37) into eq. (2.36) and solving for �walls yields

�walls =
�i + Te

Ti �e
1 + Te

Ti

(2.38)

where �i and �e represent the individual decay times for diffusion of ions and electrons, respec-
tively. These ion and electron decay times are given by
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Thus, eq. (2.39) represents the diffusion of electrons and ions and consists of longitudinal and
transverse diffusion terms. Based upon these equations one could note that the decay time of each
charged particle is determined by the faster diffusive process, taking into account the individual
effective diffusion lengths. In turn, the afterglow decay time is determined by the faster quantity
of �� when the ion and electron temperatures are equal, Ti = Te.

In the case that rcavity = 33 mm and L = 16 mm and for Te = Ti = 26 meV (room temperature)
with B = 57 mT, one obtains for the electrons in our range of pressures that De=Λ2

k � D?;e=Λ2
?.

This means that the electrons will diffuse mainly in the longitudinal direction. Similar to the
electrons, for the ions Di=Λ2

k � D?;i=Λ2
? holds as well. This also means that most ions will

diffuse longitudinally. The currents produced due to longitudinal diffusion are short circuited as
the result of of the geometry and highly conducting walls. Therefore, the cross-field diffusion for
our cavity is mainly dependent on the slowest species that moves along the field lines, i.e. the
ions because Di � De. Considering this assumption, the plasma afterglow decay time including
walls �walls is then dominated by �i, which is in turn dominated by Di. This means that due
the highly conductive walls, �walls � �i=2 � �amb. Hence, according to this derivation, the fully
expanded plasma afterglow decays similar to ambipolar diffusion.

While this theoritical model from Golant [9], eq. (2.38), is one of the most complete models due to
the incorporation of the highly conductive walls, many authors have found that this expression is
a lower limit for the plasma decay time, i.e. the fastest plasma decay time. Correct values for �walls
can be found if one experimentally determines an (higher) effective collision frequency [9]. This
effective collision frequency then contains information on the enhanced transport difference from
theory. Determining these values can be done by insulating the plasma afterglow by dielectric
walls (same chamber dimensions). Performing experiments on the decay time, the effective
collision frequency can be deduced from the diffusion terms, as D?;a / �m;e and Da � 2Di /
1=�m;i. The insulated plasma decay time is [9]
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where D?;a represents the perpendicular cross-field ambipolar diffusion, and Da longitudinal
(regular) ambipolar diffusion, as introduced in Section 2.3. However, experimentally determining
the effective collision frequency of the electrons and ions is not always possible. Instead of the
above introduced model on the afterglow decay time, another model is used in literature to match
the measured data: Bohm diffusion.

2.7 Bohm-type Di�usion

In classical-collision-diffusion theory, we find the reduced ambipolar diffusion expression from
Section 2.4. This theory has been extensively investigated by [38, 44–47]; however, they showed
that this classical-collision-diffusion theory only holds under restricted conditions. Repeatedly
in literature [9, 23, 28–31], the movement of charged particles perpendicular to the magnetic
field was higher than anticipated. This enhanced cross-field transport—most of the time referred
to as anomalous diffusion—has so far been associated with instabilities of the plasma. For
example, Bohm et al. [28] proposed that plasma oscillations produce transverse electric fields.
These electric fields then can cause the charged particles to drift along the electric field, i.e.
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transverse to the magnetic field. If this drift motion effect is dominant over the collisional
transport, enhanced diffusion occurs. This enhanced diffusion means that, according to Bohm
et al. [28], that the diffusion coefficient is of Bohm-type and should be inversely proportional to
the magnetic field magnitude

DBohm =
1

16

kbTe
eB

(2.41)

It is important to note that, for Bohm diffusion, the diffusion rate is independent of the pressure.
Thus, Bohm-type diffusion is a constant for the applied pressures. The decay time of the plasma
calculation is similar to before:

�Bohm =
Λ2

DBohm
= Λ2 16eB

kbTe
(2.42)

As can be seen, the Bohm decay time �Bohm is inversely proportional to the electron temperature.
According to Brenning [32], pre-factors ranging from 1–10 are common for Bohm diffusion types.
Figure 2.3 shows the Bohm decay time for room temperature (26 meV) electrons. As can be seen,
for low pressures the difference between Bohm diffusion, �Bohm, and classical-collision-diffusion
theory, �magnet,amb, becomes up to 3–4 orders of magnitude. Predicting which theory is valid
remains difficult.

2.8 Conclusion

This chapter has provided a summary of the relevant plasma dynamics that occur in this work.
From the creation of the plasma by EUV light up to its decay have been discussed. The motion
of electrons play an important role in MCRS: because of the rapid plasma decay at low pressures
and the relatively slow cavity response time, the MCRS signal can become difficult to measure.
However, as has been shown in this chapter, the plasma can be confined by introducing a suffi-
ciently strong static magnetic field. Multiple theories that could describe the plasma afterglow
decay time have been introduced.

According to the classical-collision-diffusion theory, the electrons are well confined for the ap-
plied pressures, while the ions are confined for low pressures only. As a result, the plasma decay
is dominated by the reduced cross-field electron diffusion coefficient. An important result from
these calculations is that—for decreasing pressures—the plasma is increasingly well confined. The
conductive walls were omitted in these calculations. Including the cavity walls likely leads to the
Simon short-circuit effect, which short circuits the electrons through the cavity end-plates. As
shown in this chapter, this could lead to enhanced diffusion up to ambipolar diffusion. According
to discussed literature, many deviations from the just mentioned models were measured. Gen-
erally, an anomalous diffusion coefficient, i.e. Bohm diffusion coefficient including a pre-factor,
is used to describe the plasma decay times. Predicting which model will be valid is difficult.
Nevertheless, the magnetic field is likely to increase the plasma afterglow decay time.
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Appendix

2.A Force equation

In this section, proof is given for neglecting the left hand side of eq. (2.6). The acceleration term
can be neglected because

mn@u
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qnu�B
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mni!u?
qnu?B

�
!
!c

(2.43)

where ! is the acceleration oscillation angular frequency. As a result of the sufficiently strong
magnetic field, the last term in the latter equation vanishes ! � !c. Furthermore, the convection
term (u � r)u can be omitted as well. We assume E = 0 or only in radial direction, for instance
as a result of ambipolarity. Because of the low power input, the microwave oscillating electric
field is neglected as well. If then r points only in r̂ direction due to symmetry and uD, see eq.
(2.20), only in �̂ direction, the convection term is zero.

2.B Loss of initial electrons

Here, the loss of the initial highly energetic electrons is reviewed. This section closely follows
the extensive derivation of van der Horst [1] and the dynamics due a static magnetic field, e.g.
E�B drift, are omitted. In order to estimate the loss of electrons, the charge density to confine
the plasma needs to be estimated. This estimation can be made by simplifying the cavity to an
infinite length cylindrical geometry, which in turn is a close resemblance of a coaxial cable. The
core of the coax is then the positive ion column, and the shield of the coax is the cavity wall.
Using the Gauss’s law, the electric field in this coaxial cable can be calculated

I

A
E � da =

Qencl
"0

(2.44)

in which Qencl denotes the charge enclosed by surface A. The latter equation can be solved for
the electric field, resulting in

E =
�q

2�"0r
r̂ (2.45)

where �q represents the charge density per unit length. The total potential difference ∆V between
the core coax (ions) and shield (cavity wall) can be found by integrating over r,

∆V = �
Z rplasma

rcavity

E � dr =
�q

2�"0
ln
rcavity

rplasma
(2.46)

with rplasma the core radius and rcavity the shield radius. In case of the argon plasma, the charge
density per unit length becomes �q = Zeni�r2

plasma, where Z is the ion charge and ni the ion
density. Substitution in the latter equation results in

∆V =
Zenir2

plasma

2"0
ln
rcavity

rplasma
(2.47)

With the latter equation, the potential difference to confine the plasma can be calculated based
on the ion density.
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Several assumptions need to be made to calculate the loss term of the initial highly energetic
electrons. First, the plasma is assumed to be quasi-neutral in order to relate the electrons
to the ions. Second, the initial plasma radius is assumed to equal the EUV beam radius, i.e.
rplasma = 2 mm. Third, as shown in section 2.1, the average ion charge is 1:2. Finally, a potential
difference of ∆V = 76 eV is required to confine the electrons. Using eq. (2.47), an ion density of
ni = 6� 1014 m-3 is required to achieve the required potential difference. To compare this value
to the measured electron densities from van der Horst [1], which are of the order ne � 1014�1015

m-3, the ion density needs to be converted to a square-electric-field weighted average ion density
ni. Using the TM010 electric field equations, see section 3.1, this results in ni = 6 � 1012 m-3.
Because the average ion charge is 1.2, the square-electric-field weighted average electron density
is then ne = 8 � 1012 m-3. Comparing the latter value to the measured value, the loss of the
energetic electrons is small and, thus, negligible.
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Chapter 3

Magnetic �eld enhanced microwave cavity
resonance spectroscopy

This chapter presents the theory regarding microwave cavity resonance spectroscopy. In a cav-
ity, electromagnetic standing waves are excited at specific resonance frequencies. In this work,
transverse magnetic (TM) modes were used such that the z component of the electric field is
non-zero. This oscillating electric field results in an oscillating force that mainly acts on the
electrons (due to their low mass) in the EUV induced plasma. Therefore, these electrons affect
the permittivity of the medium in the cavity, resulting in a shift of the resonant frequency. This
shift can be measured, from which an electric-field-squared-weighted average electron density
can be calculated.

The ratio of the energy stored in the electromagnetic fields and the power lost to the cavity—for
example due to the finite conductivity of the cavity walls—is called the quality factor. A high
quality factor results in a high accuracy in the determined resonant frequency but also results
in a slow response time of the cavity. Hence, due to the highly transient electron dynamics,
the plasma could decay at low pressures before the resonant frequency shift can be measured.
Magnetic confinement of the plasma, and thus electrons, might provide a solution. As will be
shown, the permittivity of the plasma is theoretically not affected by a static magnetic field,
resulting in no shift in resonant frequency due to the use of the magnetic field.

3.1 Resonant cavity

In Microwave Cavity Resonance Spectroscopy (MCRS) an electromagnetic standing (micro) wave
is excited inside a cavity. In this work, the cavity has a metal cylindrical pillbox geometry
in which these microwaves (MW) are trapped. These MW can only exist in the cavity at
specific frequencies f0, the so-called resonant frequencies. These specific frequencies, where each
frequency respresents a specific resonant mode, are defined by the geometry of the cavity and
the permittivity " = "0"r of the medium inside the cavity [1]. Figure 3.1 shows a schematic
illustration of a cavity filled with a medium. For a cylindrical cavity with length L and radius
rcavity filled with a lossless dielectric medium with permittivity " and permeability �, equations
can be derived for the resonant frequency, f0. In this derivation, the walls are assumed to have
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Figure 3.1: Schematic of a cavity with radius rcavity and height L �lled with a medium with permittivity
".

an infinite conductivity; hence, no EM fields can exist inside these walls. This derivation closely
resembles the one given by van der Horst [1], which is based upon Jackson [48] and van de
Wetering [49]. Using the above mentioned assumptions in combination with the constraint of
continuity for the EM fields forms the following set of boundary conditions:

n̂�E = 0 (3.1a)

n̂ �H = 0 (3.1b)

where n̂ is the normal vector to the cavity wall. As a result of these boundary conditions,
multiple solutions are allowed for the EM waves inside the cavity. For two specific solutions,
the EM fields always have either an Ez or Bz component of the field that equals zero. If the
electric field z-component is zero, this mode is known as transverse electric (TE); while if the
magnetic field z-component is zero, it is called transverse magnetic (TM). In general, infinite but
quantified amount of TE and TM modes exist and these different modes are characterized by
the following three integers: m, n, and p, which are related to the number of nodes in the �̂, r̂,
and ẑ direction, respectively. Generally, these integers are restricted: m; p > 0 and n > 1. The
modes are then written as TEmnp and TMmnp. Similiar as in the previous work done by Beckers
et al. [4] and van der Horst [1], only one TM mode was used for mapping the electron dynamics
because this mode has a non-zero electric field value in the ẑ direction. Therefore, only the TM
mode structure of an ideal cylindrical pillbox cavity is considered in this chapter.

Using the previously mentioned boundary conditions, eq. (3.1a) and (3.1b), in Maxwell’s equa-
tions for sinusoidally varying signals results in the following generalized equations for the TM
electric and magnetic fields:

Er = �E0
kz
kr
J 0m(krr) cos(m�) sin(kzz)

E� = mE0
kz
kr
Jm(krr)
krr

sin(m�) sin(kzz)

Ez = E0Jm(krr) cos(m�) cos(kzz)

Br = imB0
Jm(krr)
krr

sin(m�) cos(kzz)

B� = iB0J 0m(krr) cos(m�) cos(kzz)
Bz = 0

(3.2)
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where the following abbreviations were made:

kr =
xmn
rcavity

kz =
p�
L

B0 =
"�!0E0

kr
(3.3)

and the resonance of these TM modes is [50]

!0 =

s
k2
r + k2

z
"�

=
1
p"�

s�
xmn
rcavity

�2

+

�
p�
L

�2

(3.4)

In this set of equations E0 denotes the amplitude of the wave in Vm-1, and !0 = 2�f0. Further-
more, Jm(�) is the Bessel function of the first kind, and xmn the n-th zero of the m-th Bessel
function. The values for the zeros of Bessel functions are available in literature, such as in Balanis
[51]. The EM field components must be multiplied by the time factor exp(i!0t) to obtain the
full expression of the wave equations. In this work, only the TM010 mode was used to measure
the electron density. The fields of this mode are

E(r; �; z; t) = E0J0
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2:405r
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ei!tẑ
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(3.5)

where x01 = 2:405. The previous equations show that only a z component field is present for the
electric field, and � component for the magnetic field.

Simulation software (COMSOL) has been used to simulate and verify the electric field. These
simulations can be found in Appendix 3.A. The EM fields and resonant frequency of a lossless
cavity have been described; however, in practice, the cavity and its medium contain losses, which
are discussed next.

3.1.1 Response time non-ideal resonant cavities

In contrast to ideal cavities, non-ideal cavities dissipate power, e.g. due to finite cavity wall
conductivity. A parameter—the so-called quality factor, Q—defines the ratio between the energy
stored in the cavity and the energy dissipated per cycle [4]. In addition, this Q-factor is a limiting
factor for the width of the resonance peak and relates as [50]:

Q =
fres


(3.6)

in which  denotes the full width half maximum (FWHM) of the resonance curve at frequency
fres. To increase readability of the equations later in this chapter, the resonant frequency of a
lossless (empty) cavity f0 is rewritten to a general resonant frequency fres that could include
losses. For high values of this Q-factor, more energy can be stored in the cavity, and the cavity
dissipates less energy due to imperfections: the induced oscillations diminish more slowly. Thus,
the Q-factor is also related to the 1=e response time � of the cavity and relates as [4]

� =
Q

�fres
: (3.7)

A high Q results in (1) a narrow resonance curve and, thus, a more accurate determination of the
average electron density; and (2) a slow response time to changes in permittivity in the cavity
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and, hence, limits mapping the highly dynamic electron density. If a plasma (partially) fills
the cavity, the resonant frequency shifts. Relating this shift to the electron density is described
next.

3.2 Relation to the electron density

The presence of free charge carriers, our EUV induced plasma, directly relates to a finite increase
in the relative permittivity "r, resulting in a shift in the resonant frequency [1, 4]. Only the elec-
trons determine the permittivity of the plasma: the inertia of ions and heavier charge carriers,
such as nanometre and micrometre-sized particles, is too large to allow these particles to follow
the microwave electric field oscillations. The ions and other heavy charged carriers are insuffi-
ciently mobile, while electrons are sufficiently mobile to follow the applied microwave fields. For
this reason, only the free electrons from the EUV induced plasma—compared to the situation in
vacuum—affect the permittivity. In turn the permittivity affects the resonant frequency of the
used resonant mode, as will be elaborated on in following subsections [4].

The relative permittivity of a plasma is known from litature, such as Lieberman [35], and is

"r = 1�
!2
pe

!(! � i�m;e)
(3.8)

where ! denotes the radial frequency of the wave (the applied microwave signal), i the imaginary
unit, �m;e the electron-neutral collision rate, and !pe the plasma frequency. The plasma frequency
is related to the electron density ne through

!pe =

s
nee2

me"0
(3.9)

where e represents the elementary charge. The reason that microwaves are used for plasma
diagnostics is related to the propagation of waves in a plasma, which in turn is dependent on the
plasma frequency. A transverse electromagnetic wave can only penetrate a plasma if ! > !pe
[49, 52]. The used microwaves serve as a probe mechanism to determine the free electron density.
Two approaches can be used to calculate this density for a given resonant frequency: (1) an exact
analytic solution, providing the resonant frequency of a partially plasma filled cavity; and (2)
perturbation theory, which is cavity averaged. The first approach requires the plasma dimensions
at each point in time, and the second cavity averages the free electron density over the electric
field squared.

3.2.1 Resonance of a partially plasma �lled cavity

A complete analysis of the characteristic equation, eq. (3.12), facilitates solving the problem of an
arbitrary plasma density that only partially fills a cavity. Figure 3.2 illustrates a schematic sketch
in which a plasma with radius rplasma = r1 partly fills a cavity with inner radius rcavity = r2
and height L. Only in this section the abbreviations of r1 and r2 are used to simplify the
notation of the Bessel functions. As elaborated on in Figure 3.2, the relative permittivity of a
plasma "r differs from vacuum "r = 1. An extensive derivation of the exact solution has been
done by Platier (to current date unpublished, obtainable internally at TU/e) that results in the
characteristic equation, which is based upon the derivation given in [52] (Chapter 4 and 5) and
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rcavity

rplasma

�xr

�x0 L

Figure 3.2: Schematic sketch of a plasma that partly �lls the cavity. The plasma has a di�erent
permittivity " = "0"r than vacuum " = "0.

[53]. With this equation, the resonant frequency can be numerically solved for any plasma radius.

In the derivation of the characteristic equation, some assumptions were made. First, the walls are
assumed to have infinite conductivity and, as a result, no EM fields can exist inside these walls.
Moreover, the plasma density is assumed to vary only in the radial direction. This assumption
should hold based on symmetry but also means that the effect of the end-plates on the density
are neglected. Furthermore, the effect of motion of the ions is neglected, which holds due to
their large mass. The final assumption is that the effect of the temperature of electrons, such as
a plasma sheath, is neglected.

To simplify the notation of the characteristic equation the following definitions are required:

k0 = !res=c k1 = k0

q
"r � k2

z=k2
0 k2 = k0

q
1� k2

z=k2
0 (3.10)

J11 = Jm(k1r1) J21 = Jm(k2r1) J22 = Jm(k2r2) (3.11)

in which r1 and r2 denote the previously discussed plasma and inner cavity radii, respectively.
As a result of the cylindrical geometry, Bessel functions need to be introduced as well. In eq.
(3.11), J , Y , J 0, and Y 0 are Bessel functions of the first and second kind and their derivatives.
Note that !res is incorporated into k0, k1, and k2. For any mode, i.e. TMmnp and TEmnp, the
resonant frequency can be obtained by solving the following equation for !res = 2�fres:

m2k2
z

�
1

k2
1
�

1

k2
2

�2� k2

r1k0

�2

(J22Y21 � Y22J21)(J 022Y21 � J21Y 022) =

"

"r
J 011
J11

k2

k1
(J22Y21 � Y22J21)� (J22Y 021 � Y22J 021)

#

�

"
J 011
J11

k2

k1
(J 022Y21 � Y 022J21)� (J 022Y

0
21 � Y

0
22J
0
21)

#
(3.12)

For TM modes, only the first part within the brackets on the right hand side of eq. (3.12) needs
to be solved, "

"r
J 011
J11

k2

k1
(J22Y21 � Y22J21)� (J22Y 021 � Y22J 021)

#

= 0 (3.13)

In absence of a plasma, the permittivity becomes the vacuum permittivity " = "0. Solving
eq. (3.13) for such permittivity results in the same lossless (empty) resonant frequency f0 as
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in eq. (3.4). If a plasma partly fills the cavity, as imposed at the start of the derivation, the
relative permittivity in eq. (3.13) becomes the plasma permittivity, see eq. (3.8). However, this
unpractical solution requires the dimensions of the plasma at each point in time. Hence, a plasma
dimension independent solution to determine the electron density is discussed next.

3.2.2 Perturbation method

In principle, the plasma represents a perturbation of the medium within the cavity, resulting in
a change in the resonant frequency. We will investigate the change in resonance as a result of
a change in permittivity " and permeability �. This derivation closely resembles (Section 3.2.3
in) van de Wetering [49] and (Section 7.3 in) Harrington [52]. Here, we denote E0, H0, !0 as
the fields and resonant frequency of the unperturbed cavity, and denote E, H, !res as the same
quantities but of the perturbed case. Moreover, the medium permittivity is given by "+ ∆" and
the permeability by �+ ∆�. The shift of resonant frequency can be determined by substituting
the perturbed case in Maxwell’s equations and comparing this to the unperturbed situation,
yielding [52]

!res � !0

!res
= �

RRR

cavity
(∆"E �E�0 + ∆�H �H�0)d3x

RRR

cavity
("E �E�0 + �H �H�0)d3x

(3.14)

where the � represents the complex conjugate of the field vector. The previous equation is an
exact formula (known as Slater’s perturbation formula) for the change in resonant frequency as
a results of a change in " and/or � by a medium, where a loss-free case is assumed, i.e. " and �
are real. However, the new (perturbed) fields E and H are unknown and cannot be determined
analytically. Nevertheless, if the changes in " and � are small (in the limit that ∆",∆�! 0), we
can approximate E, H by E0, H0 resulting in

!res � !0

!res
� �

RRR

cavity
(∆"jE0j2 + ∆�jH0j2)d3x

RRR

cavity
("jE0j2 + �jH0j2)d3x

(3.15)

The unperturbed cavity is considered to be an empty cavity; hence, in eq. (3.15) the permittivity
and permeability become " ! "0 and � ! �0. The plasmas discussed in van der Wetering [49]
and Harrington [52] are unmagnetized, which exactly result in ∆� = 0. However, as we have
seen in Chapter 2, the electrons are magnetized and the ions only to some extent. According
to literature, e.g. Section 4.3 in Lieberman [35], plasmas are diamagnetic. This diamagnetism
depends on the plasma density and particle energies. As a result, for our low density plasma and
relatively low particle energies (compared to fusion plasmas), the permeability barely differs from
the unmagnetized case. Therefore, we can assume for our EUV induced plasma that ∆� � 0.
Substituting ∆� = 0 and using

RRR

cavity
"jEj2d2x =

RRR

cavity
�jHj2d2x, which holds for a cavity at

resonance [49], into eq. (3.15) yields

!res � !0

!res
� �

RRR

cavity
∆"jE0j2d3x

2"0
RRR

cavity
jE0j2d3x

(3.16)

eq. (3.16) shows that the resonant frequency is directly related to the change in relative per-
mittivity of the medium. Subsequently, this permittivity change is related to the free electron
density of the plasma.
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Figure 3.3: Schematic illustration of the resonant peak in a cavity without plasma at !0 with a FWHM
of 0 and with a plasma at !res with a FWHM of  [1].

In general, the relative permittivity is a complex number, consisting of a real part that represents
the stored energy in the medium and an imaginary part that represents the dissipation of energy
of the medium. A wave with frequency ! that is present in the plasma-filled cavity, including the
non-ideal cavity losses Q0, is subjected to the following complex relative permittivity [49]:

"̃r = 1�
!2
pe

!(! � i�m)
+ i

1

Q0
(3.17)

Rewriting in real and imaginary terms yields

"̃r = 1�
!2
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!2 + �2
m;e
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1

Q
(3.18)

where we have defined
1

Q
�

1

Q0
+

!2
pe

!2 + �2
m;e

�m;e
!

(3.19)

From the above equation, we can conclude that the plasma introduces an extra loss term as a
result of electrons colliding with neutrals. Looking back at eq. (3.6) and noting that a plasma
decreases the Q factor and increases the resonant frequency, the FWHM  increases. This means
that, if a plasma is present, the resonance curve becomes broader. Figure 3.3 summarizes the
shifting and broadening of the resonance curve due to the plasma.

The cavity averaged electron density can be determined based-upon the shift of the resonance
curve. Generally, the applied gas pressures are low and the plasma cools relatively fast; therefore,
we can assume that the applied microwave frequency is many times larger than the—gas pressure
and electron temperature dependent—electron-neutral collision frequency: ! � �m;e. Hence, the
complex relative permittivity of a plasma filled cavity is then

"̃r;plasma = 1�
!2
pe

!2 + i
1

Q
(3.20a)

resulting in a complex relative permittivity for an empty cavity of

"̃r;empty = 1 + i
1

Q0
(3.20b)
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The change in permittivity is then expressed as

∆" = "0("̃r;plasma � "̃r;empty) (3.21)

= �"0
!2
pe

!2 = �
nee2

me!2 (3.22)

Notice that the electrons are inhomogeneously distributed [1]; hence, the free electron density is
spatially dependent ne(x). Because we can only determine the density at resonance the frequency
becomes ! ! !res. Using this and substitution of eq. (3.21) into eq. (3.16) yields

ne =
2me"0!2

res
e2

!res � !0

!0
(3.23)

where we defined

ne �

RRR

cavity
ne(x)jE(x)j2d3x
RRR

cavity
jE(x)j2d3x

(3.24)

The electron density is electric field squared and cavity volume averaged, taking into account
both the spatial distribution of the free electrons over the cavity volume, ne(x), and the local
value of the electric field component E(x) of the resonant mode [4].

The EUV induced plasma will increase the resonant frequency and broaden the resonance curve.
From this resonant frequency shift, the cavity averaged and electric field squared weighted elec-
tron density can be calculated, see eq. (3.23) and (3.24). This means that, depending on the
electric field (which depends on which resonant mode is active), the electrons are probed differ-
ently at different positions in the cavity [4]. The constraint of eq. (3.23) is that the perturbed
fields need to be in close resemblance to the unperturbed case [49, 52]. Thus, this perturbation
method limits the range of plasma densities for which the free electron density can be determined
with perturbation theory [25].

In the preliminiary work carried out by van der Horst [1], the proof of principle for MCRS was
demonstrated for an EUV induced plasma in which the temporal evolution of the electron density
was measured. However, at low pressures, the cavity response time can be too slow to measure
the highly transient electron density, which will be discussed in the next section.

3.3 Magnetic enhancement

A time scale limitation of MCRS is that the electrons are lost at the inner cavity walls before
they can be measured. This means that the response time of the cavity is too slow and that the
plasma already has decayed before it can be measured. As previously elaborated on in section
(3.1), this response time depends on the quality factor of the specific mode Q / � , which can
also be directly seen from equation (3.7). Decreasing the Q factor results in a loss of accuracy,
see eq. (3.6); hence, this factor can only be decreased to some extent. As shown in Chapter 2,
the plasma is confined by a 57 mT magnetic field and, as a result, the plasma tends to spend
more time in the cavity. In close collaboration with Platier, the use of a static magnetic field in
combination with MCRS has been explored. However, the introduction of a static magnetic field
could change the relative permittivity of the plasma; therefore, the effect of a static magnetic
field on the relative permittivity is investigated next.
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3.3.1 Permittivity of cold magnetized plasmas

The effect of a magnetic field on the permittivity, i.e. the response of a medium to electric
waves, is elaborated on in this section. The main question is whether the resonant frequency of
the cavity shifts due to the static magnetic field. In this section, it is assumed that the plasma has
fully expanded to the walls. Including expansion dynamics in this derivation is beyond the scope
of this project. The external magnetic field is parallel to the cavity, as previously illustrated in
Figure 2.1.

In general, determining the response of a plasma in a steady uniform magnetic field is com-
plicated. Because of the gyration motion, velocities being acted upon by one field component
to another velocity component lead to the so-called gyrotropic dielectric tensor [35]. This per-
mittivity or dielectric tensor, thus, acts differently on electric waves, mainly depending on the
direction of these waves. Neglecting dissipation of these waves, which holds due to the low input
power, the dielectric tensor has complex conjugate off-diagonal matrix elements. As elaborated
on in the previous chapter, section 2.4, mainly the electrons are magnetized and, thus, a cold
and collisionless electron fluid is considered. Collision effects can be neglected due to the high
cyclotron frequency !ce � �m;e; and as a last assumption, the electron density remains constant.
Although this does not hold across the full plasma, this assumption should hold locally. Using
the force equation, i.e. eq. (2.6), in combination with the above mentioned assumptions, one ob-
tains the Lorentz force equation, eq. (2.3). For convince, the Lorentz force equation is expanded
as follows:

m
du
dt

= q[E(r; t) + u�B(r; t)]: (3.25)

In our case the static magnetic field strength is many orders of magnitude larger than the
magnetic field induced by the oscillating electric field. For this reason, the induced magnetic
field is neglected: B(r; t) = Bẑ. Further assuming the general case of sinusoidal variation of the
electric field E � exp(i[!t � k � r]), the linearized equations for the electron motion are then

i!ux = �
e
m
Ex � !ceuy (3.26a)

i!uy = �
e
m
Ey � !ceux (3.26b)

i!uz = �
e
m
Ez (3.26c)

Solving the latter equations for the velocities results in
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e
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i!Ex � !ceEy
!2 � !2

ce
(3.27a)

uy = �
e
m
!ceEx + i!Ey
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e
m
i
!
Ez (3.27c)

Since the current is J = �en0u and using the definition of dielectric properties from Maxwell’s
equations,

r�H = i!"0E + J � i!"0"r �E (3.28)

one can obtain the following dielectric tensor:

"r =

2

4
"xx "xy 0
"yx "yy 0
0 0 "zz

3

5 (3.29)
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where

"xx = "yy = 1�
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pe
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ce

(3.30a)
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!ce
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!2
pe

!2 � !2
ce

(3.30b)

"zz = 1�
!2
pe

!2 (3.30c)

It is important to note that "zz is the plasma relative permittivity without magnetic field. Other
components of the tensor are characteristic of a lossless gyrotropic medium [35]. This change
in permittivity " = "0"r affects the resonance of the cavity; however, the shift depends on the
direction of the electric field.

For Transverse Magnetic (TM) modes, the electric field is zero in cross field direction, i.e. radial
direction, Ex = Ey = 0, while the z component oscillates Ez = Ẽ. Neglecting background electric

fields, such as ambipolar induced electric fields, the electric field then becomes just E = Ẽẑ.
Based upon this assumption, the cross field electron velocities become zero ux = uy = 0, see
eqs. (3.27), while the velocity in the z direction remains unaffected, resulting in u = uz ẑ. Again
using eq. (3.28), this results in only the "zz component of the dielectric tensor; hence, the tensor

becomes a scalar for all TM modes "r
TM modes�������! "zz = "plasma. As a result, no change in resonant

frequency is expected due to the static magnetic field.

Appendix

3.A Resonant mode simulation

The electromagnetic field of the used resonant mode, i.e. TM010, was simulated in COMSOL.
Figure 3.4 shows the simulated electric field of the used resonant mode. In MCRS, the electric
field probes the electrons; hence, the MCRS technique is most sensitive to changes in the electron
density where the electric field is largest. As can be seen, the electric field is largest in the center
of the cavity, where the EUV beam travels through. This means that the electron density can
be probed accurately when the plasma is initially created (with a plasma radius of 2 mm) and,
as the plasma expansion continues, is probed less accurately.

The simulated resonant frequency was 3.48 GHz, while the measured resonant frequency was
3.45 GHz. The difference between these two values is attributed to the ideal (lossless) cavity
in the simulation, while the measured value included losses. The simulated resonant frequency
including losses, such as, the holes in the end-plates; finite conductivity of the cavity walls; and
antenna losses, becomes 3.45 GHz. Thus, the simulated resonant mode including losses agrees
well with the measured resonant frequency.
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Figure 3.4: Simulated normalized electric �eld of the TM010 resonant mode for an ideal cavity with
radius of 33 mm and height of 16 mm. The resonant frequency is 3.48 GHz.
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Chapter 4

Experimental set-up and methods

In this chapter the experimental set-up and methods are introduced. Figure 4.1 schematically
shows the general setup used. The pulsed argon plasma was induced by EUV, which was created
by a xenon-based discharged EUV source. This process will be highlighted first in this chapter.
After the EUV radiation is created, the light is focused in the collector chamber towards the
measurement chamber and will be discussed next. In this chamber, the cavity and magnetic field
are deployed, details on these are outlined in the next section. Finally, the MCRS method is
extensively described from an experimental point of view. This includes the procedures to obtain
the 1=e plasma afterglow decay time, data acquisition system and fitting procedures.

4.1 General setup

In this work, a xenon-based discharge produced EUV source was used, detailed in prior studies,
for example, by van der Horst [1]. Nevertheless, the operation of the EUV source is briefly
described next, followed by the collector module. The used settings while operating the source
and other relevant parameters are listed in Table 4.1. It is important to note that almost all xenon
is used to produce EUV radiation. Moreover, a cone was present in the measurement chamber
(see Section 4.1.3), which also allowed differential pumping. Hence, almost no xenon was present
in the measurement chamber. How to EUV radiation is produced is discussed next.

Table 4.1: Used settings and characteristic time scales for various processes in the EUV induced (argon)
plasmas [1, 4].

Repetition rate 497 Hz
Time between EUV pulses 2 ms
Electrode voltage 2400 V
Argon flow rate 75 sccm
Xenon flow rate 40 sccm
EUV pulse length 100 ns
Measured beam waist 2 mm
Measured EUV pulse Energy (no SPF) (17 � 2) �J to (25 � 2) �J
Estimated EUV pulse Energy (SPF) (8 � 2) �J to (12 � 2) �J

37



Rik Limpens Experimental set-up and methods
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EUV beam
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Figure 4.1: Schematic overview of the used setup. The EUV light from the source is focused towards
the measurement chamber by the nested mirrors. This light is then �ltered by a spectral purity �lter
(SPF) and clipped by a cone in the measurement chamber. In this chamber, the cavity (and magnet)
are deployed in order to perform (magnetic �eld enhanced) MCRS on the EUV induced plasma. The
cone allowed di�erential pumping between the collector and measurement chamber. This enables one to
use argon as background gas with pressures ranging from 0.002{15 Pa in the measurement chamber.

4.1.1 EUV Source

The source consists of several components and can create the EUV photons. Figure 4.2 shows
a schematic overview of the EUV light source. As can be seen, the components include two
electrodes that are located in a hollow cathode with central bore holes. Xenon gas is injected in
the space between the electrodes at pressures around 10 Pa [54]. The electrodes are connected to
a high voltage capacitor bank with a typical voltage of 2.2–2.5 kV. A trigger electrode prevents
spontaneous breakdown and upon switching off the breakdown starts, creating a weak plasma.
This weak plasma then expands into the space between the electrodes, resulting in the discharge
of the capacitor bank. To stabilize this plasma between the electrodes, argon is added to the
system. During normal operation, this increases the pressure in the source collector module to
� 0:1 Pa. In addition, this capacitor discharge leads to a current of � 10 kA through the plasma
[55]. Due to Ampere’s law, this high discharge current induces a strong magnetic field. The
Lorentz force emerges and exerts an inward force, pinching the plasma to a narrow channel.
Subsequently, the electrical resistance increases, resulting in Ohmic heating of the electrons to
more than 30 eV [56]. Ultimately, this results in highly ionized xenon that radiates the desired
EUV photons.

Figure 4.3 shows the spectrum of the EUV photons created by a xenon plasma. A spectral
purity filter (SPF) was used to be in better agreement with the spectrum of the used EUV
source in the lithography machines. As can be seen in Figure 4.3, the SPF reduces the out
of band transmission significantly. The wavelengths that are able to pass this filter lie mainly
between 12.3–20 nm.

EUV pulse energy. The measured EUV power at normal operation, i.e. 497 Hz repetition rate
and 2400V electrode voltage after the 2 mm diameter cone was measured in-situ using an EUV
sensitive diode and later calibrated with an EUV sensitive foil and calorimetric power sensor.
For every measurement, the diode output voltage was logged to track the EUV power. The EUV
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Figure 4.2: Schematic that illustrates the operation of a discharge produced plasma source. A pinch
plasma is generated between the two electrodes by the trigger electrode. This hot high density plasma
emits EUV radiation, which is used in this work [1, 54].

Figure 4.3: Spectrum of the photons emitted from the xenon based EUV source with and without
spectral purity �lter (SPF). The spectrum data was internally obtained from A. Lassise.

source was unstable and as a result the EUV power density for a beam waist of 2 mm at position
of the cavity ranged from 670–980 W/m2. Then the EUV pulse energy ranged from (17� 2) �J
to (25 � 2) �J without SPF. The values with SPF, were not measurable, due to the low EUV
power, and are estimated to range from (8� 2) �J to (12� 2) �J.

4.1.2 Collector

The EUV light spreads out in all directions; hence, the source collector collects the EUV light and
focuses it towards a focal point. This collector consists of eight rotationally symmetric ellipsoid
and hyperboloid shells of grazing incidence mirrors and is a Wolters [57] type collector. These
layered mirrors focus the EUV light from the pinched xenon plasma onto the intermediate focus
(IF). In the collector chamber, argon is present at a pressure of 0–0.1 Pa. As measured by van
der Horst [1], the EUV beam has a waist of 2 mm at the IF and a divergence of 10�.
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4.1.3 Measurement chamber

The EUV radiation is not allowed to reach the inner cavity wall, because this will induce sec-
ondary electrons and makes the measurement invalid. To guarantee that the EUV beam goes
through the cavity, without hitting the inner cavity walls, a 2 mm end-diameter cone was used.
This cone clips the EUV light just before it enters the cavity. Even though this cone decreases
the EUV power, the remaining light is sufficient to induce a measurable electron density. Addi-
tionally, the cone allows differential pumping between the measurement and collector chamber.
This enables one to use argon as background gas with pressures ranging from 0.002–15 Pa in the
measurement chamber, these operational limit are elaborated upon next.

4.1.4 Operational limits

The EUV source requires a constant flow of xenon to create the EUV light and a constant flow
of argon to stabilize the xenon discharge. Hence, the minimum operation for the background
pressure was 0.002 Pa, which is an unknown gas mixture ratio between xenon and argon, but
most likely consists of mainly argon. The upper limit was around 15 Pa, because the EUV
source becomes overrun by the argon from the measurement chamber, destabilizing the discharge.
Moreover, we found that 5–10 Pa is an upper limit regarding the decay of the plasma. For higher
pressures, the plasma has not fully decayed yet before the next pulse comes in. This means that
the argon background gas pressure ranged from 0.002–10 Pa in our experiments.

4.2 Cavity and magnetic �eld

A cavity in combination with an external magnetic field was used to study the enhanced mea-
surement technique. The used cavity design bears a close resemblance to the one used by van
der Schans [26] and van de Wetering [49]. Figure 4.4 shows the cavity and magnet disassembled
and assembled. As can be seen, a second antenna was inserted to distinguish overlapping TM110
modes, which were ultimately not used in this work. The cavity has an inner height of 16 mm
and inner radius of 33 mm. In order for the EUV light to pass through the cavity, two 13 mm
diameter holes were drilled in the cavity end-plates. A permanent magnet was used with a length
of 120 mm, inner diameter of 76 mm, and outer diameter of 95 mm, as initially simulated by
Oosterholt et al. [58]. That work suggested that the design of permanent neodymium magnets
was desired. Although this design was proposed for this project, extreme caution must be taken
with the use of Neodymium magnets in combination with hydrogen gas or plasmas, because as
was mentioned in Chapter 2, the hydrogen permanently damages the magnets on short time
scales.

The magnetic field strength was measured by a hall meter and showed a uniform field around the
position of the cavity of (57� 1) mT. In Appendix 4.B, the magnetic field strength simulation,
completed in this work, is discussed. The simulated cavity averaged magnetic field strength
agrees moderately well to the measured value.
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Figure 4.4: Photographs of the cavity and magnet: (a) shows the equipment disassembled and (b)
assembled.

4.3 Microwave cavity resonance spectroscopy

The experimental implementation of MCRS is a close resemblence of Beckers et. al [4] and van
der Schans [26]. In contrast to measuring the power transmission, such as in van der Horst
[1], the power reflection has been measured to increase the signal in this work. Moreover, the
fitting procedure has been improved, resulting in a more accurate determination of the resonant
frequency and, hence, the electric-field-squared-weighted average electron density. To determine
the resonant frequency of the cavity, the reflected power response for every frequency step is
required. In this work, we assume that the EUV induced plasma is a reproducible process, a
similar assumption as in van der Horst [1]. Utilizing this assumption, one frequency is set and the
reflected power in the time domain is measured. This process is repeated for every frequency step
times the number of averages. The full procedure for every pressure data set is as follows:

1. Measure the reflected microwave power Pre as a function of time t for one frequency fi.

2. Perform step 1 for all frequency steps that are included in the sweep. Now the reflected
microwave power for each frequency at each point in time is available. This can be illus-
trated in a reflected microwave power Pre(t) versus frequency f(t) graph for every time
step (-160 to 1800 �s) with a temporal resolution of 40 ns (25 MHz sampler). Such power
versus frequency graph is illustrated in Figure 4.6 for one specific point in time, t = 40 ns.
This graph can be made for each 40 ns time step, resulting in 49000 graphs.

3. Fit each graph from the previous step with a Lorentzian to determine the Q factor, and
fit with a second degree polynomial to determine fres, seen in Figure 4.6. This fitting
procedure reduces the error when the data is noisy, such as the ‘no magnet ’ 10 Pa data
set.

4. Calculate ∆fres = f�lled� fempty, where fempty is determined before the EUV pulse starts.
To be more precise, the average value between -160 and -144 �s is used if the plasma has
decayed at the end of the measurement (after 1800 �s). If the plasma has not decayed yet
(at pressures at and beyond 5 Pa), we use the data between -8.04 and -1.64 �s to determine
fempty. We have observed that shortly before the EUV pulse, we can measure with MCRS
the charge build up of the electrodes; hence, generally we want to measure the empty case
prior the charge build up.
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5. Calculate the electric-field-squared-weighted electron density with eq. (3.23) for each time
step (49000 steps).

6. Find the 1=e plasma decay time by means of an exponential fit (appears linear in logarithmic
scale graphs) with ne = a exp (�t=�), where � is the plasma decay time; see region II in
Figure 5.1 in Chapter 5.

7. Compare the fitted plasma decay times of the two different cases, i.e. with and without
magnetic field enhancement, and to theoretical models.

Data acquisition system. The data acquisition system consists of several sequential steps.
Figure 4.5 shows a schematic diagram of the data-acquisition system without magnet and Figure
4.7 in Appendix 4.B with magnetic field. Note that the data acquisition systems remains the
same.

First, the microwave (MW) generator produces a MW signal with frequency fi and power Pin.
Second, the MWs travel through a directional coupler. This device splits the forward and reverse
traveling MWs. After the directional coupler, the MWs are applied to an antenna that protrudes
� 1 cm into the cavity, seen in Figure 4.4. Depending on the applied frequency fi, a certain part
of the input power is reflected. At resonance, the reflected power has a minimum and the applied
frequency is then called the resonant frequency. The length of the antenna was chosen such that
sufficient coupling, sufficient minimum reflected power, was achieved at resonance. Third, the
reflected power signal with power Pre returns to the directional coupler and is measured by
a logarithmic detector. Next, this measurement is sampled by the transient recorder with a
sampling frequency of 25 MHz. Finally, the transient recorder data of a time range covering one
EUV pulse—at 497 Hz, i.e. approximately 2 ms—is saved to a computer. Since the EUV pulses
are highly reproducible, multiple measurements can be averaged, and the temporal evolution
of the plasma properties between pulses can be measured this way. Scanning of the applied
frequency and saving of the transient recorder data is automated using a computer program
[26].

Fitting procedures. The fitting procedures are twofold: the Q factor is determined from a
Lorentzian fit, while the resonant frequency is determined from a limited range second degree
polynomial fit. If a plasma is present in the medium of the cavity, the resonant frequency shifts
and the quality factor changes. In order to accurately track the differences in the Q factor
and resonant frequency fres as a function of time, two separate fit methods were used and are
elaborated upon in this subsection. Ultimately, the time dependent measured Q(t) factor was
not used in this analysis, except for calculating the response time of the cavity. Figure 4.6
shows the reflected power versus frequency at t = 40 ns, which is just after the EUV pulse and
where ne is maximum, for an argon plasma induced by EUV radiation. As can be seen, while
the Lorentzian fit accurately determines the shape of the resonance curve, the fit inaccurately
determines f1 6= fres, where f1 is the Lorentzian fit determined resonant frequency, see eq. (4.2).
Hence, a polynomial fit was used and—as can be seen in the zoomed graph—is more accurate in
determining fres.

As introduced in chapter 3, a cavity contains losses due to the finite conductivity of the metal.
The spectral power distribution P at resonance fres has an inversed Lorentzian shape [26,
48]

P (!) /

"

(! � !res)
2 +

�
!res

2Q

�2
#�1

(4.1)

42



Rik Limpens Experimental set-up and methods

Figure 4.5: Schematic diagram of the used data acquisition system.

Therefore, the used Lorentzian fit function to determine the Q factor is [26]

L�t(f ; f1; Q;A; a0; a1| {z }
�t variables

) = A
( f1

2Q )2

(f � f1)2 + f1
2Q )2

+ a0 + a1(f � f1) (4.2)

where the last two terms are added to account for a linear baseline, and A, a0 and a1 are scaling
factors. As shown in the previous chapter (Section 3.1.1), the Q factor is related to power losses
and determines the width of the resonance curve. This quality factor is incorporated in the
fitting procedure and increases the accuracy of determining the Q factor. It is important to note,
however, that the fitted resonant frequency in the Lorentzian fit f1 is somewhat inaccurate due
to the equal weight of all the data points. Therefore, a polynomial fitting procedure was used to
determine the resonant frequency with more accuracy.

In order to accurately determine the resonant frequency the second degree polynomial used for
a limited amount of data points. The used number of data points n depends on the number of
points that represent the full width half maximum (nfwhm): n = 10 + nfwhm

15 . This value of n was
used for all fits with exception of the 10 Pa measurements1. Subsequently, the minimum was
found by using the first derivative of the polynomial fit, resulting in fres.

Estimation of the errors. The errors on ne due to the equipment are likely to be small
compared to the errors due to the calculation of ne with eq. (3.23). In this equation, spatial
information on the electron density is lost and averaged [4]; hence, a difference between the

1In the 10 Pa measurements, the resonance curve data has a high noise level due to a too large perturbation
to the EM microwave �elds inside the cavity. At these high pressures the used number of data points was set to
a �xes number n = 30. For these sets, a moving mean of 20 was used to smoothen the data.
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Figure 4.6: Reected microwave power versus frequency at t = 40 ns (just after the EUV pulse) for an
argon plasma induced by EUV radiation with a pulse energy of (9 � 1) �J, where an SPF was used. The
background pressure was 1 Pa. This data set was �tted with a Lorentzian to determine the Q factor and
only partly �tted with a second degree polynomial to determine fres. The zoomed graph shows that the
polynomial �t is more accurate to determine the (interpolated) minimum.

effective (electric-field-squared-weighted) plasma volume and the effective (electric-field-squared-
weighted) cavity volume exists [26]. The ratio between the two is given by

V =

RRR

plasma
jE(x)j2d3x

RRR

cavity
jE(x)j2d3x

(4.3)

where E denotes the unperturbed electric field. In general, it is difficult to accurately determine
this transient ratio; hence, in this work it is set to V = 1; not influencing eq. (3.23). This means
that the electron densities are overestimated, as it is very likely that V < 1. Based upon the
preliminary work by van der Horst [1] on imaging the EUV induced plasma afterglow, the volume
error is estimated to be 10%. Therefore, an error on the electric-field-squared-weighted average
electron density is estimated to be at least 10%.
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Appendix

4.A Implementation of external magnetic �eld

Figure 4.7: Setup including magnetic �eld.

4.B Magnetic �eld simulation

The magnetic field was simulated in COMSOL to verify its profile and strength. The simulated
magnetic field profile and strength including the magnet is shown in Figure 4.8. The magnitude
of the magnetic field inside the cavity is shown in Figure 4.9. The cavity averaged magnetic field
strength is 64 mT, which is 7 mT more than the measured (57 � 1) mT. This difference could
be attributed to the a higher used magnetization of 860 kA/m, as the typical magnetization
(provided by the manufacturer) was used. Furthermore, the simulation has a limited resolution
due to the poor mesh, i.e. the finite size of the elements that are used in the analysis. The
simulation also shows that the field inside the cavity is reasonably uniform, varying in a few mT
only. Altogether, the measured magnetic field strength agrees moderately well to the simulated
value.
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Figure 4.8: Simulated magnetic �eld strength (in T).

Figure 4.9: Simulated magnetic �eld magnitude (in T) in the cavity, which is located at the center of
the magnet.
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Chapter 5

Results and Discussion

In this chapter, the results are discussed. For an argon pressure in the range of 0.002–5 Pa,
the average electron densities were monitored with the TM010 mode of regular MCRS and with
the enhanced version. Each of these experiments were completed with and without the use of
a Spectral Purity Filter (SPF). This means that, for each pressure, four experimental average
electron density data sets were obtained.

In the case that no external magnetic field was used, the quality factor of the empty cavity was
Q = 260. For a typical value of the resonant frequency of fres,empty = 3:4486 GHz, this results
in an 1=e cavity response time, see eq. (3.7), � = 24 ns. After approximately 3� = 72 ns, the
cavity can accurately (reaching 95% of its final value) measure a change in resonance. When
the magnet was placed over the cavity the Q factor changed, likely due to mechanical stress, to
Qmagnet = 990, resulting 3� = 274 ns. This means that the cavity response time is sufficiently
short in order to measure the electron density decay of the plasma afterglow.

The electron densities are cavity electric-field-squared-weighted averaged, implying that they are
probed by the electric field squared of the active resonant mode and are averaged over the full
cavity volume. These electron dynamics governing the decay of the plasma are first studied with
regular MCRS, excluding the external magnetic field. Next, the influence of the magnetic field
on these dynamics inside the cavity are discussed. Quantitatively comparing these measured
decay rates to each other and to theoretical models is established by determining the plasma
afterglow decay time. Based upon this analysis, we found that the magnetic field increases the
plasma afterglow decay time and, thus, extends the plasma life-time.

As a result of the, in this work achieved, two orders of magnitude increased resolution in MCRS,
a new third plasma afterglow decay phase has been explored. The first two phases of the plasma
afterglow decay were already measured and described in literature [1, 4, 17]; however, this third
decay phase has been out of reach until now. The transition to the this third phase starts at
the so-called ambipolar to free diffusion transition and is presented in the last section of this
chapter.
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Figure 5.1: The, MCRS (mode TM010) determined, electric-�eld-squared-weighted average electron
density ne as a function of time for an argon plasma induced by EUV radiation with a pulse energy of
(9 � 2) �J. The three distinctive decay phases are indicated by Roman numerals (I{III). In phase II,
the electron density decay was �tted with an exponential function to obtain the 1=e decay time of this
region. A spectral purity �lter (SPF) was used and argon background pressure of 5 Pa was applied. A
moving mean of 1 �s was used, with exception of phase I, to reduce noise.

5.1 Electron dynamics in EUV induced plasmas

In this section, the measurements performed on the electron density—excluding magnetic field—
are discussed. Similar measurements on the electron dynamics have been performed by van der
Horst [1]. Based upon the shift in resonant frequency ∆fres = fres,plasma�fres,empty, the electric-
field-squared-weighted average electron density can be determined ne / ∆fres, see eq. (3.23).
The shift in resonant frequency is due to a decrease in relative permittivity, "r. This decrease
is the result of the creation of plasma: "r � 1(background gas) ! "r � 1 � !2

pe=!2(plasma),
where the electron collision frequency has been neglected for the plasma case. The electric-field-
squared-weighted average electron density was determined for a range of pressures; however, an
example measurement is discussed first.

Figure 5.1 shows this example measurement, where p = 5 Pa and an SPF was used. As can
be seen, at t = 0, the plasma is created by the 100 ns EUV pulse. Once the plasma has been
created, it subsequently decays in phases. This specific result shows three decay phases, indicated
by roman numerals (I–III). The first two phases, Phase I and II, have been extensively described
by van der Horst [1] and Beckers et al. [18]; hence, the description of these two will be brief.

In phase I, the rapid electron density decay is due to two reasons. The first is that (1) the
initial high energetic electrons, created by photo-ionization, reach the wall in a short period of
time (a few ns). The much heavier—and hence slower— ions will remain in the cavity and form
a potential trap. The remaining electrons, and the ones that are made after the EUV pulse
by volume processes, are electrically confined and oscillate in the potential trap. Subsequently,
these electrically confined electrons lose their energy through collisions with neutrals; hence, the
electrons cool rapidly. The second reason is (2) the plasma expansion towards the walls. As a
result, less electrons are probed by the maximum electric field squared of the active resonant
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(a) Full range no applied magnetic �eld (b) Limited range no applied magnetic �eld

Figure 5.2: The absolute electric-�eld-squared-weighted average electron densities as function of time
for various background pressures. The argon plasma was created by EUV radiation with a pulse energy
ranging from (8 � 2) to (12 � 2) �J. In this experimental con�guration no external magnetic �eld was
used in order to later compare these decay rates to the results obtained including such magnetic �eld.
To reproduce EUV lithography comparable radiation and to reduce the out of band radiation, a spectral
purity �lter (SPF) was used as well. A moving mean of 1 �s (25 data points) was applied to smoothen
the data, with the exception around t = 0 to maintain the correct values for the maximum detected
average electron density nmax

e .

mode (seen in Figure 3.4), as the MCRS technique is most sensitive at the maximum of E2. This
process continues until the point that the plasma has fully expanded. For these two reasons the
plasma decays very rapidly in phase I.
In phase II, the electron density decays exponentially (which appears linearly in logarithmic scale
plot) due to the ambipolar transport towards the wall. Subsequently, the electrons are lost at
the wall due to recombination or escaping to ground (as the cavity is grounded). As a result,
the electrons deplete at the walls at an exponential rate.
In phase III the electron density decay rate accelerates. Due to the low electron density, the
Debye length becomes sufficiently large such that the plasma is governed by free diffusion instead
of ambipolar diffusion. This phenomenon has recently been submitted by Platier and Limpens
et al. [59] and is under review. The transition of ambipolar-to-free diffusion will be elaborated
upon extensively in Section 5.3.

Until now, only the EUV induced plasma decay in 5 Pa of argon has been discussed. Electron
density decay experiments with an argon pressure ranging from 0.002–1 Pa were conducted as
well. An overview of these is shown in Figure 5.2, which also shows the electron density decay at
short time scales (0–30 �s). As can be seen in Figure 5.2a, the 5 Pa experiment shows a slower
electron density decay than for the 0.002–1 Pa cases. Moreover, the 0.002–1 Pa measurements
show a similar decay, which is expected from a theoretical point of view and has been measured
in prior work [1]. Two different models hold the 0.002–5 Pa argon pressure regime; ion acoustic
speed (for p < 2:4 Pa) and ambipolar diffusion (p > 2:4 Pa). This has been extensively discussed
in Section 2.5. Comparing the decay rates to these models can be achieved in a more quantitative
manner by determining the 1=e plasma afterglow decay times. For each pressure, this decay time
is determined from the measured electron densities by means of an exponential fit in phase II.
This quantitative comparison will be done later in Section 5.2.1.
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In addition to the two distinctive decay regimes, the low pressure decay regime (0.002–1 Pa)
shows an intersection for the measured electron densities, see Figure 5.2b. This means that
regardless of the applied background pressure (with a measured threshold of p � 1 Pa), the
electron density is always ne = 1:2 � 1012 m-3 at approximately t = 3 �s. To current date,
any logical interpretation remains absent. Figure 5.2b also shows that, after 10 �s starting at
ne = 1011 m-3, the electron density decay decelerates abruptly for the low pressure plasma decay
regime (0.002–1 Pa). As can be seen in Figure 5.2a in the 10–200 �s range, the deceleration at 10
�s is followed by an exponential decay. Note that due to the logarithmic scale, exponential decay
appears linear. Based upon calcuations from Gusinow [60], similar decay behavior is expected if
one measures the ion densities as function of time. However, as the ions are too heavy and, thus,
too slow to be measured with MCRS [1, 4], they cannot cause directly this abrupt deceleration
followed by a different decay. Nevertheless, the ions could be indirectly the source for such an
anomalous decay and should be investigated in future endeavors.

Furthermore, as can be seen in Figure 5.2a, the electron density shows an increase after 300–
400 �s. Because Figure 5.2a shows the absolute electric-field-squared-weighted average electron
density, this increase in electron density could be the result of a negative shift in resonant
frequency. The resonant frequency shifts corresponding to the measured absolute electron density
are shown in Figure 5.6 in Appendix 5.A. As can be seen, negative shifts occur after 300–400
�s; hence, the increase is electron density in this region (as shown in Figure 5.2a) is an apparent
increase and actually corresponds to this negative shift. These negative shifts are unexpected
from a theoretical point of view, meaning that, according to theory, the relative permittivity
increased. However, if a plasma is present the relative permittivity decreases, as shown in
the beginning of this section: "r(background gas) � 1 ! "r(plasma) � 1 � !2

pe=!2. Next, a
suggestion is presented that might explain these negative resonant frequency shifts.

Figure 5.3 shows the resonant frequency shift for the 5 Pa case. As can be seen for this example
shift, a negative shift is initiated at 400 �s. This shift ranges from 300–600 Hz, which is an
extremely low shift. This negative shift has also been measured by van der Horst [1], but a
clear explanation has not been found. Because—compared to van der Horst—our accuracy is
improved by two orders magnitude, this phenomenon could be an artifact of the MCRS technique
in combination with the EUV source.

Such a possible mechanism could be the effect of the used cone in this experimental configuration,
see section (4.1.2). The cone was used to align the EUV beam with the cavity and clips a part of
the EUV radiation. As a result of the EUV clipping, abundant secondary electrons are created in
the cone by this radiation. Because these electrons are likely to be cold, they could flow into the
cavity relatively late in the plasma afterglow. The result could be that the resonant frequency
for the empty cavity case at the next pulse (determined between -160 to -144 �s) is then not
truly empty. As a result, when the cavity is truly empty, a negative shift appears. This is in
agreement with the frequency shift measurements, for example as shown in Figure 5.6.

Figure 5.8 in Appendix 5.B shows the negative shifts as well, except that for these experiments
no SPF was used. In contrast to the graphs where the SPF was used, both a negative and
positive shift occurs just after 50 �s. While the data set with SPF are more likely to exclude
exotic effects (because of an in-band spectrum), a different mechanism could be causing these
positive shifts.

Another interesting feature can be seen in Figure 5.3: a slow but steady increase in the positive
resonant frequency shift of the ‘no magnet’ case just before t = 0, i.e. the start of EUV radiation.
This positive increase starts around t = �80 �s and is likely a feature of the EUV source. In
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Figure 5.3: The cavity resonant frequency shift �fres as function of time for the 5 Pa experiments
without and with magnet. In the experiment, where no external magnetic �eld was used, a positive
shift|due to the creation of the plasma|starts at t = 0 and a negative shifts starts at 400 �s. In the
case a magnetic �eld was used, the positive shift also starts from t = 0.

order to create the EUV radiation, the electrode voltages need to be charged first. This process
occurs in seven steps, which become visible in the resonant frequency shift if one magnifies Figure
5.3 in the -80–0 �s range.

Hitherto, the electron densities were discussed of the EUV induced plasma afterglows where no
magnetic field was used. In the present study, an external magnetic field was used with the goal
to extend the plasma life-time. In the next section, the altered plasma afterglow dynamics are
discussed.

5.2 Inuence of the magnetic �eld on electron dynamics

The MCRS experiments where an external magnetic field of (57� 1) mT was used are presented
next. Utilizing the movement of charged particles in a magnetic field, the EUV induced plasma
afterglow is expected to decay slower, i.e. an increase in the plasma afterglow decay time. As
can be seen in Figure 5.3, a positive shift also starts at t = 0. After the initial shift (which is
due to the creation of the EUV induced plasma), the shift decays, as a result of the decaying
electron density. As can be seen, the resonant frequency shift almost retains its value in phase
II of the plasma decay. This means that the plasma afterglow decay rate, with magnetic field,
is clearly slower than if no magnetic field was used. Furthermore, observations showed that, in
the time range before the EUV pulse t < 0, the plasma induced by the previous EUV pulse
has not fully decayed yet. Between -15 to 0 �s, the plasma has fully decayed, meaning that the
∆fres starts to enter the noise regime. The negative shift is not shown in this graph to increase
readability. Similar experiments to the 5 Pa case were conducted for varying the background
pressures.

Figure 5.4 shows the evolution of these electric-field-squared-weighted average electron densities,
where a magnetic field was used. As can be seen, the decay rates are clearly slower for all
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(a) Full range with applied magnetic �eld (b) Limited range with applied magnetic �eld

Figure 5.4: Electric-�eld-squared-weighted average electron densities as function of time for various
background pressures. The measurements include the use of a magnetic �eld with a magnitude of (57�1)
mT. The plasma was created by EUV radiation with a pulse energy ranging from (8 � 2) to (12 � 2) �J.
To reproduce EUV lithography comparable radiation and to reduce the out of band radiation, a spectral
purity �lter (SPF) was used as well. A moving mean of 1 �s (25 data points) was used to smoothen the
data, with the exception around t = 0 to maintain the correct values for the maximum average electron
density nmax

e .

pressures compared to the rates where no external magnetic field was present, see Figure 5.2.
This has just been demonstrated for the 5 Pa case and a more quantitative comparison is made
in the next section. Furthermore, as can be seen in Figure 5.4, the plasma afterglow decay rates
are similar for the pressures below 5 Pa. This similar plasma decay was also found in the case
that no magnetic field was used. While the physical mechanism for these measurements (where
no magnetic field was applied) is known, i.e. fixed ion acoustic speed [1], the physical mechanism
for constant plasma decay rates with magnetic field is difficult to establish. However, Bohm’s
theoretical model seems to accurately describe these decay rates and will be analyzed in the next
section.

It is interesting to note that upon analyzing Figure 5.4b, a similar intersection as previously found
occurs at 7 �s. While without magnetic field this intersection occurred at 3 �s, with magnetic field
the intersection lies at 7 �s and corresponds to ne = 2:7� 1012 m-3. The intersections are likely
related to some physical mechanism that is so far not identified. Additional experiments with
more varying pressures and monitoring the intersection point are therefore recommended.

For the interested reader, additional results are presented in the Appendix. Figure 5.7 in Ap-
pendix 5.A shows the shift in resonance frequency for the measurements where an external
magnetic field and SPF were used. Similarly, Figure 5.9 in Appendix 5.B illustrates the same
measurements but without SPF. Arising from these resonant frequency shifts, the electric-field-
squared-weighted average electron densities were determined with eq. (3.23).
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Table 5.1: Overview of the used models and equations that can describe the measured plasma afterglow
decay times.

Model Magnet Valid for Equation and its number

Ion acoustic speed No p < 2:4 Pa �acoustic = Λ
q

mi
kbTe

(2.29)

Ambipolar diffusion No p > 2:4 Pa �amb = Λ2 �i+�e
�iDe+�eDi (2.30)

Classical-collision diffusion Yes p > 2:6 Pa �magnet,amb � Λ2 me!2
ce

kb�effm;e(Te+Ti)
(2.31)

Bohm diffusion Yes p < 2:6 Pa 1
3 � �Bohm = Λ2 16eB

3kbTe
(2.42)

5.2.1 Plasma afterglow decay time

In order to quantitatively compare the measured plasma afterglow decay rates (at different argon
pressures with and without the use of a magnetic field) to each other and to the theoretical
models, the plasma afterglow decay times were determined by an exponential fit in phase II of
the plasma decay. An example fit is shown in Figure 5.1. Figure 5.5 shows the EUV induced
argon plasma afterglow decay times (with SPF) for pressures ranging from 0.002 up to 10 Pa
with and without an external magnetic field. The experimentally determined plasma decay times
are indicated by points, while the lines are based on four different models. These models were
discussed in Chapter 2 and are summarized in Table 5.1.

In this section, the measured time decay analysis starts by comparing the ‘Measured: no magnet ’
experiments to the ion acoustic speed model, which holds for pressures below 2.4 Pa [1]. For
pressures exceeding 2.4 Pa, the ambipolar diffusion describes the measured decay time [1] and is
discussed next. The decay time experiments that were conducted with magnetic field, ‘Measured:
magnet ’, can also be divided into two regions based upon the argon pressure. We found that
for pressures exceeding 2.6 Pa, classical-collision diffusion showed reasonable agreement with
the measured decay times. However, deviations from classical-collision diffusion theory appears
repeatedly in literature [9, 23, 28–31]. In this work, similar deviations were found for pressures be-
low 2.6 Pa, and Bohm diffusion with a pre-factor of 3, hence the factor 1

3 (�Bohm=3 / 1=3DBohm)
in Table 5.1), describes the measured decay times well. This found pre-factor is consistent with
literature [23, 24, 32, 61, 62] and will be elaborated upon later in this section. In the last part of
this section, the decay times with and without external magnetic field are compared. Based on
this comparison, the conclusion can be drawn that the magnetic field extended the decay time
up to two orders of magnitude. For the interested reader, a similar analysis for the plasma decay
time data without SPF is made in Appendix 5.D.

Ion acoustic speed. This model holds for the ‘no magnet’ case and for argon pressures below
2.4 Pa [1]. As can be seen in Figure 5.5, the ion acoustic speed model with an electron temper-
ature, Te, of 1150 meV describes the data points well for pressures between 0.002–1 Pa. The
relative high electron temperature is due to the fact that the plasma has not completely cooled
down yet at the moment that the fitting procedure started, 0.68–5 �s. The found value for
the electron temperature agrees well with previous MCRS experiments [1, 18] performed under
similar conditions.

Ambipolar di�usion. This theory was proven to describe the plasma decay time when no
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Figure 5.5: The EUV induced argon plasma-after-glow decay times with SPF for various pressures.
The 1=e decay times were obtained by means of an exponential �t in the exponential decay regime (phase
II) of the electric-�eld-squared-weighted average electron density graphs for each pressure. The numbers
under the data points ‘o’ and ‘x’ are the times in �s at which the �tting procedure started. This time is
also directly related to the temperature of the electrons, since the plasma is rapidly cooling. The errors
in the decay time are based upon the 10% error estimates from ne plus the �t errors.

magnetic field was used for pressures exceeding 2.4 Pa [1]. For the case of increasing pressure,
more collisions occur, causing the decay times to be higher than at lower pressures. Due to the
additional collisions and higher initial electron density the fitting procedure started at 60 and
140 �s. As a result, the plasma is in thermal equilibrium: the electron temperature has cooled
down to room temperature, i.e. 26 meV. This has also been reported by van der Horst [1, 17].
As can be seen in Figure 5.5, the decay times are higher than expected from ambipolar diffusion
theory. This means that the plasma decays slower than anticipated.

Classical-collision di�usion. In classical-collision-diffusion theory, we find the reduced am-
bipolar diffusion expression that has been introduced in Chapter 2. This theory has been ex-
tensively investigated by [38, 44–47]; however, they showed that this classical-collision-diffusion
model only holds under restricted conditions. As can be seen in Figure 5.5, this model seems to
describe the 5 Pa magnetic field enhanced MCRS measurement only. Deviations from classical-
collision-diffusion theory has been reported in various sources as well [28–31]. The movement
of charged particles perpendicular to the magnetic field in these studies was higher than antici-
pated. This results in a lower plasma decay time, which is in agreement with the measured decay
times in Figure 5.5 for the 0.002–1 Pa experiments. This enhanced cross-field transport has so
far been associated with instabilities of the plasma. A critical value of magnetic field strength
might exist for which the plasma becomes unstable [31, 63].

According to literature [61, 64], enhanced (anomalous) diffusion occurs in helium plasma af-
terglows when the magnetic confinement becomes dominant over elastic ion-neutral collisions,
!ci�m;i > 1. However, if the ion-neutral collisional effects appeared to be dominant, !ci�m;i < 1,
classical-collision diffusion theory remained valid [61]. Even though helium plasma afterglows
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were studied, a critical magnetic field strength—or rather a critical ratio p=B (as !ci�m;i /
B=p)—likely exists for EUV induced argon plasma afterglows as well. For the static magnetic
field used in this work, B = (57� 1) mT, the condition, !ci�m;i < 1, holds for p > 2:6 Pa. The
critical ratio then becomes p=B > 46 Pa/T. This critical ratio is dependent on the ions, !ci�m;i,
instead of the electrons, !ce�m;e, because the slowest species, i.e. ions, dominates the diffusion
rate. A critical pressure is in agreement with the measured plasma decay times. For pressures
exceeding 2.6 Pa, classical-collision-diffusion model seems to hold, while enhanced diffusion is
observed for pressures below this critical value. Likely, this critical ratio also depends on ge-
ometry of the cavity [30], because, for strong magnetic confinement, the charged particles can
short circuit [38] along the magnetic field lines. The influence of the cavity geometry should be
investigated in future work.

The 5 Pa experiment shows, however, a slower diffusion rate than anticipated by classical-
collision-diffusion theory. The fitting procedure started at 350 �s; hence, the electrons are in
thermal equilibrium at room temperature (26 meV). The slower plasma decay time is similar to
the slower decay times found for ‘Measured: no magnet’ case, seen in Figure 5.5. Although the
plasma dynamics differ, a similar mechanism could be responsible for slower decay predicted by
the shared ambipolar diffusion coefficient, as Da;? / Da. This mechanism could, for example,
be related to the cavity geometry and conductivity of its walls. Further experiments in the
classical-collision-diffusion-theory regime (p > 2:6 Pa) are required to draw a more quantitative
conclusion on the differences between the measurements and model.

Bohm di�usion. As previously mentioned, plasma oscillations likely cause the observed en-
hanced diffusion for pressures below 2.6 Pa. Bohm et al. [28] proposed that plasma oscillations
produce transverse electric fields. These electric fields then can cause the charged particles to
drift along the electric field, i.e. transverse to the magnetic field. If this drift motion effect
is dominant over the collisional transport, enhanced diffusion occurs. This enhanced diffusion
means that, according to Bohm et al. [28], that the diffusion coefficient is inversely proportional
to the magnetic field strength, eq. (2.41).

For pressures at and below p � 1 Pa, the plasma decay times are approximately constant at
� = 300 �s. The fitting procedure started for this pressure regime between 130–180 �s; hence,
the exponential decay region starts later. This means that the plasma expansion towards the
walls is delayed and that the time at which volume processes take place is extended.

The model of Bohm shows the best agreement with the measured results, seen in Figure 5.5. In
order to correspond the measured decay times with this model, a pre-factor of 3 is required to
match the time decay constant � = �Bohm=3. Generally, the pre-factor X is presented in diffusion
terms, �Bohm=X / 1=(X �DBohm), hence it is presented in this work as well as a pre-factor of 3.
This pre-factor could either mean that the electron temperature is 3 times higher Te = 3Troom
or that this pre-factor is containing an unknown enhanced diffusive phenomenom. According
to literature [23, 24, 32, 61, 62], pre-factors, ranging from 1–10, are common for Bohm-type
diffusion experiments and could be related to the dimensions of the cavity. In fact, the factor
1/16 in eq. (2.41) was empirically determined [28, 36]. Next, an attempt is made to explain the
enhanced transport and the required pre-factor.

Geometry could be an important factor for enhanced diffusion in plasma afterglows. In the
current work, the length to radius ratio is L=rcavity = 0:48, which is low compared to literature
discussed below. For a long (L=R = 50) discharge tube with radius R, plasma instabilities were
also found by Hoh et al. [30]. They suggested that the transition, i.e. critical pressure, to much
higher diffusion rates across a magnetic field mainly depends on the the nature of the gas, gas
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Table 5.2: Overview of Bohm pre-factors.

L (mm) R (mm) L=R pre-factor source
1500 100 15 0.4 [61]
700 50 14 1.75 [24]
700 80 8.75 2.2 [24]
16 33 0.48 3 This work

density, and tube radius. Later, Ventrice and Brown [65] suggested that their instabilities are
closely related to both the length and radius of their cylindrical plasma chamber, L=R = 68.
Table 5.2 shows an overview for pre-factors that are available in literature for various ratios of
L=R.

Experiments [61], where Langmuir probes were used to measure the ion densities in pulsed
electron beam induced helium plasma afterglows, showed Bohm-type diffusion with a pre-factor
of 0:4 � �Bohm for L=R = 15. It is important to note that the probe is invasive, meaning that it
interferes with the plasma. Later, Geissler [24] also performed experiments on the decay times by
measuring the diffusion-driven currents towards the wall. In case that the plasma was enclosed
by a metal cylinder with ratio L=R = 8:75, the diffusion appeared to be of Bohm-type with a
pre-factor of 2:2 � �Bohm, for small ratio of p=B. In their work, they also performed experiments
with a smaller radius L=R = 14. These results fitted well with a pre-factor 1:75 � �Bohm. From
their results we could conclude that, for decreasing ratio L=R, the pre-factor for Bohm diffusion
increases, seen in Table 5.2. Hence, based upon literature [24, 61], the found pre-factor of 3 could
be justified by the small ratio L=rcavity = 0:48.

MCRS experiments were conducted by Geissler [23] on weakly ionized helium plasma afterglows,
which also were subjected to an external magnetic field. In that work, the conclusion was drawn
that deviations from classical-collision-diffusion theory were observed if the end-plates of the
cavity were at the same electrical potential as the cylinder. If the end-plates of the cavity were
floating, classical-collision diffusion was oserved. Likely, charged particles were lost along the
magnetic field lines—when the end-plates were electrically connected—as a result of the Simon
short circuit effect [38]. The cavity in this work was grounded and, therefore, the end-plates
would have the same electrical potential. This means that our experimental results represent a
close resembles to the results of Geissler [23], meaning that the charged particles are likely lost at
the cavity end-plates. In Geissler’s [23] work, Bohm-type diffusion with a required pre-factor of
3.8 agreed well to the measured decay times at low pressures and high magnetic fields (low p=B).
In future endeavors, investigating the effect of the electrical potential on the cavity end-plates
could be key to increase the plasma decay time further.

Magnetic �eld enhanced MCRS. Now that the plasma afterglow decay times are illustrated,
with and without external magnetic field, they can be compared in a quantitative manner. As
can be seen in Figure 5.5, the measured decay times of the ‘Measured: magnet ’ case are longer
for all applied pressures. This means that the magnetic field confines the plasma and, hence,
delays the plasma decay in phase II. For low pressures, the difference in decay time seems fairly
constant with two orders of magnitude: from 3 �s to 300 �s. This does not mean that for low
pressures the life-time of the plasma is two orders of magnitude extended, due to the different
plasma dynamics that occur in phase I (and II). As can be seen from Figure 5.2a and 5.4a, the
lifetime of the plasma is extended by almost one order of magnitude.

For pressures above 2.6 Pa, the difference in decay time is less than for lower pressures, p <
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2:6 Pa. As for higher pressures, more collisions occur and the magnetic field becomes less
dominant (!ci�m;i < 1). As a result, for high pressures (out of our measurable regime) the
decay time with magnetic field will equal the decay time without magnetic field. Nevertheless,
magnetic field enhanced MCRS’ core goal is to increase the plasma-afterglow-decay time for
low pressures and therefore this enhanced technique promises to be beneficial for the MCRS
diagnostic method.

5.3 The transition from ambipolar to free di�usion

For the plasma afterglows measured in this work, the electron density decays generally in three
phases: first, rapid decay due to the increased electron loss by volume processes and expansion
of the plasma; second, ambipolar diffusion; and in the final phase, the electron loss rate increases
towards the free diffusion limit. For specific pressures where no external magnetic field was
applied, such as in Figure 5.1 where p = 5 Pa, an acceleration in the decay of the electron
density was found. This phenomenon is reviewed specifically for this 5 Pa case in Platier and
Limpens et al. [66]. However, in this work, all measurements showing this phenomenon will be
elaborated upon.

As a result of the increased resolution compared to prior work [4, 14–18, 26, 27], a lower limit of
the electron density can be measured. Hence, exploring the physics in an EUV induced plasma
in this new limit is now possible. The acceleration in the decay of the electron density can be
seen in Figure 5.1 indicated by phase III. This accelerated effect is due to the transition from
ambipolar to free diffusion, i.e. the breakdown of the ambipolar field, which depends on the
Debye length. If the Debye length is much shorter than the cavity dimensions (at high electron
densities), a space-charge field is created due to the different diffusion rates of electrons and
ions. This field tends to pull the slow and heavy ions towards the walls, while the corresponding
electrons are retarded by the field. This results in an equal electron and ion flux towards the
walls; hence, the plasma decays at the ambipolar diffusion rate. If the Debye length is much
longer than the cavity dimensions (at low electron densities), the space-charge field is negligible
and both species can diffuse freely towards the walls [67]. The acceleration of the electrons and
ions in the ambipolar to free diffusion transition phase was investigated by Gusunow et al. [60]
and Gerber et al. [68, 69]. As a result of the diminishing effect of space-charge, the electrons
are less slowed down by the ions. Both species accelerate up to the point that the heavy ions
can no longer follow the electrons. From this moment onward, the decay rate of the ions is
slower than of the electrons and a positive space-charge region is formed. According to Freiberg
et al. [67], the transition from ambipolar to free diffusion depends non-linearly on the electron
concentration.

Numano [70] investigated the transition from ambipolar to free diffusion and found that the ratio
of the electron Debye length to characteristic length Λ=�eDebye plays an important role in this
transition. If Λ=�eDebye � 1, the diffusion is ambipolar, and as this ratio decreases, the transition
towards free diffusion occurs. In fact, Freiberg et al. [67] found that if Λ=�eDebye . 100 then
the electrons diffuse faster than ambipolar. In this work, the transition starts at an electron
density of 2 � 1012 m-3, corresponding to Λ=�eDebye � 6 for room temperature electrons. The
difference in this ratio cannot be explained by the difference in effective plasma volume and
effective cavity volume V, eq. (4.3), because this would require V = 1=250 and would not agree
with the optical emission measurements of van der Horst [1]. However, a valid explanation could
be the difference in background gas, as in Freiberg et al. [67] helium was used, while in this work
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argon was used. Another difference is that the mean free path of the electrons �mfp = 26 mm is
larger than the characteristic diffusion length Λ. Therefore, for the cavity and plasma dimensions
and background gas used in this work, the transition from ambipolar to free diffusion starts at
a fixed value of the electric-field-squared-weighted electron density 2� 1012 m-3.

In addition to the electron debye length, a second condition for ions to diffuse freely is [69]

Λ

�iDebye
6 0:25 (5.1)

Once this condition is met the ions no longer diffuse together with the electrons, but at the fixed
free diffusion rate. In order for the equality in eq. (5.1) to hold, an ion density of 4� 109 m-3 is
required. This value is reached over longer time scales, even at the reduced pulse energy, than the
ion measurements performed by van de Ven [19]. This means that neither the ions nor electrons
in prior work were measured for this free diffusion regime in EUV-induced plasmas. Therefore,
the free diffusion regime in these types of plasmas have not been explored before.

Absent transitions for remaining pressures with SPF. As can be seen in Figure 5.2a,
the 5 Pa measurement shows the transition from ambipolar to free diffusion, while for the other
pressures (0.002–1 Pa) no such transition was observed. A reason for this difference could be
attributed to the different initial (maximum) electron densities. In the 5 Pa case the maximum
electron density is nmax

e = 1014 m-3, while for the 0.002–1 Pa cases the maximum is nmax
e < 1013

m-3. Similarly, as can be seen in Figure 5.10b, where no SPF was used, the measurements that
show the transition have an initial electron density greater than nmax

e > 4�1013 m-3. Therefore, a
kind of threshold for the ambipolar to free diffusion transition could exist and could be related to
the initial electron density. Further investigation should be conducted to quantitatively describe
the physical process responsible for this apparent threshold.

Measured transitions without SPF. In measurements with SPF, only the 5 Pa case shows
the ambipolar to free diffusion transition, while without SPF measurements ranging from 0.002–1
Pa show a similar transition, see Figure 5.10a and 5.10b. All these transitions also occur around
an electron density of 2� 1012 m-3, which is in agreement with the previously found value where
an SPF was used. As a result the ratios are also Λ=�eDebye � 6. One could argue that, for
the 5 Pa measurement without SPF in Figure 5.10a, a transition is present as well. However,
due to the deceleration effect (possibly due to the ions as described in Section 5.1), the electron
density decay decelerates around ne = 2� 1011 m-3. Therefore, we cannot conclude whether the
transition also occurs for the 5 Pa measurement.

E�ect of the external magnetic �eld on the transition. As can been seen in Figure
5.4a at 5 Pa, similarly as without magnetic field, the transition occurs and also starts around
ne = 2 � 1012 m-3. However, as can be seen in Figure 5.10c in which no SPF was used, the
transition for which p = 5 Pa lies around ne = 8 � 1012 m-3, resulting in Λ=�eDebye � 12.
These measured ratios are not in agreement with literature, as Numano [70] also investigated
the transition with the effect of a magnetic field. He reported that, as long as the assumption
holds that the plasma dimensions are sufficiently large compared to the gyroradii, the transition
from ambipolar to free diffusion starts at a lower electron density for an increasing magnetic field
strength. While literature suggests that the electron density transition point should be lower,
in this work, the transition points seem to be the same or higher. In order to investigate these
differences, one could devise an experiment with variable magnetic field strength and monitor
the ambipolar to free diffusion transition.
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5.4 Conclusions

The initial results of magnetic field enhanced MCRS are promising. By comparing the plasma
afterglow decay time for various pressures, we can conclude that the magnetic field increases this
decay time in phase II; thus, a slower decay of the plasma. Below the threshold pressure from
which the magnetic field becomes dominant (p < 2:6 Pa), the magnetic field significantly extends
this decay time by two orders of magnitude (from 3 �s to 300 �s). However, due to the different
plasma dynamics in phase I and (if applicable) III, the life-time of the plasma is only extended by
a factor of 8 and 5 for p < 2:6 Pa and p > 2:6 Pa, respectively. The measured plasma decay rates
were compared to four models: ion acoustic speed, ambipolar diffusion, Bohm diffusion, and
classical-collision diffusion. While some models agreed well with the experimentally observed
decay rates, Bohm’s model requires a pre-factor—which could be explained, according to the
reviewed literature, by the dimensions of the cavity. As expected, the external magnetic field
extends both the decay and life-time of the plasma; therefore, the magnetic field enhancement is
a promising extension on the already widely used MCRS technique.

In addition to the implementation of magnetic field enhanced MCRS, a new third plasma-
afterglow-decay phase has been measured. This third phase starts at the so-called ambipolar
to free diffusion transition. Due to the increasing Debye length for a decreasing electron density,
the plasma starts to expand freely around an electric-field-weighted-squared electron density of
2 � 1012 m-3. As a result of the two order of magnitude increase in the resolution that has
been achieved in this work, the new free diffusion regime becomes measurable—a regime not
yet measured in EUV induced plasmas, until this work. Therefore, the increased accuracy in
the MCRS technique enables one to fundamentally study the new third decay phase, i.e. free
diffusion regime, of EUV induced plasmas.
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Appendix

5.A Frequency shift experiments with SPF

Figure 5.6: The shift in resonance frequency|i.e. the di�erence in resonance frequency at each point
in time with respect to the the empty case (t < 0 �s)|as function of time �fres = fres(t) � fres,empty

on a logarithmic scale for various pressures. The red and blue line indicate a positive and negative shift,
respectively. A moving average of 1 �s (25 points) has been used to smoothen the data. The EUV source
was unstable and the EUV power power after the SPF ranged (8 � 2) to (12 � 2) �J.
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Figure 5.7: The shift in resonance frequency|i.e. the di�erence in resonance frequency at each point
in time with respect to the the empty case (t < 0 �s)|as function of time �fres = fres(t) � fres,empty

on a logarithmic scale for various pressures. A permanent magnet was used to increase the decay time.
The red and blue line indicate a positive and negative shift, respectively. A moving average of 1 �s (25
points) has been used to smoothen the data. The EUV source was unstable and the EUV power after
the SPF ranged from (8 � 2) to (12 � 2) �J
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5.B Frequency shift experiments without SPF

Figure 5.8: The shift in resonance frequency|i.e. the di�erence in resonance frequency at each point
in time with respect to the the empty case (t < 0 �s)|as function of time �fres = fres(t) � fres,empty

on a logarithmic scale for various pressures. The red and blue line indicate a positive and negative shift,
respectively. A moving average of 1 �s (25 points) has been used to smoothen the data. The EUV source
was unstable and the EUV power ranged from (17 � 2) to (25 � 2) �J
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Figure 5.9: The shift in resonance frequency|i.e. the di�erence in resonance frequency at each point
in time with respect to the the empty case (t < 0 �s)|as function of time �fres = fres(t) � fres,empty

on a logarithmic scale for various pressures. A permanent magnet was used to increase the decay time.
The red and blue line indicate a positive and negative shift, respectively. A moving average of 1 �s (25
points) has been used to smoothen the data. The EUV source was unstable and the EUV power ranged
from (17 � 2) to (25 � 2) �J
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5.C Electron dynamics without SPF

(a) Full range no applied magnetic �eld (b) Limited range no applied magnetic �eld

(c) Full range with applied magnetic �eld (d) Limited range with applied magnetic �eld

Figure 5.10: Electric-�eld-squared-weighted average electron densities as function of time for various
background pressures. Graphs (a) and (b) show the measurements without magnetic �eld, while graphs
(c) and (d) show the measurements including a magnetic �eld with a magnitude of (57 � 1) mT. The
plasma was created by EUV radiation with a pulse energy ranging from (17 � 2) to (25 � 2) �J. No
spectral purity �lter (SPF) was used. A moving mean of 1 �s (25 data points) was used to smoothen the
data, with the exception around t = 0 to maintain the correct values for the maximum average electron
density nmax

e .
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5.D Plasma-afterglow-decay time measurements without SPF

Here the decay time measurements are analyzed that were completed without SPF. Figure 5.11
shows the decay time for various pressures. These decay times were obtained by means of a fit
from the electron densities shown in Figure 5.10. The raw frequency shifts that correspond to
these electron densities are shown in Appendix 5.B. Now the source of the decay time measure-
ments without SPF have been discussed, these decay time results will be discussed.

Ion acoustic speed. Similar as discussed in Section 5.2.1, for pressures below 2.4 Pa, the
ion acoustic speed describes the decay rate. Except, for the measurements up till 1 Pa an
electron temperature of Te = 700 meV seems appropriate, which is in contrast to 1150 meV
that was measured with SPF. A lower temperature seems reasonable due to the fact that the
initial electron density is an order of magnitude higher; hence, more collisions occur and the
electrons cool faster. Furthermore, the fitting procedure started for the 1 Pa measurement at
10 �s, instead of 0.68–1.24 �s as in the other measurements. As a result, a lower temperature
than 700 meV seems appropriate for this data point. After 10 �s, the electrons collided more
and, therefore, an electron temperature of 127 meV seems reasonable. Either a lower electron
temperature could be the cause to this slower decay, or the transition from ambipolar diffusion
to ion acoustic expansion could be the cause. It is difficult to estimate whether one is or both
are causing the lower electron temperature.

Ambipolar di�usion. For pressures exceeding 2.4 Pa, ambipolar diffusion theory should de-
scribe the measured decay rates. Similar as in Section 5.2.1, the measurements show a slower
decay than anticipated by ambipolar diffusion theory.

Classical-collision-di�usion. For pressures exceeding p > 2:6 Pa, the data seems to agree
with the classical-collision-diffusion model. As pressure increases, the magnetic field becomes
less dominant (due to increasing collisions). Therefore, the difference between magnet and no
magnet case becomes less.

Bohm di�usion. For lower pressures (p < 2:6 Pa), Bohm diffusion model with a pre-factor of 7
seems to fit the data accordingly. This pre-factor is higher than the previously found pre-factor of
3 for measurements with SPF. The difference could be associated to the initial electron density,
as more free electrons are available in the no SPF case. Nevertheless, pre-factors ranging from 1
to 10 can be found in literature as well [32]. Therefore, the Bohm diffusion model still seems most
appropriate at low pressures. Again for the 1 Pa measurement and increase in the decay time
was found. However, the temperature is now 26 meV; hence, this increased decay time is likely
to be the result of a transition from classical-collision-diffusion theory to Bohm diffusion.

Magnetic �eld enhanced MCRS. Also without SPF, the magnetic field significantly increases
the plasma decay time at low pressures. The ratio seems to be constant at 25. The plasma life-
time (time before it is extinguished) also seems to be extended by a factor 25 for 0.002–0.5 Pa
measurements. However, not all plasma life-times are not extended by this value due to the
different plasma dynamics.
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Figure 5.11: No SPF: the EUV induced argon plasma-after-glow decay times for various pressures.
The 1=e decay times were obtained by means of an exponential �t in the exponential decay regime (phase
II) of the electric-�eld-squared-weighted average electron density graphs for each pressure. The numbers
under the data points ‘o’ and ‘x’ are the times in �s at which the �tting procedure started. This time is
also directly related to the temperature of the electrons, since the plasma is rapidly cooling. The errors
in the decay time are based upon the 10% error estimates from ne plus the �t errors.

66



Chapter 6

Recommendations

The previous chapter attempted to explain all results; however, some explanations remain absent
to current date and require further investigation. Fundamentally understanding the anomalous
(enhanced) diffusion, compared to classical-collision diffusion, could be an essential step to de-
velop magnetic field enhanced MCRS further. Moreover, in terms of experiments, a different
design and approach could be advantageous to delay the plasma decay even more. These miti-
gation strategies will be elaborated upon in this chapter.

As discussed in the introduction, MCRS could be used as a non-destructive in-line beam power
monitor. In this work, the detection limit of MCRS has been improved compared to prior work
[1, 14–18]. In this chapter, some preliminary calculations will provide a detection limit for the
number of photons required to enable the employment of an MCRS EUV beam power monitor.
Additionally, the application of employing MCRS as a beam monitor in other environments, such
as a Free Electron Laser (FEL), is elaborated upon. The recently demonstrated [4] multi-mode
MCRS—in combination with this work—could enable a new generation of beam monitors.

Finally, suggestions are presented for the investigation into the transition of ambipolar to free
diffusion and for future electron density experiments.

6.1 Anomalous di�usion

In experiments where the magnetic field was used, deviations were found from the standard
classical-collision-diffusion model. For lower pressures, the theory of Bohm diffusion showed the
best agreement with the measured results. Understanding this anomalous (enhanced) diffusion
is key for future magnetic enhanced MCRS work, as well as for current magnetic field diffusion
theorems. Currently, many various types of theoretical frameworks exist and a unified model is
lacking.

In literature the different models were studied due to their close relation to anomalous diffusion
in magnetic confinement fusion devices. Some literature [22] attempted to study the different
1=B2 and 1=B diffusive behavior for a helium plasma afterglow with MCRS. It is important to
note that in their work, the plasma processes are different— for example diffusion across the
magnetic field was a result of electron-ion collisions—and, hence, the plasma dynamics differ
compared to this work. Alikhanov et al. [22] found that, for low magnetic field strengths 70–80
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mT, classical-collision-diffusion holds, whereas, for larger magnetic field strengths 100–500 mT,
the Bohm model holds. Any logical interpretation of their results is absent in their work. Further
investigation with MCRS and varying both the pressure and magnetic field strength, p=B, could
lead to a physical interpretation of these results.

Although experimenting with increasing magnetic field strengths is appealing, studies from
Golant [9] showed that the increase in plasma decay time is small for magnetic fields greater
than 50–100 mT. The saturation of these curves can be attributed to volume processes for the
removal of charged particles, such as electron-ion recombination and electron capture by electro-
negative impurity molecules with subsequent ion recombination. Thus, increasing magnetic field
further than 100 mT could decreasingly affect the magnitude of confinement. Likely, a threshold
value exists for which the magnetic field becomes dominant. In this work, such threshold was
found at 2.6 Pa (or p=B = 46 Pa/T). In order to validate this threshold value, more experiments
around this regime need to be conducted. Likely this critical pressure depends on geometry
of the cavity, because, for strong magnetic confinement, the charged particles can short circuit
along the magnetic field lines.

Similarly, further experiments in the classical-collision-diffusion-theory regime (p > 2:6 Pa) are
required to draw a more quantitative conclusion on the differences between the measurements
and theory. In short, many more experiments with varying pressure and magnetic field strength
should be conducted to draw more quantitative conclusions on the underlying diffusion mecha-
nisms.

6.1.1 Mitigation strategies

Even though current diffusion mechanisms cannot fundamentally explain the anomalous diffusion,
this enhanced diffusion could be mitigated according to literature. Such strategies could be
implemented in future work and are listed below.

Redesigning the cavity. Redesigning the cavity could be advantageous, because—with the
current design—most electrons are lost longitudinally (along the magnetic field). A longer cavity,
increasing L=rcavity, will increase the plasma afterglow decay time, because less electrons will be
lost along the field. Increasing L=R results according Table 5.1 in a faster decay rate, as the
pre-factor in Bohm’s model decreases. However, it is important to note that the plasma decay
rate are expected to be governed by classical-collision-diffusion instead of Bohm diffusion. This
means that the plasma decay time increases if the classical-collision-diffusion model holds.

A saturation for L=rcavity might exist, as Hoh and Lehnert [30] found no difference in plasma
decay when they increased their discharge tube length L=R > 50. As a result of such a long
cavity, we can safely neglect the end-plate effects and the Simon short-circuit effect is likely
heavily reduced. A downside of increasing the cavity length is the converse effect that the
Transverse Electric (TE) mode becomes dominant in the cavity for other resonant modes, e.g.
TM110. This further complicates experimenting with multi-mode MCRS. Therefore, a suitable
optimum should be found for the ratio of cavity length to radius in future work.

Coating the inner cavity walls with a dielectric material. Another strategy is to coat the
inner cavity walls with a dielectic material. Due to Simon’s short-circuit effect [38], the decay
of the plasma is significantly affected. Although this effect is measurable, as demonstrated by
Drentje et. al [41], measuring the wall currents was excluded in this work. An additive effect is
that dielectric material will dissipate microwave energy and will lower the Q factor. This strategy
was proved to negate the short circuit effect, as found by Schnächter et al. [42, 43], increasing the
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confinement of the electrons. Therefore, coating the inner cavity walls with a dielectric material
could be investigated in subsequent studies.

Floating end-plates. Another option could be to electrically float the cavity end-plates. In
the work of Geissler [71], the potentials of the cavity end-plates were altered while the system
was subjected to an external magnetic field. According to this study, if the end-plates are of
the same potential as the rest of the cavity, anomalous diffusion occurs. While if the end-plates
float, classical-collision diffusion occurs. This means that the diffusion is less due to the fact that
the highly conductive walls cannot short circuit the plasma. So detaching end-plates electrically,
such as described in their work, could achieve slower decay rates as currently measured in this
thesis.

One could also combine the above mentioned strategies; however, it will be difficult to measure
the impact of each strategy. On the other hand, they might have an additive well effect on each
other, leading to better confinement of the plasma.

6.2 Application: MCRS-based beam monitor

One of the applications of this research is to set-up the basis for a future research project in
which MCRS can be used as a beam monitor. Here, an oversimplified calculation of the photon
flux density will be presented. This calculation is based upon the conservation of the theoretical
amount of created electrons. In order to calculate the photon flux density, first, the number of
photons needs to be calculated. The number of photons in a pulse Nphoton can be calculated
with

Nphoton =
nmax
e

ngas�KL
(6.1)

where � is the photo-ionization cross-section, L the effective length of the pulse, nmax
e the mea-

sured maximum average electron density , and K a factor which compensates for further ioniza-
tion by the electrons created by photo-ionization. For a photon with an energy of 92 eV and an
argon plasma, the total photo-ionization cross-section is � = 1:4 � 10�22 m2, which is the sum
of the single (15.8 eV), single (29.2 eV), double, and triple ionization cross-sections. As a result
of double and triple ionization processes, neglecting electron-impact ionization, every absorbed
photon induces on average K = 1:2 electrons [1]. For a tbeam = 100 ns pulse, L = tbeamc � 30
m, where c is the speed of light. To calculate the photon flux density in (m-2s-1), one could
use:

Φphotons =
Nphoton

Atbeam
(6.2)

where A is the surface, and for a beam waist of 2 mm, is 1:3 � 10�5 m2. These two equations
facilitate the required calculations for a beam power monitor.

In this work, the detection limit of the electric-field-squared-weighted average electron density
is 1010 m-3. Using eqs. (6.1) and (6.2), the number of photons and the photon flux density can
be calculated. Figure 6.1 shows the detection limits of the number of photons and photon flux
density. For an increasing pressure the detection limit decreases, because as pressure increases,
more electrons are created by photo-ionization. A larger number of electrons, results in a larger
shift in resonant frequency; hence, a lower photon detection limit. Even though the calculations
are initial and simplistic, they illustrate first order approximations of the photon detection limit
of MCRS as beam monitor.
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Figure 6.1: The number of photons and photon ux density detection limits as a function of pressure
for a 100 ns EUV pulse with photons with an energy of 92 eV. These calculations are based on an
argon background gas environment, an EUV beam waist of 2 mm, and a lower detection limit of the
electric-�eld-squared-weighted average electron density of 1010 m-3.

6.2.1 Free Electron Laser experiments

One of the core objectives for forthcoming work is to implement a MCRS-based beam monitor.
In this work, the background pressure could be decreased down to 0.002 Pa only, as a result of the
required background pressure to operate the EUV source. In other experimental environments,
decreasing the pressure further results in rapid decay of the plasma afterglow. Such fast plasma
decay rates occur, for example, when the energy of the ionizing pulsed beam is low, background
pressure is low, or the photo-ionization cross-section is small. A prime example of such an
environment is a Free Electron Laser (FEL), because, for some FELs, the pressure is required to
be lower than 10�5 Pa (equivalent to 10�7 mbar) [72], leading to a rapid decay of the plasma.
In this work, the proof-of-principle of magnetic enhanced MCRS has been presented and has
shown to increase the plasma life-time, enabling this method to measure the electron density
more accurately while retaining temporal resolution. However, if the MCRS temporal resolution
is still too slow for a rapid decaying plasma, correcting for the already decayed electron density
is required. To current date, no correction studies have been conducted. Despite the contrary,
Eindhoven University of Technology is currently collaborating with a FEL project based in Italy
to implement MCRS as a beam monitor.

6.2.2 Multi-mode magnetic enhanced MCRS

In this work, the measured electron densities were averaged over the full cavity volume and, as
a result, spatial information on the electron density was lost. However, correcting for the local
electric field of the resonant mode used has been demonstrated by Beckers et al. [27]. Moreover,
using several modes in MCRS is feasible and due to the different electric field of each mode, the
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electrons are probed differently. In their work, electron densities as low as 1012 m-3 could be
detected with a spatial resolution of sub 100 �m and temporal resolution of sub 100 ns. Because
the temporal electron density profile is known when multi-mode is employed, this directly relates
to the EUV beam shape and position. Therefore, multi-mode MCRS could be used as beam
shape and position monitor as well

A current drawback of this method, however, is the time consuming reconstruction of the elec-
tron density profile at each moment in time. For this reason, multi-mode MCRS has not been
employed in this work. Nevertheless, in future work, and if time allows, the combination of
multi-mode, magnetic enhancement, and the lower detection limit could enable a new generation
of beam monitors.

6.3 Ambipolar to free di�usion transition

By means of this work, an apparent threshold was found for the initial (maximum) electron
density before the plasma can decay freely. Further investigation should be conducted to quan-
titatively describe the physical process responsible for the apparent threshold of nmax

e > 4�1013

m-3 for which this transition occurs.

Furthermore, it was found that if the plasma is subjected to a magnetic field, the apparent
threshold increases and the point at which the transition towards free diffusion starts, increases
as well. Based upon literature [70], the contrary should occur: the critical value for which the
transition occurs decreases for increasing magnetic field strength. In order to investigate these
differences, one could experiment with magnetic field strength and monitoring the critical density
where the transition from ambipolar to free diffusion starts.

6.4 Other suggestions

Other suggestions are briefly listed below.

� In work presented, interesting features were measured, such as the negative frequency shifts.
These negative shifts, such as in Figure 5.3, were also measured in prior endeavors [1], but
any logical interpretation remained absent. In the previous chapter, a possible cause of the
negative shifts was discussed: the late inflow of secondary electrons (created in the cone
by EUV radiation) to the cavity at the time when the empty cavity resonant frequency is
determined. The cause of these negative shifts should be investigated in future work.

� Another interesting feature is the intersection of the electron density lines, seen in Figure
5.2 and 5.4. The intersections are likely due to some physical mechanism that is so far not
identified. In future work, these intersections should be investigated further by, for example,
performing experiments with different pressures as well as magnetic field strengths.

� In figure 5.2, after 10 �s starting at ne = 1011 m-3, the electron density decay decelerates
abruptly. In the previous chapter, an indirect possible cause was presented, i.e. the ions.
In future endeavors, this electron decay behavior could be linked to the already available
literature on the ions in these conditions, for example, studies from Velden [73]. Measuring
the ion density as function of time in similar conditions could be key to understanding this
decelerated electron decay behavior.
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� In order to extend the measurable range of MCRS even further, two cavities can be used.
Assume a beam that has a small divergence such that two cavities can be sequentially
placed in the beam line. One could employ two similar cavities, one with and one without
magnetic field, to combine the vast sensitivities of each cavity. The cavity without magnetic
can measure for higher pressures as the plasma decays faster. The cavity with magnetic
field can measure for lower pressures, as a result of the delayed plasma decay. In this way
the range of the method could be extended even further.

� In this work, the magnet was made of Neodymium. This material is sensitive to hydrogen,
meaning that the magnet would break in hydrogen environments, such as in EUV lithog-
raphy machines. Therefore, coating or using a different kind of magnet is suggested for
future work.

� A static magnetic field was used in the presented work; however, a magnetic mirror trap
might be advantages to confinement as well. However, the underlying enhanced diffusion
mechanisms, as measured in this work, should be explored first. After fundamentally
understanding the anomalous diffusion, complicating the system further with a magnetic
mirror trap could be investigated.

� To current date, MCRS is employed at the intermediate focus (IF) of the beam. This
could mean that this method becomes destructive if the cavity replaces the position of
the experiment for which the beam is required to be located in this IF. An MCRS-based
beam monitor is required to be non-destructive; hence, avoiding the issue mentioned above
is mandatory. Placing the cavity out of the IF could be key for making this method
non-destructive and should be investigated in future work.

72



Chapter 7

Overall conclusions

The goal of the work presented in this thesis is:

To investigate magnetic �eld enhanced MCRS and to study an EUV induced plasma
with the improved detection limit of MCRS.

After the ionization processes, the EUV induced argon plasma decays, which is generally referred
to as the plasma afterglow. A non-destructive in-line method, Microwave Cavity Resonance
Spectroscopy (MCRS), was used to investigate these EUV induced plasma afterglows. In weakly
ionizing environments, the response time of the cavity could be too long to measure the highly
transient electron dynamics, meaning that the plasma has decayed before it could have been
measured. Generally, when employing MCRS, a trade-off needs to be made between accuracy
and response time. Therefore, extending the plasma life-time by an external magnetic field is a
promising enhancement for the MCRS technique in general.

Magnetic field enhanced MCRS has been successfully employed in EUV lithography comparable
conditions. The plasma afterglow decay time was determined and compared to experiments
where no magnetic field was used. Based upon these results, the conclusion can be established
that the magnetic field increases the decay time; thus, extending the plasma life-time. The
magnitude of effect of magnetic enhancement depends on the background argon pressure. Below
the threshold pressure from which the magnetic field becomes dominant (p < 2:6 Pa), the
magnetic field significantly extends this decay time by two orders of magnitude (from 3 �s to 300
�s). However, due to the different plasma dynamics in the other phases of the decay, the life-time
of the plasma is only extended by a factor of 8 and 5 for p < 2:6 Pa and p > 2:6 Pa, respectively.
Both quantitative and varying degrees of agreement with theoretically obtained decay times were
found. However, similar deviations were found in literature for plasma decay experiments where
the plasma afterglow was subjected to an external magnetic field. Such disagreements are likely
to be related to the highly conductive walls and geometry of the cavity. Altogether, the external
magnetic field extends both the decay and life-time of the plasma; therefore, the magnetic field
enhancement is a promising extension on the already widely used MCRS technique.

By means of this this work, a lower detection limit of MCRS—as low as an electric-field-squared-
weighted average electron density of 1010 m-3—a new third plasma afterglow decay phase has
been measured. This third phase starts at the so-called ambipolar to free diffusion transition.
Due to the increasing Debye length for a decreasing electron density, the plasma starts to expand
freely around a critical electric-field-squared-weighted average electron density of 2 � 1012 m-3.
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As a result of the two orders of magnitude increase in the resolution compared to prior work,
the new free diffusion regime becomes measurable—a regime not yet measured in EUV induced
plasmas, until this work. Therefore, the increased accuracy in the MCRS technique enables one
to fundamentally study the new third decay phase, i.e. free diffusion regime, of EUV induced
plasmas.

The combining effect of these results enables the implementation of a MCRS-based beam mon-
itor in future endeavors. Preliminary calculations provided a photon and photon-flux detection
limit for an EUV induced argon plasma. Recent developments of multi-mode MCRS, which is
temporally as well as spatially resolved, in combination with the—in this work achieved—lower
detection limit and magnetic enhancement, could initiate a new type of non-invasive in-line beam
monitors.

One of the future endeavors could be to fundamentally understand the anomalous (enhanced)
diffusion. This subject could be key for future magnetic enhanced MCRS work as well as for
incorporating the latest developments in magnetic field diffusion theorems. Even though the
discussed diffusion models cannot fundamentally explain the anomalous diffusion, this enhanced
diffusion could be mitigated by, for example, redesigning the cavity, coating the inner cavity
walls with a dielectric material, or by electrically floating end-plates. Continuous development
in MCRS, such as presented in this work, facilitates the increasing amount of applications of this
non-destructive monitoring technique.
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