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Abstract

Detecting emotions of other humans is challenging for us humans. It is however important in many social contexts so that many individuals seek help in this regard. As technology is evolving, more and more AI-based options emerge that promise to detect human emotions and support decision making. We focus on the full delegation of detecting emotions to AI to contribute to our understanding how such AI is perceived and why it is accepted. For this, we conduct an online scenario-based experiment in which participants have the choice to delegate emotion detection to another human in one group and to an AI tool in the other group. Our results show that the delegation rates are higher for a human, but surprisingly high for AI. The results provide insights that should be considered when designing AI-based emotion-detection tools to build trustworthy and accepted designs.

1. Introduction

Detecting and acting on emotions has been seen as an essential human trait [1] that specifically separates us from machines. Human decision-making is often driven by emotions of others that we perceive in a social context [2]. However, recent studies show that detecting emotions reliably is not well understood for humans and many individuals struggle with it [3]. There is no agreed-upon and standard way of identifying the emotions that manifest in a social communication setting among humans [3]. In other words, the decision-making affected by emotions is also subjective and volatile for humans. Hence humans may wish to delegate the emotion-detection task in various situations; e.g., under too much work strain, for cognitively complex tasks, or to avoid accountability [4-6].

With the recent advances in the field of Artificial Intelligence (AI), the separation of human traits from machines has become narrower [7]. AI-based emotion-detection is seen to be life-changing for our future [8]. Successful AI-based emotion-detection tools have already been designed in various domains such as healthcare [9], disaster management [10], customer service [2], social media, e-commerce, chatbots [11, 12], and workplace [8, 13]. However, it is rather understudied how AI-based emotion-detection is perceived and accepted by humans. Specifically, there is a lack of research for decision delegation to AI rather than decision support, when AI executes the decision autonomously based on the emotion analysis. Decision delegation differs fundamentally from support as the information is not provided to make an own informed understanding, but a person delegating is giving up his/her decision authority with all related consequences [4].

Understanding how humans perceive the delegation of emotion-detection is important to present proper AI functionality to users and build trust between users and AI [14]. Analysis of the human perception with regard to such an AI-based software is also valuable because the programming of emotion detection for AI-based software systems is based on the understanding of human emotion-detection [3]. The subjective and context-dependent nature of interpreting human emotions make it a challenging task to equip an AI-based software system with capabilities and characteristics that are trusted by its users [15]. The investigation of human perception for emotion-detection delegation tasks can help to overcome this challenge. Therefore, in this study, we investigate the research questions how humans perceive and accept the delegation of an emotion-detection task to an AI-based software and how this differs from when the task is delegated to another human, which is the typical case due to the humanly nature of the task.
The remainder of this paper is as follows. In section 2, we describe the theoretical background of our study. In section 3, we provide the methodological details of this research. Section 4 covers the results. In section 5, we discuss the results. Finally, in section 6, we conclude the study and discuss the theoretical and practical implications.

2. Theoretical background

2.1. Emotion detection

Emotions play an important role in how humans think and act. They manifest in both verbal and non-verbal communication in social interactions. The abilities to perceive and convey emotions have long been thought as the essence of human nature [1] and one of the essential traits that separates humans from computers. However, the recent developments in AI have paved the way to promising research that aims at empowering software agents and robots with emotion recognition capabilities as well.

Researchers reported accuracy levels in emotion recognition on textual content that outperform human capabilities [16]. Computer vision models using deep convolutional neural networks were shown to be effective in detecting non-verbal emotional cues on facial expressions of humans [17] and on body gestures [18]. Similarly, convolutional neural networks with long-short-term memory achieved higher accuracy in detecting emotions by extracting paralinguistic information from human speech. Moreover, the detection of emotional-valence was shown to be possible by analyzing even simpler interaction methods such as keyboard strokes [19] and mouse movements [20]. Studies also show additional benefits of using a multimodal approach, i.e. using multiple forms of inputs together, such as speech, text, and video for emotion recognition [21].

It is foreseen that computers will soon be equipped with holistic capabilities of detecting human emotions and adjusting their behaviors based on the emotions of the humans that they interact with [8]. However, despite the large body of literature on automated emotion recognition, there is a lack of research on how automated emotion recognition will be perceived and accepted by humans.

2.2. Attachment theory

Attachment theory provides a lens to explain how humans bond to and form relations with others [22]. In line with Leyer and Schneider [23], we adopt attachment theory to explain the relation of individuals to human and AI-based software. Attachment theory studies the tendency of a person to form, maintain and dissolve loving bonds with particular other people [22, 24] and describes characteristics of a person's relationship with other people [25-27]. The theory contains that individuals are constantly looking for other people who support their needs best and ensure security. Therefore, attachment develops more likely to familiar individuals that are expected to ensure security even if the particular person is not known much [27].

Since its origins in child development and interpersonal relationships, attachment theory has been applied in other contexts. Research in psychology and marketing suggests that attachment can go beyond the context of person-to-person relationships and can extend to ownership [28], brands [29] and places [30]. As attachment builds up over time, studies have also shown that people generalize the attachment or transfer it from one context to another [31] when they evaluate a new relationship. Accordingly, studies have considered the attachment of humans to software systems to explain their attitude for assessing the system’s outcome [23] and collaborating with the system [32]. Beyond companies naming their software, e.g. Alexa, humans tend to give names to objects, develop attachment to systems [33] and some could even develop a feeling of love if software is embedded in an object [34]. Hence, similar to humans, places or objects, systems are perceived as artefacts to which attachment can be built especially when they have some sort of behavior that is perceived as intelligent.

2.3. Related work

Decision delegation differs in relation to decision support systems insofar that the delegate executes the resulting decision of an analysis autonomously [35]. Such decision-making is likely to be delegated when an individual feels overstrained with the task due to high workload [4] or cognitive reasons [5]. The more the delegate is perceived as capable in performing the task, the higher the delegation rates become [36]. When decisions are emotional, individuals have been found to delegate to other professional humans to avoid potential guilt of own decision making [6, 37]. Humans are found to approach the decision-making delegation to computers differently than humans. There is a tendency of humans to expect perfect results from an AI-based system [38]. There is, however, also evidence that even objectively capable AI-based system are more avoided than their human counterparts [39].

To date, studies have mostly focused on the design of emotion-aware systems (e.g., for healthcare and disaster management [9, 10]) and acknowledged the utility of delegating emotion-detection tasks to a system
emotions in real-time on the phone. This allowed Henkel, et al. [2] to empower service employees with an emotional attachment to the robots that they work with. Showed that teams perform better when they have higher delegation of actions based on emotions [3].

Integrating this in systems for seamless support and service (e.g., Microsoft Azure and Affectiva.com) to be able to track and gauge the emotions of both others [45] and [48]. Nevertheless, it is a challenging task for employees, even more than intellectual intelligence (36% vs 27%) have been shown to contribute to work performance [47]. Emotional intelligence competencies reduce emotional distress and improve work performance [46]. Emotional intelligence of employees in the workplace, which is the capability of understanding and managing emotions of others [46], is found to have significant importance to emotional status. Based on the need for the delegation of emotion-detection, new AI tools have been developed to enable people understand and respond to the emotions of others in the workplace [8, 13]. However, despite the increasing applications of emotion-aware systems and particularly emotion detection, the perception of individuals about the delegation of emotion-detection tasks to an AI-based system has not yet been investigated.

2.4. Hypotheses and research model

According to the attachment theory, a new person becoming present for an individual is evaluated with regard to prior experiences. The closer the person is perceived with regard to positively experienced contexts, the higher is the attachment. This holds true even if there is no personal relationship with this specific person. If a person offers help in the form of a delegate, then this evaluation takes place. The higher the attachment with this delegate due to prior similar experiences, the more likely is a delegation. We hypothesize that when a delegate, a human or a system that takes over a decision, offers help, the individual decides to accept/reject the help based on the attachment s/he recognizes towards the delegate. Hence, we formulate H1 as follows:

H1: The higher the attachment with the delegate, the higher is the acceptance of the offer to use the delegate.

When it comes to artificial beings, humans tend to ascribe to robots "human-like" characteristics such as emotional states and personality [50]. It has been shown that in technological contexts, "human-like" robot behavior tends to lead to a higher degree of attachment, even if the robots are not particularly responsive [51]. Studies have also shown that adults who interact with a more human-like robot perceive it as more empathetic and trustworthy compared to a text-based virtual assistant even when it performs identically [52]. This highlights the importance of human features and attachment that also applies for AI.

While the attachment theory acknowledges that there are individual differences in attachment patterns, it suggests that the expected similarity with people manifests in attachment and makes people prefer other people than computers for positive actions [14, 15, 53]. Due to prior similar experiences of an individual to a human, we posit that the attachment of an individual is higher to another human than AI that takes over the decision based on emotion-detection. Such an attachment is rooted in prior experiences which is less likely to have happened with AI so far. Hence, for a decision-delegation task, we formulate H2 as follows:

H2: The attachment of an individual is higher with another human compared to an AI-based system.

As discussed, attachment has an important role in the acceptance of an offer. Since individuals and AI-based systems are assumed to be associated with different attachments [23], an acceptance or rejection is not evident because an offer is made by a human or an AI-based system. It is rather that both forms of delegates
lead to different levels of attachment, which then has an influence on the acceptance of the offer. Hence, we formulate H3 as follows:

H3: Attachment mediates the likelihood of accepting an offer from a human or an AI-based system.

Figure 1 summarizes the hypotheses in our research model.
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**Figure 1: Research model**

### 3. Procedure & method

#### 3.1. Setting

Participants were asked to accept or reject the help of a colleague/AI-based system for detecting emotions of a management board and adjusting the slides based on the detected emotions during an important presentation at work. We used a scenario as described in Appendix A-1. The participant was introduced as an employee in a small consultancy company that presents their project to the management board of a big company to win them as a client. The importance of this presentation and the gains of winning client were emphasized. The hypothetical AI-based system in this scenario is a software agent that is designed to detect the emotions of individuals based on their facial expressions and gestures while listening to the presentation. Such systems have been introduced and demonstrated in many studies (e.g., [2, 18]).

#### 3.2. Measures

Participants could decide whether they would delegate the emotion detection of a management board and adjustment of the slides according to the assessment of the emotion-detection during the important presentation they make for their company. One group had the option to delegate to a colleague, the other group to an AI-based system in the form of a box. After receiving the scenario, participants were questioned regarding their level of fear (1-5) in the given situation using the scale of Izard, et al. [54].

In the following, we measured the attachment of the participant with the colleague or the AI-based system (1-5) adopting the scale of Mugge, et al. [55].

Finally, we recorded the decision made by each participant with a yes/no question whether the participant would accept or reject the offer.

Next to the control variable scared, we also measured age and gender as well as whether a participant feels intruded by the offer (single item, 1-5). As an optional open-ended comment item, we asked the participants to explain their rationale for their decision.

#### 3.3. Participants

To gather participants, we used the crowd working platform Clickworker (similar to Amazon MTurk). As Clickworker is an unsupervised online platform on which participants are paid for participating in a survey, we followed the recommendations of Goodman, et al. [56] by having a short survey and including attention checks. Participants were assigned randomly to having the option to delegate to a colleague or the AI-based system.

We addressed 200 participants from Clickworker. One participant had to be deleted because of partially missing data due to technical reasons. Hence, our sample consists of 199 participants of which 34.2 per cent are male and 65.3% are female. The participants are 35.09 years old on average (SD: 10.61) with a minimum age of 18 and a maximum of 70. 104 participants are in the group of having the option to delegate to a colleague while 95 participants are provided with the option to delegate to the AI-based system.

#### 3.4. Methods

We applied a linear regression-based mediation model analysis on our quantitative data according to our hypotheses using the Process Plugin for SPSS [57] with 5,000 samples for the bootstrapping procedure. The plugin is regression based and uses binary logistic regression for estimating the effect on the dependent variable. We coded the quantitative data in the open-ended comment questions. One of the authors coded all comments and identified 8 categories (7 themes and a none category). The two other authors categorized half of the comments each and did not identify any other themes. Related to the inter-rater reliability, a Cohen’s Kappa value of 0.67 was reached, which points out to a substantial or good agreement level [58]. When two authors assigned different themes to a comment, the third author also categorized the comment. Majority decision was used for the final theme assignment.

### 4. Results

#### 4.1. Descriptive

---

*Page 6310*
Of the 104 participants having the option to delegate to a colleague, 68.3% decided to delegate while 63.2% of the 95 participants delegated to the AI-based system. Hence, the rate is 7.5% higher for the delegation to colleagues than to the AI-based system.

The attachment with the colleague is 3.47 (SD: 0.71) which is 25.1% higher compared to the AI-based software (Mean: 2.60; SD: 0.80).

Regarding the control variables, average perceived fear in the given scenario is moderately high with 3.47 (SD: 0.75). Intrusiveness is 2.02 on average (SD: 1.17) for the colleague and 2.91 (SD: 1.22) for the AI-based system.

Table 1 provides an overview on the direct correlations between our three variables.

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human vs. AI-based system</td>
<td>-</td>
<td>-0.50*** .05</td>
</tr>
<tr>
<td>Attachment</td>
<td>-</td>
<td>-0.38**</td>
</tr>
<tr>
<td>Acceptance of offer</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Pearson correlations among the variables in the research model

4.2. Quantitative results

The quantitative results are calculated according to the research model and are depicted in Figure 2.

The results provide empirical support for H1, meaning that a higher attachment with the colleague/AI-based system leads to a higher acceptance of the offer. The value of 1.13 indicates a positive influence of attachment and the McFadden value of .24 (representing the R² for logistic regression) shows a relevant explanatory degree of our model for the acceptance of the offer.

There is also empirical support for H2, stating that it is more likely that there is a higher attachment with the colleague than with the AI-based system. The negative value of -0.64 shows a clear tendency of attachment in favor of humans (coded with 1 while the AI-based system is coded with 2) and the R² of .61 shows a high explanation of attachment by this factor.

H3 is also supported, i.e. attachment mediates the relationship between the delegate offered and the decision to delegate. Since the value is negative with -0.73, it follows the explained logic: Humans lead to a higher attachment which then leads to a higher acceptance of the offer.

We also test the influence of the control variables outlined and find no influence of age, gender and fear on attachment or the decision. Intrusiveness is however a relevant factor, leading to a lower attachment (-.25, p < .001) as well as lower acceptance of the offer (-.72, p < .001). This result is a first quantitative hint for the relatively more negative connotation of AI-based system compared to human colleagues.

4.3. Qualitative results

We identified 7 themes for the open-ended comments. 19 of the comments did not have a specific theme. Two themes were assigned for 14 comments. The themes and the number of comments related to them are shown in Table 2.

<table>
<thead>
<tr>
<th>Theme</th>
<th>All</th>
<th>Human</th>
<th>AI-based System</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Support as help</td>
<td>81</td>
<td>43</td>
<td>38</td>
</tr>
<tr>
<td>(2) Support as capability</td>
<td>35</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>(3) Own capability</td>
<td>25</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>(4) Trust/distrust</td>
<td>16</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>(5) Intrusiveness</td>
<td>13</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>(6) Lack of capability</td>
<td>12</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>(7) Accountability</td>
<td>11</td>
<td>8</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2: Themes and related number of comments

A high ratio of comments (42%) cover Theme (1), pointing out that the participants appreciate the help provided by the human/AI-based system in general, the human (colleague in the scenario) being slightly more pronounced. Next, Theme (2) is covered by 18% and equally distributed among the human and the AI-based system. Thus, these participants think that the colleague/AI supports through their superior capability, which is similarly applicable for both the colleague and the AI-based system. In the next theme (3), which is observed in 13% of the comments, the participants think that they have superior capability themselves. This is valid more for a colleague rather than AI-based system. In theme (4), 8% feel trust or distrust to the colleague/AI-based system, which is applicable more to the AI. Theme (5), feeling of intrusiveness and lack of control, emerges in 7% of the comments, followed by...
Theme (6), lack of colleague/AI’s capability, and Theme (7), accountability about sharing responsibility. Lack of capability theme only emerges for the AI-based system, whereas accountability is rather mentioned by the participants with a colleague’s support for the emotion detection task.

5. Discussion

The quantitative results of our study justify that attachment felt by an individual indeed has an impact on the decision to delegate a task, whether it is another human or an AI-based system that the task is delegated to. As we expected, humans show significantly more attachment to another human rather than a system. Nevertheless, interestingly, the decision for delegation to the human and the AI-based system was different only 7.5%, while overall, 66% of the participants accepted the offer for the delegation. This result may point out that individuals are getting more accustomed to incorporating AI-based systems into their lives, even for emotion-detection, which is attributed mainly to humans. It seems like the feeling of attachment is more important to accept the offer for this task rather than the fact that it is coming from a human or a system. We see that the qualitative results align with this. The fact that help is provided in this task was mostly appreciated by the participants, which seems to be much more important than assisting them with capability. This was similarly important for both delegating the task to a human and the system. Still, the provided superior capability was also valued highly and equally for both the humans and the AI-based system.

Intrusiveness, however, seems to be a prominent factor to affect both attachment and the decision to delegate, significantly more so for the AI-based system. Reactance theory may explain the sense of intrusiveness. Understanding the psychological response to conscious persuasive messaging has long been a topic of academic research [59]. However, we do not find much evidence in this regard. The qualitative results indicate that individuals might get used to the AI-based system when the situation requires them to accept the support. The functional aspects are more important than personal aspects, which explains the relatively high acceptance rate. The capability support provided by another human or an AI-based system was equally valued. Contrary to the qualitative results, intrusiveness was not a prominent theme in the comments, and it was equally observed for the human and the system.

Contrary to prior research [38], we do not find any argument for the expectation of perfection for an AI-based system but rather that individuals see a lack of capability for the AI-based system with regard to emotion detection but not at all for humans. This can be seen from an attachment perspective since participants can imagine humans from other experiences better than a never used AI-based system. Similarly, the theme of having more capability himself/herself may have emerged more for delegating the task to a human, since the individual can compare self better with a human than a system. Accountability, or feeling that the responsibility in the task is shared, can also be an important factor underlying attachment, which was notably higher for a human [6].

Our results are contrary to Yukl and Fu [36] as the perceived capability did not emerge as a main argument for delegation in the qualitative results. Our findings rather align with the argument of Schneider and Leyer [5] that participants feel overstrained in this stressful situation, shown by the high appreciation of support as help. We also do not find support for the previous results about avoidance of AI-based systems even when they are objectively capable [39], since lack of capability was only attributed to the AI-based system in our results but still the system was highly accepted by the participants. Nevertheless, we observe different underlying rationale for the delegation of the task to humans and AI-based systems, as suggested by previous studies [38, 39].

5.1. Theoretical implications

Our study highlights the importance of delegating emotion detection to an AI-based system despite being broadly perceived as a core human capability. We are first in addressing this aspect and find that, despite a lower attachment, individuals perceive also AI for emotion detection as broadly helpful. This may add a new perspective to the literature. We establish attachment as a new dimension in algorithmic acceptance. Based on the importance of attachment that we reveal in this study, researchers may look into ways to strengthen attachment to an AI-based system to increase its use, which can be about the time of the relation or other aspects in human-AI interaction. Our results on attachment may contribute to the adoption studies for social robots and anthropomorphized agents as well. These studies may look for ways to increase the attachment to the robots and agents relevant to their context based on the factors we have identified.

On the contrary to the studies indicating algorithmic aversion [39], our results demonstrate that individuals may actually accept an AI-based system when they need its support and develop an attachment. This may point out to the fact that the gap between AI-based systems and humans is closing, as shown by the small but still significant difference of acceptance in our results.

Our study places attachment as a new perspective in the AI adoption literature specifically focusing on decision delegation, which is rather understudied [5].
We also contribute by examining the underlying perceptions towards both a human and an AI-based system in a delegation task and revealing the differences. It becomes clear that functional aspects of the support provided by the delegation are similar and most important while differences of humans to AI-based systems can be explained by a higher sense of lack of capability and accountability. Distrust to AI-based system seems to be not important for emotion detection.

Overall, the high rates of decision delegation in the experiment and the appreciation of the help provided by emotion detection support indicate that many individuals are ready to delegate emotion-detection tasks to AI-based systems. This finding justifies the efforts in AI research to improve the accuracy of emotion-detection algorithms and helps to design concrete use cases for such systems.

5.2. Practical implications

Our results highlight the feasibility of emotion detection as a service in practice. Despite some individuals being very self-confident in their abilities, research shows that humans are not quite reliable in doing so [3]. Hence, an adequately designed AI-based system can provide an objective, standardized way that is worth to be invested in as we see quite high acceptance rates.

Our results also point out that an important aspect in acceptance/attachment with an AI-based system is the perceived lack of capability, which should be targeted by providers of such systems. The consistent capabilities of the emotion-detection system in different contexts should be demonstrated to the users, which is to be contrasted with subjective perception of humans for such a task [2]. Moreover, system providers can highlight that the use of an AI-based system would overcome the issues associated with a human when delegating an important task, namely trust and accountability.

6. Conclusion

Emotions play an important role during decision-making in serious social contexts. However, the identification of emotions is highly a subjective and arduous task even for humans. Individuals may need support for emotion-detection during strained tasks. In such situations, delegation of the decision-making based on emotion-detection may be necessary to take the strain off an individual. In the last years, various AI-based solutions have been developed for emotion-detection, which is shown to have high accuracy levels. The solutions have been implemented in diverse domains such as customer service, healthcare, chatbots, and e-commerce. However, not much research can be found on the perception of emotion-detection specifically for the delegation of a task. We turn to the attachment theory to understand the feeling of attachment and intent for acceptance for individuals when they delegate the emotion-detection to a human or an AI-based system. Our findings show that attachment felt in a situation is a relevant factor in accepting help from an AI-based system compared to humans, and individuals develop more attachment to another human than a system. Nevertheless, individuals are willing to accept the support of an AI-based system less but close to a human. We qualitatively explored the facets on which attachment and acceptance with an AI-based system is based. The fact that a support is provided for the delegation of emotion-detection and taking action upon that is valued highly for both a human and an AI-based system giving the support. A perceived superior capability being provided than the individual using the support comes the next, similar for both a human and a system. We extend prior work on decision support by providing results for emotion detection delegation. Our findings underpin how AI-based systems can be highly adopted for emotion-detection delegation. We show that an AI-based system acting as an entity based on emotion detection is perceived highly positive, not too abstract and future-oriented. The study opens up opportunities for implementing such solutions in the future and understanding the factors to make these solutions more adopted.

Our study comes along with limitations as any research. First, our study only compared a human colleague and a neutral AI. Other forms of AI such as a more humanlike AI (such as Siri or even having more of a personality to be presented to the user) could be analyzed to further explore the distinct perception with regard to emotion detection. Second, our scenario is focused on a situation in which individuals perceive the necessity of using help for emotion detection. Other scenarios in which emotion-detection is rather optional can provide different insights. Third, attachment can be dependent on the length of experience which is typically longer for humans than for an AI-based system. Given that the system provides sufficient capabilities, letting the users establish a longer relation with an AI-based system can strengthen the attachment to the system, which needs to be further examined.
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Appendix

A-1: Scenario description

You are working for a small consultancy company. You have an important pitch of your project coming up with the management board of a big company you want to win as clients. It is a prestigious project for you and your company as it will secure the income stream for the next two years and potentially your job. Your company is dependent on winning this pitch so that it will also generate enough money to pay your salary. You will be rewarded with being the project leader and have the chance to generate follow-up business which might provide you the chance of becoming a managing partner. However, all depends on you now to present your ideas after a 5 weeks of preparations. You have never seen the management board of the company before which consists of seven people. In order to convince them, you have developed several strategies of argumentation what to present during the presentation. If one strategy is not convincing, you can easily switch to a different one, but you have to know when your argumentation is not convincing and you can only change once given the time constraint. You will be pretty busy presenting the complex topic so it is very difficult to observe all board members’ emotional reaction at the same time.

In this situation, an AI-based software is offered to you before the meeting. It is able to detect the emotional status of all members of the management board based on their facial expressions and gestures while listening to you. You can place the detector in front of you and no one will notice. The software will then scan the data and compare with your strategies from the content of your slides. It will then switch to the respective slide in case your first strategy does not seem to convince the present board members.

In this situation, an experienced colleague is offering you support before the meeting. He will be observing the emotional status of all members of the management board based on their facial expressions and gestures while listening to you. He knows your strategies and will then switch from the computer to the respective slide in case your first strategy does not seem to convince the present board members.

Group with AI-based software: Do you accept the help from the AI-based software to have better chances of winning the pitch?

Group with colleague: Do you accept the help from the colleague to have better chances of winning the pitch?