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1. INTRODUCTION

1.1 Introduction

In our contemporary society the applications of magnetism are ubiquitous. One of the
“rst magnetic devices ever was the compass needle, allowing for a better navigation
over long distances. Today, magnetism is used in many sensors and actuators. As
a very visible example, most anti-theft systems in shops and libraries employ thin
magnetic strips to mark the products. Their magnetization is changed on the counter
to allow one to leave the shop •silently•. Modern automobiles contain many magnetic
sensors to detect an open trunk, measure the speed of individual wheels for the anti-
blocking system, control the motor ignition, etc. Magnetic materials can also be used
to hold information. Well-known examples are refrigerator magnets, bank passes and
computer hard disks. The latter devices are at this moment the key technology for
non-volatile massive data storage in computer systems.

The persistent demand for higher capacity hard drives requires increasing data
densities, while also faster read and write speeds are needed to keep data access
times reasonable. These demands are ful“lled by rapid developments in the magnetic
functional materials research. A convincing example is the discovery of multilayer
structures that show a large dependence of their resistance on applied “eld, e.g. the
Giant MagnetoResistance (GMR) e�ect. In Fig. 1.1(a) such an element is schemati-
cally drawn. It consists of two ferromagnetic (FM) layers that are separated by a thin
non-magnetic layer (NM), for example a cobalt-copper-cobalt stack. The resistance
of this element depends very sensitively on the relative orientation of the magnetiza-
tion in the FM layers, indicated by arrows in the “gure. Since the orientation can
be changed by a magnetic “eld, for example from a magnetic bit on a hard disk,
the element can be used as a very sensitive “eld sensor. Already 10 years after the
discovery of the GMR e�ect in 1988 the “rst commercial hard disks appeared that
employed GMR elements in their read heads, accelerating the already exponential
growth of storage density.

GMR elements also play an important role in a new “eld in magnetism, the so-
called spintronics. Spintronic devices are integrated circuits that combine •magnetic•
e�ects with traditional electronics. The name spintronics refers to the spin of elec-
trons that is responsible for the magnetism of materials. Adding the extra magnetic
dimension to conventional electronics allows for a completely new functionality. An
example is the Magnetic Random Access Memory (MRAM), schematically depicted
in Fig. 1.1(b). In this device arrays of GMR elements are combined with traditional
semiconductor technology. Every individual element is used to store one bit of data in
the form of the relative orientation of its magnetic layers. The data is read from the
resistance of the element, and written by current pulses that create a local magnetic
“eld. The latests MRAM devices use Tunnel Magneto Resistance (TMR) elements,



Fig. 1.1: (a) Magneto-resistance structure consisting of a FerroMagnetic/Non-
Magnetic/FerroMagnetic trilayer. In a Giant Magneto Resistance (GMR) element the non-
magnetic layer is metallic, in a Tunnel Magneto Resistance (TMR) element it is a thin
insulator. For a parallel alignment of the magnetization, indicated by arrows, the resistance
is � 10% lower (GMR) than for the anti-parallel con“guration. (b) Impression of a Magnetic
Random Access Memory (MRAM). By measuring the resistance through two perpendicu-
lar lines the state of the TMR element at their intersection can be measured. Data can
be written by sending a current through two perpendicular lines. The total “eld at their
intersection is enough to switch one of the FM layers.

discussed in the caption of Fig. 1.1(a). The advantages of MRAM lie in the non-
volatile nature of the stored data, its low power consumption and high speed.

The speed of magnetic devices is eventually limited by the switching characteristics
of the magnetic layers. Laboratory demonstrations of hard-disk systems at the end
of 2002 featured data densities of 100 giga-bit/inch2 and transfer rates in the order
of 0.25 giga-bit/s. With transfer rates approaching the GHz-regime, an intimate
knowledge of the magnetization dynamics is needed as precessional phenomena will
start to dominate the switching process of both the storage medium and read head.

In this thesis the magnetization dynamics in ferromagnets is studied. Both pre-
cessional dynamics, which occur on a typical time scale of hundreds of picoseconds
(10Š 12 s), as well as the ultimate time scale at which the magnetization can be in-
”uenced by laser heating is investigated. The latter experiments, which probe the
dynamics with a sub-picosecond resolution, yield information on the interaction of
the electron spins with their environment. Such information is for example needed
for a proper understanding of the GMR e�ect.

To study magnetization dynamics on ultrafast time scales we employ an optical
pump-probe scheme that is outlined in the next section. Then the processes occur-
ring upon laser heating of a ferromagnetic material are introduced, followed by a
description of the contents of this thesis.

1.2 Optical pump-probe schemes

To gain access to dynamics on ultrafast time scales, i.e. below one picosecond, only a
limited number of techniques is available. In this work optical pump-probe techniques
are used to study the magnetization dynamics upon laser heating. In a pump-probe
experiment the system under study is suddenly brought out of equilibrium by a pump
pulse, and after a certain time delay the state of the (spin) system is measured by a
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Fig. 1.2: Optical pump-probe scheme. A laser pulse is split in a pump- and a probe-part
by a beam splitter. The time delay � t between pump and probe pulse is controlled with a
delay line that changes the optical path of the probe beam. Both pulses are focused on the
same spot on the sample. After re”ection the probe beam is analyzed by a detector to obtain
information on the state of the system at a speci“c (delay) time after the pump disturbance.

probe pulse.
The basic optical pump-probe scheme is shown in Fig. 1.2. A pulsed laser system

provides laser pulses with a sub-picosecond duration. Using a beam splitter they are
divided in intense pump and weak probe pulses. The time at which a pump or probe
pulse arrives at the sample depends on the distance it has to travel. Using a delay line
the optical path of the probe beam can be precisely varied, allowing for an accurate
control of the time di�erence � t between pump and probe. The pump pulse now
locally excites the sample and after a time delay �t the probe pulse monitors the
result.

It must be noted that this method does not yield the full time-response upon
excitation by one pump pulse. Instead, it is a •stroboscopic• method in the sense that
it yields for a certain pump-probe delay an average response. Scanning the delay then
provides a full view on the evolution of the magnetic state after excitation. A detailed
description of the experimental setup and the optical detection of the magnetization
will be given in Chap. 2.

1.3 Optically induced magnetization dynamics

In 1996 Beaurepaireet al. were the “rst to study the magnetization dynamics on a
sub-picosecond time scale using an optical pump-probe technique. Their key result,
published in Ref. [5], is reproduced in Fig. 1.3. The “gure shows the remanent magne-
tization of a nickel “lm, i.e. its spontaneous magnetization in absence of an external
“eld, as a function of pump-probe delay � t. At � t = 0 the magnetization drops
sharply, reaching its minimum value already 2 ps after excitation.

To describe the processes following laser excitation one can conceptually separate
the material in an electron, spin and lattice system, as is schematically depicted
in Fig. 1.4. Upon absorption of a laser pulse electrons are excited to high energy



Fig. 1.3: Results of pump-probe measurements by Beaurepaireet al. on a nickel “lm using
60 fs laser pulses. In the “gure the (remanent) magnetization as derived from the magneto-
optic Kerr e�ect is plotted as a function of time � t after excitation by the pump pulse. The
rapid drop of the magnetization near � t = 0 is evident. Reproduced from Ref. [5].

states, increasing the energy of the electron system and thereby its temperatureTe.
Interactions between the electron, spin and lattice system will subsequently distribute
the additional energy, raising the temperature of the lattice systemTl and the spin
systemTs until in equilibrium Te = Ts = Tl . In this three-temperature model the spin
temperature Ts is de“ned by the equilibrium M (T) relation, i.e. M [Ts(� t)] represents
the transient magnetization at delay time � t. For Ts above the Curie temperature,
no net magnetization is left. In optical pump-probe experiments the spin dynamics
can be derived from the magneto-optic Kerr e�ect and the electron dynamics from
transient re”ectivity measurements.

Up to 1996 it was commonly believed that upon heating the magnetization was
reduced by spin-lattice interactions. Theoretical models describing the spin-lattice
relaxation and earlier, more indirect experiments were in fair agreement, pointing at
a spin relaxation time of tens of picoseconds. Therefore, the ultrafast demagnetiza-
tion observed in Fig. 1.3 came as a surprise, especially as it was found that the spin
temperature increased more rapidly than the lattice temperature. The latter obser-
vations pointed at the electron-spin interaction, and not the spin-lattice interaction,
as the main route for loss of magnetization. These issues are investigated in detail in
Chap. 4.

During this work we found that sub-picosecond laser heating does not only change
the magnitude of the magnetization, but also its direction. This way a precession of
the magnetization can be started that lasts for hundreds of picoseconds. By measuring
the frequency and decay of the precession magnetic properties as anisotropy and
damping can be determined. The precessional dynamics is adressed in Chap. 5.
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Fig. 1.4: A useful description of the magnetization dynamics is given by the three-
temperature model. In this model the dynamics is split in an electron, spin and lattice
component. A temperature ( Te, Ts , Tl ) is assigned to each of them, and the exchange of
energy is described by the coupling constantsges , gel and gsl . Absorption of the pump pulse
initially only increases the energy of the electron system, raising its temperature Te. In-
teractions between the three systems, indicated by arrows, distribute the additional energy
until eventually Te, the lattice temperature Tl and the spin temperature Ts are equal. The
magnetization is related to the spin temperature Ts by the equilibrium M (T) relation, i.e. a
higher spin temperature signi“es a decreased magnetization.

1.4 This thesis

In this thesis the magnetization dynamics of ferromagnets is investigated using opti-
cal pump-probe techniques. The optical nature of the experiment requires that the
magnetization is measured using laser light. This is possible by using the magneto-
optical Kerr e�ect: when light is re”ected from a magnetic material its polarization
state will show a magnetization-dependent change. In Chap. 2 the relation between
polarization and magnetism is discussed and an experimental setup to measure this
magneto-optical e�ect in a time-resolved manner is presented.

For both the demagnetization experiments and the precessional experiments the
same samples are used. The structural description and magnetic characterization of
the samples is therefore given separately in Chap. 3. In this chapter also results of
optical absorption and thermal di�usion calculations are presented. The calculations
give information on the amount of optical heating and the dynamics of the heat
transport in the di�erent layers.

Chapter 4 explores the ultrafast demagnetization dynamics of ferromagnetic ma-
terials upon laser heating. Important issues here are the identi“cation of the mecha-
nisms that are important for the loss of magnetization and the interpretation of the
magneto-optical data, as it is found that optical techniques may not be able to probe
the magnetization directly after laser excitation.

In Chap. 5 a novel application of the laser-heating scheme is investigated: the ex-
citation of a coherent precession of the magnetization. It is shown that the all-optical
technique can locally launch a spin precession and even spin waves in thin “lms. This
allows one to optically measure the anisotropy, damping parameter and spin wave
sti�ness of magnetic materials. The spatial resolution and the time-domain char-
acter make this an interesting technique for the characterization of microstructured



magnetic devices, as for example MRAMs.



2. MAGNETO-OPTICAL PUMP-PROBE TECHNIQUES

2.1 Introduction

In this work the response of the magnetization upon sudden laser heating is studied
on a sub-picosecond time scale. To gain access to this ultrafast dynamics a magneto-
optical pump-probe technique is applied, employing an intense laser pulse to excite
the material and a weak probe pulse to measure its response.

To optically detect the magnetization of a material the polarization of the re”ected
probe is measured. In the “rst section of this chapter the relationship between mag-
netism and the polarization of light, i.e. the magneto-optical Kerr e�ect, is explained.
Next, the experimental method to measure the generally small polarization changes
is introduced. Since we are interested in the ultrafast dynamics this method has
to be used in a pump-probe scheme. In Sect. 2.4 the time-resolved magneto-optical
Kerr technique is explained, analyzing the di�erent modulation schemes used to sen-
sitively measure the pump-induced changes of the magnetization. In the “nal section
issues concerning measurements with short laser pulses and Gaussian spot pro“les are
discussed.

2.2 Magneto-optic Kerr e�ect

The Magneto-Optic Kerr E�ect (MOKE) is the optical phenomenon by which the
polarization of light changes in a magnetization-dependent way when re”ected from
a magnetic material. By measuring the polarization of a re”ected laser beam one can
therefore obtain information on the magnetic state of a material. In this section the
relation between polarization and magnetism is formalized and its microscopic origin
is discussed.

2.2.1 Phenomenological description

The optical response of materials that are isotropic or have a high enough symmetry
(e.g. cubic) can be described by a single wavelength dependent parameter, the dielec-
tric constant � . The dielectric constant links the displacement �D to the electric “eld
�E according to �D = � �E . However, if the symmetry is lowered this simple description
fails and a tensor formulation should be used.

In a ferromagnetic material the symmetry is broken due to its “nite magnetization
�M . For a cubic, ferromagnetic material the dielectric tensor� can be written as

� =

�

�
� xx � xy � xz

Š� xy � xx � yz

Š� xz Š� yz � xx

�

� , (2.1)
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where the limited number of free variables follows from symmetry considerations.
Additionally, the Onsager relation demands � nn ( �M ) = � nn (Š �M ) and � nm ( �M ) =
Š� nm (Š �M ), i.e. the diagonal elements are even and the o�-diagonal elements are
odd in the magnetization. Considering only e�ects to “rst order in M , the diagonal
elements are independent of the magnetization. In the absence of a magnetization
the o�-diagonal elements are zero.

The e�ect of the o�-diagonal elements on the optical properties of the material
is made most clear by considering the case where both the incident light and mag-
netization are parallel to the z-axis. For this “eld con“guration Eq. 2.1 simpli“es
to

� =

�

�
� xx � xy 0

Š� xy � xx 0
0 0 � xx

�

� . (2.2)

Due to o�-diagonal elements � xy an electric “eld along �x will induce a “nite polar-
ization in the �y direction. Since � xy depends onM this will cause a magnetization-
dependent polarization change. This can readily be seen by using cylindrical coordi-
nates, de“ned by

�eŠ =
1

�
2

(�x Š i�y), (2.3)

�e+ =
1

�
2

(�x + i�y),

�ez = �z.

In this new coordinate system �eŠ describes a left-handed and �e+ a right-handed
circularly polarized electric “eld. Transforming Eq. 2.2 to cylindrical coordinates one
“nds

�
�

=

�

�
� xx Š i� xy 0 0

0 � xx + i � xy 0
0 0 � xx

�

� , (2.4)

i.e. in this new coordinate system the dielectric tensor is diagonalized. This allows us
to de“ne (di�erent) dielectric constants for the two circular polarization states:

� ± = � xx ± i� xy . (2.5)

Thus, by recording the di�erence between the re”ection or transmission of left- and
right-handed polarized light one is sensitive to the magnetization of a material through
the magnetization-dependence of� xy .

Linearly polarized light is a combination of left- and right-handed circularly po-
larized light, e.g. �x = 1 /

�
2(�e+ + �eŠ ). Upon re”ection from a magnetic material

the polarization of originally linearly polarized light will change due to the di�erent
re”ection of its circular components. In the present case of perpendicular incidence,
the polarization state of the re”ected light is given by

� =
� xy�

� xx (� xx Š 1)
, (2.6)
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with � = � � + i � �� the complex rotation of the polarization vector. Note that � xx and
� xy are, in general, complex. In this notation � � is the rotation of the polarization,
while � �� represents its ellipticity.

Equation 2.6 is only valid when the magnetization and the incident light are par-
allel to the �z axis. When �M is rotated in-plane � xy vanishes andxz an yz elements
appear in the dielectric tensor. It can be shown that in this con“guration no polar-
ization change occurs. In fact, at perpendicular incidence� can be written as

� = F · M z, (2.7)

with F a complex constant. A measuring of the polarization at perpendicular inci-
dence thus yields a value proportional to the out-of-plane component of the magneti-
zation, M z. For an arbitrary angle of incidence and orientation of �M , � is given by
[83]

� =
z�

i = x

Fi · M i , (2.8)

with Fi complex constants. In the derivation of Eq. 2.8 the generally small transverse
Kerr e�ect is neglected.

2.2.2 Microscopic origin

So far the treatment of the MO-e�ect was only macroscopic and based on symmetry
arguments. Its microscopic origin lies in the spin-orbit (SO) coupling and the optical
selection rules. For circularly polarized light, the dipole selection rules only allow
transitions with � l = ± 1 and � ml = ± 1. The SO coupling induces a correlation
between the orbital momentum �L and the spin momentum �S, which allows one to
probe the spin system by the optical selection rules on orbital momentum.

The transitions that are probed using optical techniques depend on the photon
energy h� and the occupation of states. The dielectric tensor is therefore a function
of � . In a single particle formulation the elements � �� of the dielectric tensor are
given by [9]

� �� = � �� +
4�e 2

�m 2� V

�

nn �

f (En ) Š f (En � )
� nn �

� �
nn � � �

n � n

� Š � nn � + i /�
. (2.9)

The electron charge and mass are represented bye and m, En is the energy of staten,
h� nn � = En Š En � , f (E ) is the Fermi-Dirac function, � �

nn � = < n |p� |n� > the matrix
element of the momentum operator and� the lifetime broadening of the transition.
The matrix elements � �

nn � determine the transition strengths, while the Fermi-Dirac
function accounts for the occupation of states. In a non-equilibrium situation, for
example present shortly after optical excitation by an intense laser pulse, one may
expect deviating magneto-optical signals due to changes in the occupation of states.

Figure 2.1 shows calculated spectra by Oppeneeret al. using Eq. 2.9 andab initio
bandstructure calculations. In the “gure the solid and dashed-dotted lines represent
calculations using di�erent values for � , the other curves represent a collection of
experimental data. There is a good qualitative correspondence, but the calculated
position of the peaks is incorrect. This is related to the fact that the method used (lo-
cal spin density approximation) has problems predicting the correct exchange splitting
and width of the d-bands.
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Fig. 2.1: (a) Real and (b) imaginary part of the o�-diagonal optical conductivity � xy (� ).
� xy is directly related to � xy by � xy = �� xy (� )/ (4� i), i.e. the real part of � xy is proportional
to the imaginary part of � xy . The solid and dashed-dotted curve are calculated spectra
using a di�erent broadening � , the other curves represent a collection of experimental data.
Reproduced from Ref. [9].

2.2.3 Second harmonic generaration

The MO-Kerr e�ect described above is also known as linear MOKE. Alternatively,
one can use non-linear MO techniques as magnetization-induced Second Harmonic
Generaration (SHG) to measure the magnetization of a material. In a SHG exper-
iment a probe pulse with photon energy h	 is focused on the sample. Non-linear
processes, described by a second-order susceptibility tensor, will generate a small
amount of light at the double photon energy 2h	 . Using appropriate “lters and a
sensitive detector, the second-harmonic light can be detected. The much smaller in-
tensity of the SHG light is compensated by very large rotation angles, making it an
experimentally feasible method [61]. For cubic symmetric materials SHG only takes
place at interfaces. The technique therefore is explicitly sensitive to the magnetiation
dynamics at or near interfaces, which may be di�erent from the bulk behavior. The
high electric “elds needed to generate second-harmonic light are easily obtained with
the ultra-short laser pulses that are used in time-resolved pump-probe experiments
anyway.

2.3 Detection of the Kerr e�ect

In the previous section it was shown that by detecting the polarization � of light re-
”ected from a magnetic material one is sensitive to its magnetization. The magnetization-
induced changes in polarization are however small for many magnetic materials, e.g.
for Ni in the order of tens of millidegrees, and a very sensitive measurement technique
is therefore needed. In this work a detection scheme employing a Photo-Elastic Mod-
ulator (PEM) is used, which is schematically depicted in Fig. 2.2. The combination
of PEM and polarizers will be shown to result in a detector signal that contains in-
formation on � � and � �� at harmonics of the PEM modulation frequency. In the next
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Fig. 2.2: The PEM scheme to detect polarization changes induced by re”ection from a
sample. P1 and P2 are polarizers, the detector measures the intensity of the beam. P1 is
generally called •polarizer• and P2 •analyzer•.

section the function of the PEM is described. Then the detection scheme is analyzed
within the Jones formalism [58], deriving a relation between the detector signal and
the sample-induced polarization change.

2.3.1 Photo-elastic modulator

A PEM consists of a transparant material that is periodically compressed in one di-
rection by a piezo-electric crystal. The uniaxial compression changes the optical path
for only one polarization component and therefore induces a periodically changing
phase di�erence or retardation. In the Jones-formalism a PEM can be represented by
a matrix,

M PEM =
�

1 0
0 eiA cos(� t )

�
, (2.10)

with � the modulation frequency and A the maximum retardation. With A set to 1
2 �

incident light that is linearly polarized under 45 � , i.e. represented by a Jones vector
1�
2

�
1
1

	
, will be modulated between a left- and right-handed circular polarization,

1�
2

�
1

± i

	

2.3.2 PEM in the 0� con“guration

Using the setup depicted in Fig. 2.2 the ellipticity and rotation induced by a sample
can sensitively be measured by detecting the harmonics of the PEM modulation in
the detector signal. The Jones-matrix of a general sample is given by

M sample =
�

r s r ps

r sp r p

�
, (2.11)

with r s and rp the complex re”ection coe�cients for s- and p-polarized light. The
o�-diagonal elements, mixing the s- and p-polarization components, are a result of
the magnetic character of the sample and have a value proportional to� xy (assumed
� 1). An incident, s-polarized beam will undergo a complex rotation � s = r sp /r s

after re”ection of the sample, with the real part � �
s the rotation and the imaginary
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part � ��
s the ellipticity of the re”ected beam. A similar expression can be written

down for a p-polarized beam.
Applying the Jones formalism to the con“guration in Fig. 2.2, the detector signal

V is found to be

V = Vstatic + V1f + V2f (2.12)

Vstatic = V0


1 + 2J0(A)� �� + � �� 2 + � �2�

� V0 (2.13)

V1f = V04J1(A)� �� cos(� t) (2.14)

V2f = V04J2(A)� � cos(2� t) (2.15)

(2.16)

with Jn the n-th order Bessel function andV0 a constant depending on the detector
sensitivity, laser power and sample re”ectivity (|r s|2 or |r p|2). The cosine terms result
from an expansion of sin[A cos(� t)], neglecting terms higher than second order in �.

Vstatic is nearly independent of� since� � and � �� are much smaller than one. The
DC detector signal is therefore a good measure of the laser power. The modulated
part of the intensity consists of a term at the modulation frequency of the PEM,
V1f , representing the induced ellipticity, and a term at the double frequency, V2f ,
which is proportional to the induced rotation. Using a lock-in scheme to measure the
detector-signal at the PEM modulation frequency (f ) will give a value proportional to
the ellipticity � � of the re”ected beam, while a measurement at the double modulation
frequency (2f ) yields the rotation � �� .

A great advantage of this method is the absence of a polarization-independent
background on the signals at 1f and 2f , i.e. they are purely proportional to the ellip-
ticity and rotation. In practical situations small misalignments generally still cause
a background on the 1f or 2f signal. It is however possible to tune the rotation- or
ellipticity-signal to zero by slightly changing the orientation of P2. It must be noted
that in the case of ellipticity the •zero-tuning• relies on the presence of a phase di�er-
ence betweenrs and rp, and thus might fail. This is especially true for perpendicular
incidence, wheres and p no longer have a meaning.

2.3.3 PEM in the 45� con“guration

In the con“guration discussed above the analyzer was oriented either parallel to the s-
or p-direction to obtain a background-free measurement. A di�erent con“guration of
interest is one in which the PEM and the polarizer are rotated over 45� . In a similar
way it can be shown that in this con“guration the signal at 1f is proportional to the
ellipticity for analyzer orientations of 0 � and 90� .

However, in absence of o�-diagonal contributions the 2f signal is only zero at an
analyzer orientation of 
 anal = ± 1/ 2 arccos



(� 2 Š 1)/ (� 2 + 1)

�
, with � = |r s/r p|. In

this particular case the •zero-background• orientation therefore strongly depends on
the values of the (diagonal) s- and p-re”ection coe�cients. This can be made more
clear by explicitly considering the e�ect of changes inr s and rp, i.e. � r s and � r p, on
the 2f signal:

I 2f =
1

� 2 + 1
Re

�
� 2r p

� r p

r p
Š r s

� r s

r s
+ � |r s + rp|2

r sp

r s + rp

�
(2.17)

The dependence of
 anal on r s and rp is expressed by the “rst two terms, the magnetic
contribution to I 2f is represented by the last term. We will use the 45� con“guration
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Fig. 2.3: TRMOKE setup used to study ultrafast magnetization dynamics. The pump pulse
(re”ected from the beam-splitter) is focused on the sample to excite the magnetic layer. The
probe-branch is similar to Fig. 2.2.

for time-resolved re”ectivity measurements. In these measurements the changes inr s

and rp are induced by excitation with a pump pulse and are measured by monitoring
the 2f signal.

2.4 Time-resolved MOKE

In this work the magnetic response of a ferromagnetic material upon heating by a sub-
picosecond laser pulse is studied. To gain access to the magnetization dynamics on
these extremely short time scales an all-optical pump-probe scheme is used, employing
ultrashort laser pulses to excite the sample and to probe the magnetization by using
the magneto-optic Kerr e�ect. This section describes the experimental setup, tagged
time-resolved MOKE or TRMOKE. Also various modulation schemes that are used
to sensitively detect magnetization changes are discussed.

2.4.1 TRMOKE setup

The Time Resolved MOKE (TRMOKE) setup used to study the magnetization dy-
namics is schematically depicted in Fig. 2.3. A� 60 fs long laser pulse from a pulsed
laser source is split in an intense pump pulse and a weak probe pulse by a beam-
splitter. The pump pulse, used to excite the magnetic material, is directly focused on
the sample. The probe pulse is “rst send through a delay-line that creates a control-
lable delay � t between the pump and probe. The delay line consists of a retrore”ector
mounted on a translation stage, allowing for a precise variation of the optical path.

The magnetization is measured by analyzing the polarization state of the re”ected
probe using the con“guration of Fig. 2.2. In the TRMOKE experiments the magne-
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Fig. 2.4: The double-modulation technique. Lock-in 1 (see Fig. 2.3) selects the high-
frequency PEM-modulation of the probe-beam, lock-in 2 is placed in series and speci“cally
detects the pump-induced e�ects by locking to a chopper placed in the pump-beam (at 60
Hz).

tization is changed by pump excitation, which is re”ected by changes in� . In this
section the notation � (� t) = � 0 + � � (� t) is used, with � � (� t) the pump-induced
change of� .

2.4.2 Double modulation schemes

The quantity of interest in a pump-probe demagnetization experiment is the pump-
induced reduction of the magnetization, re”ected by � � . Using the PEM-modulation
we obtain � � (� t) and � �� (� t). In principle one could directly measure these quantities
as a function of delay time. However, for increased sensitivity a double modulation
scheme is used.

Apart from the modulation of the probe beam by the PEM, also the pump beam
is modulated by a chopper. As depicted in Fig. 2.4, the detector signal at a “xed time
delay consists of a fast oscillation due to the PEM, which is operated at � = 50 KHz.
The amplitude of this oscillation shows a slow modulation at the frequency of the
chopper (� 60 Hz). The latter modulation is caused by the pump-induced change of
the Kerr-e�ect and its amplitude directly yields � � .

Analyzing the detector signal with a lock-in ampli“er that is referenced by the
PEM, the amplitude of the fast oscillation is “ltered out (labeled •lock-in 1• in Fig.
2.4), obtaining either � � (� t) or � �� (� t). Using a second lock-in, referenced by the
chopper and connected to the output of the “rst lock-in, the amplitude of the pump-
induced modulation � � (� t) is “ltered out (lock-in 2). The output of the second
lock-in is thus a direct measure of the e�ect of the pump pulse on the Kerr-e�ect at
a certain time delay.

The advantage of this method is the greatly increased sensitivity, primarily due
to the cancellation of drift. A direct measurement of the Kerr-e�ect always su�ers
from a certain amount of drift caused by instabilities in the optical components that
a�ect the small angular di�erences (several tens of millidegrees) measured. Also
systematic, delay time dependent o�sets on the Kerr-signal that are introduced by



Fig. 2.5: (a) Time-resolved MOKE measurement using the pump-modulation scheme. The
pump-induced change of the Kerr-ellipticity is shown for opposite magnetization directions.
(b) TRMOKE using the magnetization-modulation scheme. � ��

mag represents the magnetic
contrast in the Kerr-ellipticity.

small misalignments of the delay line are completely cancelled.
Figure 2.5(a) shows results of a typical TRMOKE measurement on a polycrys-

talline Ni “lm using the above modulation scheme. � � (� t) is plotted for two opposite
magnetization orientations, i.e. M + = ŠM Š . Since � xy is odd in the magnetization
this will result in a sign change of � � , i.e. � � |M + = Š� � |M Š . In some experiments
also non-magnetic contributions to � � are observed, for example resulting from a
pump-induced change in re”ectivity. The magnetic contribution to � � can how-
ever be “ltered out by using the di�erence of two measurements taken with opposite
magnetization � � |M + Š � � |M Š . In a similar fashion the non-magnetic contribution
follows from � � |M + + � � |M Š . Using the PEM in the 0� con“guration, as in Fig.
2.5(a), the non-magnetic contribution is generally small. However, with the PEM in
the 45� con“guration it can become dominant.

An alternative double modulation scheme uses a modulation of the magnetic “eld
instead of the pump intensity. In this scheme an alternating “eld is applied to the
sample, continuously switching the direction of the magnetization. With the second
lock-in referenced by the “eld modulation it is easily shown that its output is pro-
portional to the magnetic contrast in the Kerr-signal � (� t)|M + Š � (� t)|M Š . Since
the magnetic contrast is the di�erence between the Kerr signals at opposite magneti-
zation drift e�ects on the absolute Kerr-signal are e�ciently canceled. Figure 2.5(b)
shows a typical measurement using the magnetization-modulation technique, plotting
the magnetic contrast in � �� as a function of � t.

With the magnetization modulation technique the magnetic contrast in the Kerr
signal is directly measured as a function of delay time. If the magnetization-indep-
endent component is not of interest, magnetization-modulation has an advantage in
speed (only one measurement is required) and in the high accuracy in quantitatively
determining the relative magnetic contrast. However, in the current set-up this tech-
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nique can only be used on soft-magnetic materials due to limitations to the amplitude
of the “eld modulation. Also, the switching time of the magnetization should be suf-
“ciently short compared to the period of the “eld modulation.

2.4.3 Signal analysis

During a measurement the DC-signal from the detector (Vstatic ), the output of lock-in
1 (Vnf ) and the output of lock-in 2 (� Vnf ) are recorded as a function of delay-line
position (see Fig. 2.3). Using Eqs. 2.13, 2.14 and 2.15 the Kerr rotation and its
pump-induced change can be calculated for the pump-modulation setup,

� �� =
1

�
2J1(A)

V1f /V static , (2.18)

� � �� =

�
2C

J1(A)
� V1f /V static . (2.19)

The Kerr rotation � � is obtained in a similar way, only using the 2f signal andJ2(A).
Since the lock-in outputs RMS values the sinusoidalVnf signals have to be corrected
by a factor

�
2 to obtain the amplitude. The chopper introduces a square-wave

modulation, so the � Vnf signal is corrected by an additional factor of 2. To output
the amplitude of a periodic signal, a lock-in averages over a certain time. Due to the
averaging by the “rst lock-in, the square wave signal becomes somewhat rounded. To
correct for this, an extra factor C � 1 is introduced that is experimentally determined.
The averaging e�ect is minimized by “xing the pump chopping frequency at 60 Hz
and using an (averaging) time-constant of 1 ms on the “rst lock-in .

Using the magnetization modulation technique, the signal of the second lock-in
is simply proportional to the magnetic contrast in either the rotation or ellipticity
signal, i.e.

(� M + Š � M Š ) � � V1f /V static . (2.20)

In this work mostly the magnetic part of the pump-induced e�ect is plotted. To
shorten the notation we use � � to represent the magnetic contrast in the pump-
induced e�ect, i.e. � � = � � M + Š � � M + . Similarly, � represents the change in the
total Kerr signal upon magnetization reversal as measured at a negative pump-probe
delay, � = � M + (� t) Š � M Š (� t) for � t < 0. In this notation � �/� represents the
relative pump-induced change in magneto-optic contrast.

2.5 Ultrashort pulse experiments

For the pump-probe experiments described in this thesis we have used� 60 fs laser
pulses generated by a pulsed, titanium-sapphire laser. The duration of the pulses at
the sample position determines the temporal resolution of the pump-probe technique.
For the interpretation of the experimental transients an accurate measure of the pump-
probe coincidence, i.e. �t = 0, is needed.

In this section issues concerning the use of laser pulses in pump-probe experiments
will be addressed. First a short background on ultrashort laser pulses is given, in
particular addressing the e�ect of chirp on the duration of the pulses. Then the
technique used to determine � t = 0 is discussed, followed by an analysis of the e�ect
of the pump and probe spotsize on the observed Kerr e�ect.
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2.5.1 Ultrashort laser pulses

Ultrashort laser pulses show some special characteristics that are quite di�erent from
continuous wave lasers. Here the duration-bandwidth product, chirp, and group ve-
locity dispersion compensation are discussed.

Duration-bandwidth product

Continuous laser beams generally have a very well de“ned frequency. The frequency
of ultrashort pulses, however, is less well de“ned due to their extreme short duration.
This e�ect follows directly from the properties of the Fourier transformation.

The relation between pulse duration and spectral width can be described by the
duration-bandwidth product,

� � p� p � 2�C B , (2.21)

with � � p the full width-half maximum (FWHM) bandwidth of the pulse, � p its
(FWHM) duration in time and CB a pulse-shape dependent constant that is 0.44
for Gaussian shaped pulses. Eq. 2.21 puts a limit to the spectroscopy that can be
done using time-resolved pump-probe techniques. Inversely, using a spectrometer to
decrease the spectral width will increase the pulse duration.

Chirp

The greater-than-or-equal sign in Eq. 2.21 is related to another property of ultrashort
pulses: chirp. The electric “eld of a linearly chirped pulse can be written as [14]

E(t) = E0eŠ t 2 / ( � 2 [1+ b2 ]) cos([� Š bt/� 2]t), (2.22)

with b the chirp parameter, � the center frequency and� the unchirped Gaussian
width. The chirp on the pulse causes a changing instantaneous frequency with time,
i.e. � inst . = � Š bt/� 2. This e�ect is shown in Fig. 2.6 where the electric “eld of an
unchirped pulse, panel (a), and a pulse with negative chirp, panel (b), are plotted.

Equation 2.22 also gives a relation between the length of the pulse,� p = �
�

1 + b2,
and the chirp parameter b. This relation is not general, but describes to good ap-
proximation the e�ect on a pulse when traveling through a medium which shows a
linear Group Velocity Dispersion (GVD). In that case b = L/L d, with L the length
of travel and L d a material dependent characteristic length. Travelling through a
medium showing GVD therefore increases the length of the laser pulses, something
that is experimentally undesirable.

Upon Fourier transforming Eq. 2.22 it is found that the bandwidth-duration prod-
uct is independent of b. With increasing b the duration of the pulse does however
increases, hence the greater-than-or-equal sign in Eq. 2.21. Only for so-called band-
width limited pulses the equal sign is valid.

GVD compensation

As mentioned earlier, chirp is added to ultrashort laser pulses by the GVD of the
materials with which the laser pulses interact. A “nite GVD creates a di�erence in
group velocity between di�erent wavelengths. Since an ultrashort pulse consists of a
broad spectrum of wavelengths, this will cause a broadening of the pulse, i.e. for a
positive GVD the •red• light will be faster than the •blue• light. Since lenses, polarizers
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Fig. 2.6: E�ect of chirp on pulses. (a) unchirped pulse, (b) pulse with positive linear chirp.

and other materials in the setup contribute a positive chirp, the pulse at the sample
position will be much longer than right after leaving the laser.

One can compensate for this e�ect by adding negative chirp to the laser pulse
with a GVD compensation line. The amount of negative chirp should be tuned such
as to minimize the chirp, and thus the pulse length, at the sample position. To this
e�ect a prism GVD compensation line was build, as depicted in Fig. 2.7. Details
of compensating GVD with prisms are described in Ref. [14]. The distance between
the two prisms determines the maximum negative GVD added. Fine-tuning of the
chirp is possible using the micrometer screw on one of the prisms. By moving a bigger
portion of the prism into the beam more positive chirp is added, allowing for a precise
control of chirp. Since the prisms are used close to the Brewster angle, the energy
losses are minimized.

2.5.2 Determination of pump-probe coincidence

For the interpretation of transient MO and re”ectivity data it is important to know the
exact point of pump-probe coincidence, i.e. zero time delay, and their crosscorrelation
pro“le. To this e�ect we employ an interferometric technique. If a fraction of the pump
beam is scattered into the detector, the pump and probe electric “elds will interfere
and cause a delay time dependent intensity oscillation,

I det (� t) =
� �

Š�
[Eprobe (t) cos(�t ) + Epump (t + � t) cos(� [t + � t])]2 dt (2.23)

� I probe + I pump +
1
2

cos(� � t)
� �

Š�
Eprobe (t)Epump (t + � t)dt.

From Eq. 2.23 it follows that the amplitude of the ”uctuating intensity component
represents the electric “eld crosscorrelation, which is a factor

�
2 wider than the

intensity crosscorrelation.



p p

Fig. 2.7: Group Velocity Dispersion (GVD) compensation line. The incoming beam (from
the left) passes two prisms and is then re”ected back by the end-mirror on the right. The
amount of GVD is controlled by the distance between the two prisms and the position of
the “rst prism.

Although the current pump-probe setup is not interferometrically stable, the os-
cillation due to the scattered pump light can be observed. Figure 2.8(a) shows a 5 fs
trace of the observed interference pattern, nicely showing the 2.7 fs period of the laser
light. The amplitude of the oscillating component is plotted in Fig. 2.8(b). Fitting the
curve with a Gaussian the position of the pump-probe coincidence can be determined
with an accuracy of ± 10 fs. The width of the Gaussian, however, is not necessarily
representative for the pulse length. When the laser pulses arrive at the sample with
a “nite chirp, their length is increased as for example can be seen in an intensity
crosscorrelation. On the other hand, the interference between two pulses is reduced
as their instantaneous frequency now changes within the pulse duration. These e�ects
turn out to cancel each other, and therefore the electric “eld crosscorrelation of two
identical pulses yields the length of theunchirped pulse.

2.5.3 Spotsize considerations

To obtain a su�cient temperature rise of the magnetic materials, the pump beam is
focused to a� 10 µm (FWHM) spot. Upon absorption of a pump pulse the excitation
density is therefore given by the spatial intensity pro“le. In this work also the probe
beam is focused to 10µm and therefore the e�ect of a spatially varying excitation
pro“le should be considered. Here we will consider the e�ect of this pro“le on the
interpretation of TRMOKE measurements.

The spatial intensity pro“le of a Gaussian beam can be written as

I (r ) =
I 0

�r 2
0

exp(Šr 2/r 2
0), (2.24)

with r 0 the Gaussian radius andI 0 the total beam intensity. When the pump beam
is used to heat an optically thin layer, the resulting excitation/temperature pro“le is
initially also Gaussian,

� T(r ) = T0 exp(Šr 2/r 2
0) (2.25)

T0 =
Upump

�r 2
0dc

,
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Fig. 2.8: (a) Interferometric pattern observed when pump- and probe pulse overlap in time.
The solid line represents the expected period for a wavelength � = 800 nm. (b) Amplitude
of the oscillating signal as a function of � t .

with Upump the energy in a single pump pulse andc the heat capacity of the layer with
thickness d. Consider a non-linear temperature dependence of the magnetizationM :

M (Ta + � T) = M 0 + a� T + b� T2, (2.26)

with Ta the ambient temperature and a and b constants. A measurement with a
pump and probe beam of equal diameter would thus yield

M probe =
� �

0
2�r



M 0 + a� T(r ) + b� T(r )2�

I (r )/I 0dr = M 0 +
a
2

T0 +
b
3

T2
0 . (2.27)

Neglecting the non-linear term a change in magnetization corresponding to half the
peak temperature T0 is observed. Only for strongly non-linear M (Ts) pro“les or
for a comparison with calculated temperature pro“les the e�ects of Eq. 2.27 should
explicitly be considered. At moderate pump excitations M (Ts) is approximately
linear and then the non-uniform temperature pro“le does generally not a�ect the
interpretation.



3. SAMPLES

3.1 Introduction

This chapter gives a description of the di�erent structures that were used in both the
demagnetization and precession experiments, and is primarily intended for reference.
For each sample a short description of its structure and a magnetic characterization is
given. Also, calculated optical and thermal properties are presented. Understanding
of the thermal properties is of great importance for a proper interpretation of the
spin dynamics described in Chap. 4. Throughout this chapter results of transient MO
experiments are included, used as a •thermometer• for comparison with calculated
temperature transients.

The optical characteristics of the layered structures are calculated using an optical
matrix formalism that is described in Ref. [58]. The resulting absorption pro“les serve
as input to the thermal di�usion equation,

c(z)
dT
dt

= � (z)
d2T
dz2 + p(z, t), (3.1)

with the laser power densityp(z, t) the absorption source term derived from the optical
model. For the volumetric heat capacity c and thermal conductivity � equilibrium
values are chosen, as found in Refs. [30, 54].z is the spatial coordinate on the axis
perpendicular to the “lm surface. The one dimensional approximation used in Eq.
3.1 is easily justi“ed. The optical heating has a lateral extent that is de“ned by the
spot diameter of � 10 µm. Due to the limited penetration depth of the light in the
metallic magnetic layer the material is only heated to a depth of � 0.01 µm. The
largest temperature gradient, and thus the main route for heat di�usion, is therefore
in the depth of the structure.

Equation 3.1 is only valid in thermal equilibrium. Directly after excitation by a
laser pulse the system is however far from equilibrium as only the electronic system
gains energy by absorption of the incident photons. As will be shown in Chap. 4 it
takes about � 2 ps before electron and lattice system are in equilibrium, leading to
deviations from Eq. 3.1 during the “rst picoseconds.

In the “rst two sections epitaxial Cu/Ni/Cu wedge structures and polycrystalline
Ni samples will be discussed. The magnetic material in these structures is nickel,
which shows the lowest Curie temperature (627 K) of the 3d-ferromagnets. This is
advantageous in magnetic pump-probe experiments as for a given temperature rise
nickel will show the largest relative change in magnetization. To check if the observed
magnetization dynamics is more general also a Co-Pt alloy, described in the last
section of this chapter, is looked at.
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Cu

Ni

Cu

Fig. 3.1: Epitaxial Ni wedge on Cu. The arrows show the preferential orientation of the
magnetization, the •cracks• indicate the strain relaxation by mis“t formation.

3.2 Epitaxial Cu/Ni/Cu wedge structures

Using molecular beam epitaxy two Ni wedges were grown, a 0-30 nm (001)-oriented
Ni wedge on a Cu(001) substrate and a 0-8 nm (111)-oriented wedge on a Cu(111)
substrate. A region with a uniformly increased thickness serves as a marker for an
accurate position calibration. Both wedges were capped with 3 nm of Cu to prevent
oxidation of the Ni layer. Epitaxial growth was checked in situ by LEED, showing
perfectly coherent growth for thin layers and an increasing number of dislocations for
thicker “lms.

3.2.1 Magnetic characterization

Both epitaxial structures show two magnetization reorientation transitions with Ni
layer thickness. As depicted in Fig. 3.1, for very thin “lms the preferential orienta-
tion of the magnetization lies in-plane (IP), followed by a region with an out-of-plane
(OOP) orientation. Upon further increase of the “lm thickness the easy axis orien-
tation gradually changes to IP again. The origin of these reorientations is believed
to lie in a combination of strain-induced anisotropy and a Néel interface anisotropy
[29, 45]. Figures 3.2(a) and (b) show the remanence and coercive “eld as a function
of Ni thickness, as measured with polar MOKE. The (001) sample shows a distinct
region with 100% out-of-plane remanence followed by a steep drop atdNi � 9 nm,
indicating a transition to an in-plane orientation. For very small Ni thickness an
IP orientation of the magnetization is found. The (111) structure shows the same
transitions, but 100% remanence is not achieved and the transition to IP is more
gradual.

The (001) wedge was also characterized using a vectorial MOKE technique [15],
allowing for the separate measurement of the in- and out-of-plane magnetization com-
ponents. In Fig. 3.3 magnetization loops for two Ni thicknesses are plotted, showing
both the OOP component as a function of OOP “eld and the IP [100] component
of the magnetization as a function of IP “eld (applied along the [100] direction). At
dNi = 9 nm the out-of-plane measurement shows a typical easy-axis loop, indicative
of an OOP easy-axis. This is con“rmed by the IP loop that shows almost zero rema-
nence, characteristic of a hard-axis loop. This situation is reversed fordNi = 16 nm.
At this Ni thickness no OOP remanence is found while the in-plane measurement
is reminiscent of a loop taken at 45� with respect to the easy-axis. The latter is
caused by the crystalline anisotropy of the layer, which in combination with shape
anisotropy results in [110] easy axes. Since the “eld is applied along the [100] direction
the maximum remanence is 71%.
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Fig. 3.2: Coercive “eld and remanence (relative to the saturation magnetization) as mea-
sured with MOKE in the polar con“guration. (a) Cu(001)/Ni/Cu wedge, (b) Cu(111)/Ni/Cu
wedge. The lines drawn serve as a guide to the eye.

Fig. 3.3: In-plane ( �M , �H � [100]) and out-of-plane ( �M , �H � [001]) magnetization loops
on the Cu(001)/Ni/Cu wedge for two Ni thicknesses, as obtained by vectorial MOKE. At
dNi � 9 nm the easy-axis orientation is out-of-plane. For the 16 nm layer the magnetization
is largely in-plane. The crystalline anisotropy easy-axis is directed along the [110] axis.
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Fig. 3.4: Absorption pro“le in a Cu/Ni(5)/Cu(1.5) and a Cu/Ni(10)/Cu(1.5) stack. Plotted
is the absorption versus depth in the sample z, with z = 0 corresponding to the surface of
the Cu substrate. The light, p-polarized and incident under 15� , has an intensity of 1 W/m 2

and a wavelength � = 780 nm.

Altogether, the magnetic characterization of both wedge systems con“rms a good
epitaxial growth of the Ni layers, showing two spin reorientation transitions and e�ects
of the crystalline anisotropy.

3.2.2 Thermal and optical properties

For the time-resolved pump-probe measurements on the epitaxial systems a polar
con“guration was used, with the pump and probe beam incident under an angle of
15� with the “lm normal. Figure 3.4 shows calculated absorption pro“les for the
structures. For the optical constants values from Ref. [54] were used at a wavelength
of 780 nm, c.f. Tab. 3.1. The pro“les show that the major part of the absorption takes

Material � (1.6 eV) � [W/m/K] � [103 kg/m 3] c [103 J/m 3/K]
Ni -17.8 + i20.1 70 8.8 0.46
Cu -21.7 + i2.2 390 8.9 0.39
Si3N4 4 10 3.3 0.71
SiO2 2.3 1 2.6 0.84
Si 13.8 + i0.059 84 2.3 0.76
Pt -15.8 + i26.7 71 21.4 0.13

Tab. 3.1: Dielectric constant, heat conductivity, density and speci“c heat as used in the
calculations. Derived from Refs. [42, 54].
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Fig. 3.5: (a) Calculated temperature transients for di�usive transport at various Ni thick-
nesses and an external ”uence of 1.9 mJ/cm2. The reported temperature is an average over
the Ni layer. (b) Measured MO transients at di�erent Ni thicknesses. The inset shows the
long-term behavior of the 4.6 nm trace, together with a “t (solid line) to Eq. 3.3.

place within the Ni layer, i.e. the pump pulse will mainly heat the Ni layer.
Using the optical absorption pro“les the di�usive heat transport is calculated.

Figure 3.5(a) shows the average temperature of the Ni layer during the “rst 20 ps
after excitation. For the speci“c heat c, density � and thermal conductivity � of Cu
and Ni equilibrium values from Refs. [30, 54] were taken, reproduced in Tab. 3.1. The
time dependence ofp(z, t) in Eq. 3.1 was described by a Gaussian with a width of
100 fs, i.e. the duration of the laser pulse. It must be noted that during the “rst two
picoseoconds the equilibrium model is a poor approximation, as on this time scale the
electron and lattice system are not yet in equilibrium with each other. The simulations
show that for thicker Ni layers the heat di�usion proceeds less rapid, evidenced by
the slower decrease of temperature in time. This e�ect is mainly caused by the much
lower thermal conductivity of Ni compared to Cu, slowing down the thermal di�usion
for thicker Ni layers.

In Fig. 3.5(b) the relative change in the measured MO ellipticity, � � �� /� �� , is
plotted versus delay time � t between pump and probe pulse. For small excitations
the change in MO signal � � can be used as a •thermometer•, i.e. �� � � M � � T , an
approach that is discussed in detail in Chap. 4. This allows for a comparison between
the calculated temperature transients in Fig. 3.5(a) and the measured MO e�ect. The
measured transients indeed show a slower decrease of ��/� with increasing Ni layer
thickness, in correspondence with the calculated decrease in heat di�usion. The size of
the e�ect is however not in quantitative agreement with the calculated results, possibly
due to the neglect of interface thermal resistances, initial non-equilibrium di�usion
e�ects and ballistic electron transport. Also the very sharp peak for � t < 2 ps is not
expected from the simple di�usive calculations.

For the long-term behavior the all-metallic structure can be considered uniform,
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and in this approximation Eq. 3.1 can be solved analytically. For a delta peak exci-
tation, T(z,0) = T0� (z), one “nds

T(z, � t) =
1
2

T0�
�a � t

exp


Š
z2

4a� t

�
(3.2)

The di�usivity a = �/�c determines the rate of temperature equilibration within the
material. The resulting temperature pro“le is a Gaussian, with an increasing width
and decreasing peak value in time. In the Cu/Ni/Cu systems we can thus eventually
expect a

TNi (� t) =
T0�

� t Š t0
(3.3)

behavior, with a “nite t0 to account for the initial width of the absorption pro“le.
The inset in Fig. 3.5(b) shows the long term behavior of the MO signal, together with
a “t to Eq. 3.3. The good correspondence con“rms that on a longer time scale the
MO signal follows the lattice temperature.

Summarizing, for � t > � 2 ps the MO signal is well-described by di�usive heat
transport. However, for the “rst picoseconds, i.e. during electron-phonon relaxation,
a much faster dynamics is found. In this regime the di�usive approximation is no
longer valid and electron and lattice dynamics should be treated separately. The
unexpectedly large peak during the “rst picoseconds does however indicate that either
the initial heat di�usion out of the Ni layer is much faster, or that the initial MO
e�ect does not follow the lattice temperature.

3.3 Polycrystalline Ni structures

Apart from epitaxial systems also di�erent polycrystalline Ni structures are investi-
gated. This allows for the separation of structural e�ects by comparing their mutual
dynamics. Also, for polycrystalline samples the thermal conductivity is more easy con-
trolled. To reduce the heat transport e�ects, the Ni was grown on Si/Si3N4(60) and
Si/SiO2(5) substrates. The insulating layers strongly decrease the di�usive transport
and also block possible ballistic electron transport directly after excitation, simplifying
the interpretation of the data. For both substrates most of the heat has di�used out
of the Ni layer after 12 ns, the time between two pump pulses. This prevents excessive
cumulative heating and experimentally only a modest� 10 K •DC• temperature rise
is observed on the Si/Si3N4(60)/Ni structure.

A number of di�erent polycrystalline samples was grown by evaporation in a
MBE system. In the demagnetization experiments mainly results on homogeneous
Si(001)/Si3N4(60)/Ni(10)/Cu(3) and Si(001)/SiO 2(5)/Ni(10)/Cu(3) are presented.
In the precessional experiments also wedge structures, Si(001)/SiO2(5)/Ni(30-50)/-
Cu(3) are used.

3.3.1 Magnetic characterization

All polycrystalline Ni “lms show an in-plane magnetization and a low coercivity.
Thin Ni layers on Si3N4 probably grow cluster-like, as evidenced by the magnetic
characterization of a Si(001)/Si3N4(0-15)/Ni(10)/Cu(3) wedge shown in Fig. 3.6. The
“rst 3 nm of Ni are not magnetic, but upon further increase of the nominal Ni thickness
a strong increase of the Kerr signal is observed. Such behavior can be caused by the
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Fig. 3.6: Saturation Kerr ellipticity (longitudinal) and re”ectivity versus Ni-thickness. The
end of the wedge is marked by a 20 nm step, that is clearly visible in the intensity signal.
The dotted curve represents the calculated re”ectivity (p-polarized, 35� incidence), the solid
line is a guide to the eye.

formation of small, non-magnetic clusters for small nominal thicknesses that at certain
coverage coalesce to form a closed, magnetic layer. The step observed in intensity and
Kerr signal at 15 nm is due to a 20 nm marker that is used for position calibration.

3.3.2 Thermal and optical properties

Figure 3.7 shows the results of optical absorption calculations for di�erent polycrys-
talline structures used in the experiments. From the absorption in the Si3N4/Ni
structure shown in panel (a), a strong dependence of the pump induced e�ects on
Ni thickness is expected since the average absorption changes with almost a factor of
two going from 5 to 10 nm of Ni. The heating is relatively uniform since the “lms are
thin compared to the optical penetration depth. Also, the absorption for an identical
10 nm Ni layer on SiO2(5), panel (c), is a factor of two lower compared to the same
layer on Si3N4(60). This e�ect is mostly related to di�erent thickness of the insulating
layer, i.e. the refrective properties of SiO2 and Si3N4 do not greatly di�er.

In these structures with transparent layers the plots of the perpendicular compo-
nent of the Poynting vector, shown in panels (b) and (d), give important additional
information. The zŠcomponent of the Poynting vector represents the rate of ”ow of
energy per unit area in the z direction. Therefore the derivative d/ dz of Fig. 3.7(b)
simply yields Fig. 3.7(a), the absorption per unit volume. In panels (b) and (d) also
the transport in transparent layers is visible. The plots indicate that even after the
Ni layer a considerable amount of energy is ”owing deeper into the sample, showing
that not all the laser light is absorbed by the Ni. Since the SiO2 and Si3N4 layers are
transparent, this does not show up in the absorption pro“les. The transmitted energy
is absorbed by the Si substrate, although this is not visible in, e.g., panel (c) due to
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Fig. 3.7: (a) Optical absorption in the Si/Si 3N4(60)/Ni/Cu structure for two Ni thicknesses.
The light, p-polarized and incident under 35� , has an intensity of 1 W/m 2 and a wavelength
� = 780 nm. (b) Perpendicular component of the Poynting vector, indicating the rate of
”ow of energy per unit area in the Šz direction, for the two structures. (c),(d) Similar to
(a) and (b), but for a Si/SiO 2(5)/Ni/Cu structure.

the large (8 µm) optical penetration depth of Si at 1.6 eV. For the interpretation of
the magnetic experiments of Chap. 4 the heating of the Si substrate has no conse-
quences since only contributions odd in magnetization are considered and the total
transient re”ectivity change e�ect is small. However, in Sect. 4.6 it is found that the
heating of the Si substrate does have severe e�ects on the interpretation of transient
re”ectivity experiments.

The transient MO experiments on these structures, again used as •thermometer•,
support the predictions from the calculations. Figure 3.8(a) shows a series of MO
ellipticity transients for various Ni thicknesses on a Si3N4/Ni wedge structure. The
predicted larger heating for thin “lms, c.f. Fig. 3.7, clearly shows as an increased
MO e�ect for the thinner layers. The induced e�ects can be very large, up to 40%
for the 4.8 nm “lm. Since the M (T) behavior is non-linear � M increases more than
proportional with � T. The shift in peak position, indicated by the dotted line, is
also related to the larger energy absorption as will be discussed in Sect. 4.9. Also the
factor of two higher absorption for the Si3N4/Ni “lm is reproduced, as can be seen
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Fig. 3.8: (a) Relative change in the MO ellipticity as a function of Ni thickness on a
Si3N4(60)/Ni wedge for the “rst 1.3 ps. The dashed line represents a convolution of the
pulse shape with a step function. (b) Calculated long-term temperature transients for
SiO2/Ni(10) and Si 3N4/Ni(10) for indicated values of � . (c),(d) Long-term ellipticity tran-
sients on Si3N4/Ni(10) and SiO 2/Ni(10). Dotted lines are scaled versions of the thermal
simulation.

comparing Fig. 3.8(c) and (d).
Results of thermal di�usion calculations for the two structures are plotted in Fig.

3.8(b). Reported values for the thermal conductivity of Si3N4 vary between 5Š
30 W/m/K, therefore results for two values of � are shown. The measured dynamics
compare well with the calculated transients using� Si 3 N 4

= 10 W/m/K, as shown in
Figs. 3.8(c) and (d). The dotted lines in the two “gures are scaled versions of the
calculated transients. As in the epitaxial Ni structures, the sharp peak in � � �� /� ��

is very much unexpected from di�usive transport. In this case enhanced (electronic)
heat transport during the “rst picoseconds can be excluded because of the insulating
underlayer.

Concluding, the optical and long-term thermal properties of the polycrystalline
Ni layers are well-described by optical matrix calculations and di�usive transport.
However, the MO response is again sharply peaked for �t < 2 ps. Since the Ni is
grown on insulating underlayers this e�ect can not be explained by transport e�ects.
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Fig. 3.9: (a) Magnetization loops measured using the polar MOKE for two di�erent N +

dosages. (b) Magnetization loops measured at a dosage of0.5 · 1015 cmŠ 2. The temperature
was varied from 35 to 95� C in steps of 20� C.

The sharp peak in the transient MO response thus indicates that the MO e�ect does
not follow the lattice temperature.

3.4 Co-Pt alloy

Besides structures containing nickel also cobalt-platinum alloys are studied, allowing
for a check of the general character of the observed magnetization dynamics. Thin
“lms of CoPt show an out-of-plane magnetization and large MO e�ects. Recently
it was found that irradiating CoPt multilayers with energetic ions can drastically
change their magnetic properties [20, 77]. The irradiation a�ects the anisotropy and
magnetization of the material, even allowing for a reorientation of the easy-axis from
out-of-plane to in-plane. Irradiation may also alter the magnetization dynamics,
which is of interest for the current investigation.

In this work a Pt(20 nm)/Co(0.5 nm)/Pt(1 nm) trilayer was used, sputter-grown
on a Si/SiN(40 nm) substrate at IBM Almaden. The layers were damaged by irradi-
ation with 700 keV N+ ions, varying the dose from 1014 cmŠ 2 to 1016 cmŠ 2 over the
structure. The ion bombardement causes an intermixing of the Co and Pt, resulting
in an alloy with a decreased coercivity and a lower Curie temperature as compared
with the original sample. Co1Š x Pt x alloys remain magnetic at room temperature up
to a platinum content of x = 0 .75. The net magnetic moment per atom decreases
from 1.7 µB for x = 0 to 0.75 µB for x = 0 .75, while the Curie temperature decreases
from 1400 K to 300 K [76].

3.4.1 Magnetic characterization

Using the MOKE in the polar con“guration the dependence of coercive “eld Hc on
radiation dosage is evident. In Fig. 3.9(a) measured magnetization loops are plotted
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Fig. 3.10: (a) Optical absorption in the Si/SiN/Pt/Co/Pt trilayer. The light, p-polarized
and incident under 15� , has an intensity of 1 W/m 2 and a wavelength � = 780 nm. (b)
Perpendicular component of the Poynting vector, indicating the rate of ”ow of energy per
unit area in the Šz direction.

for two di�erent N + dosages, showing a clear decrease ofHc with increased radiation.
At the maximum dosage the easy-axis orientation is still out-of-plane, i.e. no spin
reorientation transition is observed.

Also, the coercive “eld is strongly dependent on temperature. Figure 3.9(b) shows
a series of magnetization loops taken at di�erent substrate temperatures. Increasing
the temperature from 35� C to 100� C the coercive “eld decreases with almost a factor
of two. A similar e�ect is observed when the pump beam is turned on. Optical heating
by the pump pulses results in a decrease of the coercivity with� 20% for an external
”uence of 1.5 mJ/cm2. This e�ect is not caused by •DC• heating of the sample, but
is related to the longer-lasting transient temperature rise.

3.4.2 Thermal and optical properties

Using the optical matrix method the absorption in the structure is calculated. From
Figs. 3.10(a) and (b) it follows that most of the energy is deposited in the Pt layer and
that only a small amount leaks through the Si substrate. The heating is not uniform,
although initial ballistic electron transport will ”atten the pro“le. From the average
absorption a maximum temperature rise of 92� C is expected for a external ”uence of
1.9 mJ/cm2. Like the polycrystalline Ni structures the trilayer is deposited on top
of an insulating substrate. The thermal di�usion is therefore similar to that of the
Si3N4/Ni sample plotted in Fig. 3.8(b), i.e. showing a slowly decreasing temperature
transient. As for the previous samples, the time-resolved MO measurements (not
shown) show a strongly peaked response near �t = 0 that does not follow from
di�usive transport simulations.
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3.5 Conclusion

In this chapter a structural description and magnetic characterization was given for
the samples investigated in this work. Also a detailed analysis of the optical and
thermal properties was presented. The optical simulations are used to identify to
what extent the laser light is absorbed in the di�erent layers, and show a very good
agreement with experimental observations. The absorption pro“les are subsequently
used to calculate the di�usive transport in the layered structures after heating by a
pump pulse. For delay times> � 2 ps a good correspondence between the simulated
temperature transients and the magneto-optical measurements is found, showing that
on this time scale the MO signal is proportional to the lattice temperature.

During the “rst picoseconds after excitation much larger MO e�ects are observed
than predicted by the simple di�usive model. In this regime the model is no longer
valid as the lattice and electron system are not in equilibrium. However, even for
magnetic layers on insulating substrates sharply peaked MO e�ects are observed.
Since the insulating substrates e�ectively block all energy transport this is a strong
indication that the MO e�ect does not follow the lattice temperature.



4. DEMAGNETIZATION DYNAMICS

4.1 Introduction

In future spintronic devices the control and life time of the electron spin orientation
is of utmost importance. However, a detailed understanding of the interactions that
change the spin direction on a femtosecond time scale is still lacking, especially for
the ferromagnetic metals. In this chapter we will investigate the processes leading to
the loss of magnetization, i.e. net spin moment, upon femtosecond laser heating.

It is well known that the magnetization of a ferromagnetic material decreases when
it is heated. Upon reaching the Curie temperature the long-range order is lost and no
net magnetization is left. In the time-resolved experiments presented in this chapter
the relaxation of the spin system towards its new equilibrium is followed in time after
sudden laser heating. Optical excitation leads to an instantaneous increase of the
energy of the electron system. Subsequently, the lattice is heated by electron-phonon
scattering and the magnetization is reduced by spin scattering processes.

The aim of demagnetization studies is to determine the timescale and mechanisms
involved in the demagnetization process. To this e�ect, nearly all ultrafast demag-
netization studies employ magneto-optic pump-probe techniques. We will show here,
however, that under certain circumstances MO measurementsdo not yield the mag-
netization dynamics, complicating the interpretation of the data. To identify the spin
scattering processes, it is common to compare the time scales for loss of magnetization
and loss of energy in the electron system. In this work, we also systematically study
the temperature and ”uence dependence of the dynamics. Comparing not only the
time scales, but also the magnitude of the observed e�ects, the processes leading to
the demagnetization can be identi“ed.

In the “rst sections a basic background on laser-induced demagnetization is given.
In Sect. 4.2, an overview is given of recent experimental work on magnetization dy-
namics. The dynamics of the electron and lattice system upon optical excitation is
discussed from a theoretical perspective in Sect. 4.3. Next, in Sect. 4.3.2, the spin
dynamics is looked at using both microscopic and phenomenological models. Finally,
in Sect. 4.5 di�erent experimental techniques are presented to probe the electron and
spin dynamics.

To measure the dynamics of the electron system we performed transient re”ec-
tivity measurements. The results of these experiments and a comparison with values
measured by other groups are presented in Sect. 4.6. The relaxation times found
here can be used for comparison with magnetic time scales addressed in subsequent
sections.

In this work time-resolved MOKE measurements are used to measure the mag-
netization dynamics. The use of magneto-optical techniques is well-established in
equilibrium conditions, but an extrapolation to the highly excited state shortly after
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laser excitation is not trivial. In Sect. 4.7 it is shown that in some cases the time-
resolved MO signal does not represent the magnetization dynamics, and di�erent
causes for this e�ect are discussed.

To obtain information on the demagnetization process temperature and pump
”uence dependent measurements were performed, presented in Sects. 4.8 and 4.9,
respectively. By comparing transient MOKE measurements taken at di�erent ambient
temperatures and ”uences, it is shown that the spin dynamics are closely coupled to
the electron dynamics.

All pump-probe demagnetization experiments point at an extremely rapid decrease
of the magnetization after laser heating, i.e. within hundreds of femtoseconds. In
Sect. 4.10 it is investigated whether or not the magnetization dynamics is delayed
with respect to the electronic response. Finally, Sect. 4.11 summarizes the results of
this chapter and in Sect. 4.12 an outlook is given.

4.2 Earlier work

Agranat et al. [2] were among the “rst to study the dynamics of light-induced de-
magnetization in the mid-1980•s. They heated a Ni “lm by an intense laser pulse
of variable duration, and afterwards measured the remanent MO-contrast. It was
found that using pulses of 5-20 ps duration the Ni layer could not be demagnetized,
although the “lm temperature was raised to double the Curie temperature. However,
a 40 ns pulse could demagnetize the heated section. It was thus concluded that the
spin relaxation time lies between 1-40 ns.

The “rst true time-resolved experiments were done at the ETH Zürich by Vaterlaus
et al. in the beginning of the 1990•s [74, 75]. They employed a time-resolved spin-
polarized photo-emission technique, using a pump pulse of� 10 ns duration to heat
the material. A probe pulse of 30 ps at a high photon energy subsequently excited
electrons from the Fermi level to the vacuum level where they could be spin-selectively
detected. Experiments on Gd yielded a spin relaxation time of 100± 80 ps. Similar
experiments on iron put the relaxation time between 30 ps and 20 ns. Although the
reported “gures were at the edge of the experimental resolution, which was limited
by the length and rise time of the laser pulses, they agreed well with a theoretical
estimate by Hübner et al. [40] based on spin-lattice relaxation.

In 1996 surprising results were published by Beaurepaireet al. [5]. Using a
magneto-optical pump-probe technique with pulses of only 60 fs duration they found
that the magnetization of a 22 nm nickel “lm reached its minimum value already
� 2 ps after laser heating, i.e. orders of magnitude faster than previously published val-
ues. The key “gure of this work is reproduced in Fig. 1.3. Using a three-temperature
model to describe the dynamics in the electron, phonon and spin system they con-
cluded that the spin relaxation was not driven by spin-lattice interactions, but that an
e�cient electron-spin scattering was the main mechanism responsible for the observed
fast demagnetization.

Beaurepaire•s paper triggered a new interest in the demagnetization phenomena
and di�erent groups soon con“rmed the ultrafast demagnetization. Hohlfeld et al.
[36] from the Freie Universität Berlin measured the magnetization dynamics of Ni
and Co using pump-probe Second Harmonic Generation (SHG). In their experiments
on a bulk Ni crystal the observed response of the magnetization was instantaneous
within the experimental resolution. Moreover, after 300 fs the magnetization of a
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bulk Ni crystal could simply be described by the electron temperature using the
equilibrium magnetization dependence,M (t) = M [Te(t)]. For even smaller delay
times (� t < 300 fs), i.e. before complete electron thermalization, deviations from
M [Te(t)] were observed.

Table 4.1 gives a chronological overview of selected spin dynamics experiments.
The spin-resolved photoemission experiments by Schollet al. [63] on thin Ni layers
seemed to bridge the gap between the ultrafast demagnetization reported by Beaure-
paire and Hohlfeld and the much slower relaxation observed earlier. Scholl found that
after laser-heating the spin polarization of photo-emitted electrons dropped within
the pump-probe crosscorrelation (300 fs). However, also agradual decay over hun-
dreds of picoseconds was observed. This results has, however, never been reproduced.
In 1998, Beaurepaire was the “rst to drive a ferromagnetic material, CoPt3, from the
ferromagnetic to the paramagnetic state using intense pump pulses. The decrease
in magnetization followed the absorbed pump-power on a characteristic time scale
� = 100 fs, similar to the electron thermalization. Conrad et al. from the Berlin
group reproduced such an ultrafast, complete demagnetization for 7 to 8 monolayer
thick “lms of Ni [11, 26], which have a reduced Curie temperature. The same group
also repeated the experiments on bulk poly-crystalline Ni, but now using 40 fs pulses
[26, 35]. The magnetic and non-magnetic part of the SHG signal dropped within
the crosscorrelation of the pump and probe pulse, which would be indicative for an
instantaneous response.

At this time doubts started to rise on the interpretation of MO-e�ects in the highly
excited state present right after excitation. Regensburgeret al. [60] and Koopmans
et al. [51] (Sect. 4.7 of this thesis) showed a strong dependence of the observed dy-
namics on the measured polarization components, pointing at a non-trivial relation
between magnetism and magneto-optics. Later, polarization dependent e�ects were
also observed by Guidoni [27] and Melnikov [57]. Kampfrathet al. [46] observed a
dependence of the dynamics on both polarization and probe wavelength.

4.3 Electron and lattice dynamics

In the optical demagnetization experiments the ferromagnetic material is heated by an
intense laser pulse. When photons are absorbed in a metal their energy is transferred
to the electron system, creating highly energetic electrons (� 1 eV). The subsequent
electron thermalization due to e-e interactions and energy relaxation by electron-
phonon scattering have been extensively studied in non-magnetic metals. In this
section the fundamental interactions between electrons and phonons, as well as the
two-temperature model will be introduced.

Upon absorption of a short laser pulse electrons are excited from the occupied
states below the Fermi level to the empty states above. This creates a non-equilibrium
distribution of highly energetic electrons, depicted in Fig. 4.1(a), I. In the subsequent
relaxation processes, three di�erent regimes can be recognized.

First, the non-equilibrium electrons will rapidly thermalize to a Fermi-Dirac dis-
tribution by e-e scattering. This greatly increases the number of excited electrons but
reduces their average energy, c.f. Fig. 4.1(a), II. After thermalization, an equilibrium
description in terms of an electron temperatureTe becomes valid. The lattice system,
characterized by a lattice temperature Tl , is initially una�ected by the optical exci-
tation. Electron-phonon (e-p) interactions will however equilibrate the electron and
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Fig. 4.1: (a) Schematic representation of the changes in the electron occupancy after pulsed
laser excitation. (I) non-equilibrium distribution right after optical excitation with a photon
energy h	 . (II) Thermalized electron distribution, but with an elevated temperature Te.
(III) Electron-phonon interactions equilibrate the electron and lattice system, reducing the
electron temperature. During the di�erent stages also ballistic and di�usive transport out of
the illuminated region will reduce the energy density in the electron system. (b) The two-
temperature model. Optical excitation by a laser pulse increases the energy in the electron
system, raising its temperature Te. Electron-phonon relaxation, characterized by a coupling
parameter gel , subsequently equalizes the temperature of the electron and lattice (Tl ) system.

lattice temperature, increasing the energy in the lattice system. When “nally the e-p
relaxation is completed, the system is in internal equilibrium and can be character-
ized by a single temperature. The subsequent processes are described in more detail
below.

4.3.1 Thermalization

The internal equilibration of the electron system after optical excitation is governed
by electron-electron interactions. The evolution of the electron distribution in time
can be described by a Boltzmann equation, [24, 33]

dn1

dt
= K ee

� � �
[(1 Š n1)(1 Š n2) · n3 · n4Š (4.1)

n1 · n2 · (1 Š n3)(1 Š n4)] � (E1 + E2 Š E3 Š E4)dE2dE3dE4,

with ni = n(Ei ) the value of the electron distribution n at energy Ei , and K ee the
electron-electron scattering constant. In deriving Eq. 4.2 a constant density of states
was assumed. Also,K ee is considered constant, i.e. independent of electron energy
and momentum. Using Eq. 4.2, the lifetime of a single, highly excited electron can
be derived. Considern(E) given by the Fermi-Dirac distrubition, but with a small
occupation at E Š EF � kB Te. It is readily shown that the occupation decreases
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Fig. 4.2: Lifetime of excited electrons in Ag and Ni as a function of energy above the Fermi
level. The solid lines represent calculations using Eq. 4.2. For the top curve describing Ag,
K ee was derived from Fermi liquid theory. The bottom curve represents an approximation
for Ni, using 1/K ee = 3 fs eV2. The data in the “gure is reproduced from Ref. [3].

exponentially on a characteristic time scale

� ee(E ) =
1

K ee(E Š EF )2 , (4.2)

i.e. the lifetime is proportional to ( E Š EF )2.
Results of time-resolved 2PPE experiments on the free-electron metal Ag [50]

show a good agreement with Eq. 4.2. In Fig. 4.2 the measured energy dependence
of the lifetime of optically excited electrons in Ag is indicated by triangles. The
solid line represents Eq. 4.2 with a value forK ee that was calculated from Fermi
liquid theory [3]. Although for Ag the measured lifetimes show a good agreement
with the ( E Š EF )Š 2 relation, deviations occur for materials with d-bands close to,
or intersecting with, the Fermi level. This is apparent for the measured values on
Ni, depicted by squares in Fig. 4.2. In the transition metal the availability of d-
bands greatly increases the phase-space for scattering, and a ten-fold reduction in
life time is observed compared to Ag [50]. The excitation of the strongly bonded
d-electrons nearEF does however result in deviations from Eq. 4.2 [3]. Note that for
the ferromagnetic Ni the spin-up and spin-down electrons have di�erent lifetimes [50].
The values reported in Fig. 4.2 are spin-integrated.

After optical excitation, the combined e�ect of many e-e scattering events leads
to the thermalization of the electron gas. This process has been well studied in
literature, both experimentally and theoretically [6, 16, 17, 19, 24, 68, 70]. Here we
present an alternative estimate of the thermalization time that uses a rather crude
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approximation, but allows for a simple analytical result. For simplicity we replace
the distribution of excited electrons by a single excitation at an energyE0 above the
Fermi level. For a Fermi sea at 0 K, its lifetime is given by Eq. 4.2. After the “rst
scattering event, three new particles are created: two electrons and one hole. The total
number of excited particles Ne thus triples after this scattering event. The average
energy per particle is, at any time, given by < E > = E0/N e(t). We make the severe
approximation that the lifetime of the excited particles is given by � ee(EF + <E > ).
This yields a di�erential equation for Ne,

dNe(t)
dt

= 3
Ne(t)

� ee(EF + <E > )
= 3

K eeE 2
0

Ne(t)
, (4.3)

with the solution

Ne(t) =
�

6E 2
0K eet + 1 �

�
6E0

�
K eet, (4.4)

<E > (t) �
1

�
6

(K eet)Š 1/ 2. (4.5)

The approximate expressions are valid fort � (6E 2
0 K ee)Š 1. The number of excited

particles is thus found to increases with time as
�

t. The divergent behavior of nE (t),
i.e. Ne(t) � 	 for t � 	 , is related to the fact that the Fermi distribution of the
undisturbed electrons is assumed to remain at 0 K. However, in a practical situation
the electron gas will have a “nite temperature T. Therefore, the thermalization can
be considered completed when<E > (t) � kB T, yielding a thermalization time tth of

t th =
1

6K ee(kB T)2 =
2.2 · 107 K2/ eV2

K eeT2
e

. (4.6)

In the approach taken abovenE (t) was calculated starting from a single excitation
at energy E0. In Ref. [70], an approximate expression is derived for< E > (t) after
optical excitation. Assuming a rectangular excitation pro“le, c.f. Fig. 4.1(a), the
authors derive

Ne = 2 .7Ea

�
K eet (4.7)

<E > (t) = 0 .38(K eet)Š 1/ 2, (4.8)

with Ea the (total) absorbed laser energy. These expression are closely identical
to Eq. 4.5 when substituting E0 for Ea, showing only a � 10% deviation due to
the di�erent numerical factor. From this analogy, Eq. 4.6 is also expected to be a
reasonable estimate for a more realistic calculation based on a rectangular excitation
pro“le. Note that this implies that the thermalization time is independent of the
photon energy h	 . In this model, only the amount of absorbed energy a�ects the
thermalization time, Eq. 4.6, by raising Te.

To verify Eq. 4.6 we also studied the thermalization process by solving Eq. 4.2
numerically. Figure 4.3 shows results of the numerical evaluation of Eq. 4.2 using
a rectangular excitation pro“le. When a system is not in internal equilibrium, the
concept of •temperature• is not well-de“ned. In the “gure the results for three di�erent
de“nitions are displayed:

1. Te, distr . , derived by a least-squares “t ofn(e) to the Fermi-Dirac distrubtion.
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