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Abstract—Fifth-generation mobile networks (5G) are the solution for the demanding mobile traffic requirements, providing technologies that fulfill the requisites of different type of services. The utilization of the millimeter-wave (mm-wave) band is the straight forward technique to achieve high bit rates. Moreover, analog radio-over-fiber (ARoF) brings outstanding benefits such as low cost, low power consumption, and high spectral efficiency, among others. Thereby, mm-wave ARoF is a strong candidate to pave the way for common public radio interface (CPRI) in the fronthaul for the future 5G architecture. As orthogonal frequency-division multiplexing (OFDM) is the adopted waveform in the 5G standard, it should be also utilized in mm-wave ARoF systems for 5G. However, phase noise is one of the most degrading factors in mm-wave OFDM ARoF systems. Therefore, in this work, an analysis of the phase noise is carried out through an experimental setup up. The configuration of this setup enables to gradually modify the final phase noise level of the system. Furthermore, an original and novel algorithm to compensate the phase noise in OFDM receivers is proposed. The performance of this algorithm is experimentally evaluated through the setup for different phase noise levels and different subcarrier spacings. The obtained results show the effectiveness of the proposed algorithm under those conditions, highlighting the viability of mm-wave OFDM ARoF for 5G and beyond.
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I. INTRODUCTION

MOBILE network data has exponentially grown in the last years. The fifth-generation (5G) of mobile networks is the adopted solution for this increasing traffic trend. 5G will support a huge enhancement in terms of capacity, bit rate, latency, reliability, energy efficiency, and number of connected devices [1]. Many technologies have appeared to fulfill these demanding requirements [2]. Thus, to achieve high bit rates, the need for achieving higher data rates leads is forcing operators to move toward high-frequency bands, being the millimeter-wave (mm-wave) domain a very promising one due to its inherent bandwidth. Transmitting signals at mm-wave frequencies implies high free-space path loss (FSPL) and, for that reason, the area of mm-wave cells does not exceed 200 m [3]. Therefore, a larger number of mm-wave cells, compared to the current mobile network, are required to cover the same surface.

Since centralized radio access network (C-RAN) implies higher flexibility, lower latency, and lower power consumption than distributed radio access network (D-RAN), this centralized architecture is a more preferable solution for 5G [4]. Digital radio-over-fiber (DRoF) is the adopted technology in common public radio interface (CPRI) to develop C-RAN in the mobile network. However, CPRI requires constant bitrate signals and implies sampling rates of hundred of Gbit/s. Thereby, DRoF is clearly not a scalable solution for the future mm-wave 5G architecture [5]. On the other hand, analog radio-over-fiber (ARoF) reduces the complexity, cost, and latency in the remote unit (RU), avoiding the high demanding analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) used in DRoF [4]. Therefore, C-RAN architecture employing ARoF is a suitable solution for the mm-wave 5G fronthaul since it brings attractive benefits such as low latency, low cost, high scalability, high spectral efficiency, and low power consumption [6]–[8].

Orthogonal frequency-division multiplexing (OFDM) is the 5G waveform standardized by 3rd Generation Partnership Project (3GPP) [9]. In the new radio (NR), 5G defines different numerologies for OFDM [9] associated to subcarrier spacing values from 15 to 240 kHz. OFDM offers solid wireless communications due to its robustness to frequency selective channels, high spectral efficiency, low out-of-band (OOB) emissions, and efficient multiple-input and multiple output (MIMO) integration [10], [11]. Accordingly, mm-wave cells over ARoF with OFDM is a strong candidate to be part of the beyond 5G architecture. However, the phase noise has been demonstrated to be one of the major performance limiting factor in OFDM mm-wave ARoF systems because of the relatively low subcarrier spacing used in 5G [5], [12].

Strategies to compensate the phase noise degradations have already been analyzed and evaluated in OFDM mm-wave ARoF systems: thus, the phase noise is mitigated by hardware in [13], [14]; and dispersion-induced phase noise (DPN) included by the chromatic dispersion of the fiber is compensated for long fiber distance in [15], [16]. Moreover, the impact of phase noise has been studied and analyzed in [12] for OFDM signals with different numerologies. Other modulation formats, such as universal filtered-OFDM (UF-OFDM), have also been
evaluated in terms of phase noise in this type of systems [17], [18]. Nevertheless, the performance of a technique to mitigate the phase noise for different phase noise levels and different numerologies in OFDM mm-wave ARoF scenarios has not yet been realized. For this reason, in this work, a novel OFDM algorithm to compensate phase noise is proposed and explained. Next, the mm-wave ARoF phase noise is studied and analyzed in an experimental setup at 25 GHz (K-band). This setup allows to gradually increase the phase noise level. Then, the OFDM performance is experimentally evaluated under different phase noise conditions and for all 5G numerologies. The proposed algorithm is used to enhance the performance of the received OFDM signals. The experimental results prove that the proposed OFDM receiver allows to achieve 5G requirements for different phase noise levels and different subcarrier spacings.

This manuscript is organized as follows: Section II describes the fundamentals of the proposed OFDM algorithm to mitigate the phase noise. Section III explains the employed ARoF setup to progressively increase the phase noise. Section IV studies the phase noise in the proposed ARoF scheme. Section V discusses the obtained results. Finally, Section VI presents some concluding remarks.

II. PROPOSED ALGORITHM TO COMPENSATE THE PHASE NOISE IN OFDM SYSTEMS

Phase noise is one of the major issues in OFDM systems. This impairment introduces a twofold degradation in the transmitted OFDM signal [15]: first, a common phase error (CPE), which affects to all the subcarriers similarly, can be compensated with the channel equalizer; and, second, an inter-carrier interference (ICI), deteriorating the subcarriers asymmetrically. Therefore, an additional method has to be performed in the OFDM receiver to compensate the ICI introduced by the phase noise. Furthermore, since phase noise degrades the orthogonality of the subcarriers in each OFDM symbol, the ICI level added by the phase noise is proportional to the OFDM symbol duration. The subcarrier spacing is inversely proportional to the symbol duration in OFDM systems. Thus, the subcarrier spacing is a relevant OFDM parameter that determines the ICI intensity introduced by the phase noise.

In this work, a novel algorithm to compensate the ICI induced by the phase noise in OFDM systems is presented and explained. This section is structured as follows: first, the fundamentals of the proposed algorithm are shown. Then, the keys to achieve high performance in this algorithm are detailed. Finally, some complexity and latency considerations about the algorithm are expounded.

A. Fundamentals of the algorithm

The classical block diagram for an OFDM transmitter is represented in Fig. 1 (a), where the process sequence is as follows: the flow of bits is mapped into the constellation symbols through the modulator; then, the inverse fast Fourier transform (IFFT) is performed; and, finally, the cyclic prefix (CP) is added to each OFDM symbol. In addition, the typical system model of a phase noise channel is shown in Fig. 1 (b) [19]. There, the transmitted signal \( x \) is convolved with the channel response \( h \), obtaining \( x' \). Then, the additive white Gaussian noise (AWGN) \( w \) is included, to obtain \( y' \). The output signal \( y \) of the system model is generated by multiplying \( y' \) with the complex exponential of the phase noise \( \exp(-j\rho) \). Lastly, the block diagram of the proposed algorithm is shown in Fig. 1 (c). This algorithm is based on re-constructing the transmitted OFDM signal \( x \) in the time-domain. Then, this reconstructed signal is used as reference to estimate the phase noise. The only assumption required by the algorithm is that the phase noise spectrum behaves as a low-pass signal. Since phase noise follows a Wiener process in most communication scenarios [20], the low-pass nature assumption for phase noise is adequate for the majority of the mm-wave ARoF systems. An algorithm based on this assumption and strategy to estimate and compensate the phase noise is also used in [19], [21], [22]. This type of algorithms performs better when the channel is mainly dominated by the phase noise.

The block diagram of Fig. 1 (c) is structured in two parts: one part is compounded by the classical blocks in an OFDM receiver; the second part constitutes the additional blocks to estimate and compensate the phase noise. Regarding the first part, the classical OFDM receiver sequence is formed by the next constitutive elements: an initial one for removing the CP of each OFDM symbol; then, the fast Fourier transform (FFT) can be performed to move into the frequency-domain; next, the channel frequency response is estimated using the distributed pilot subcarriers and compensating the remaining subcarriers with this estimation; and, finally, the demodulation of the equalized symbols is accomplished according to the constellation used in the transmitter.

After the demodulation block, the additional elements to estimate and compensate the phase noise start. First, the demodulated symbols are multiplied by the estimated channel frequency response that is obtained in the equalizer block. Then, the resulting signal passes to the time-domain by per-
forming an IFFT. In this way, an estimation of the transmitted time-domain OFDM signal filtered by the channel response \( (x') \) is achieved. If both the demodulation procedure is error-free and the channel estimation error is negligible, such that the estimated time-domain signal becomes \( x' \).

After the IFFT process, the estimated time-domain transmitted signal is divided by the received signal. Next, the angle of this division is calculated. Hence, a first estimation of the phase noise is accomplished. If the received signal only suffers the adverse effects of phase noise and of multipath channel degradations; and if there is no errors in the estimation of \( x' \), then no differences are appreciated between the initial estimation and the real phase noise. However, degradations in the received signal cause errors in the demodulation process and, thus, in both the phase noise and \( x' \) estimations. A way to enhance the phase noise estimate consists of filtering it according to the spectral shape of the phase noise. Then, in order to reduce the error in the estimation, the initial phase noise estimate is filtered. Next, the received signal is multiplied by the complex exponential of the inverse of the estimated phase noise \( \exp(-j \beta_{est}) \). In this respect, the estimated phase noise is compensated in the received signal. Finally, the FFT, the channel equalizer, and the demodulator processes are performed again.

The proposed algorithm can be used iteratively to enhance the estimate of the phase noise and its compensation in each iteration. The first iteration contains more errors in the demodulation process than subsequent iterations because the phase noise was not compensated previously. In the second iteration, the phase noise is compensated by using the phase noise estimate from the first iteration before the demodulation and, thus, fewer errors appear in the demodulation process than in the previous iteration. Consequently, since the re-built time-domain signal is closer to \( x' \), the phase noise estimate enhances in the second iteration. Subsequent iterations calculate and compensate the residual phase noise that was not estimated in the previous iterations. Therefore, the number of errors due to the phase noise decrease with the number of iterations of this algorithm because the phase noise compensation is improved in each iteration.

This iterative process is applied on all subcarriers. Since the null subcarriers in the edge of the OFDM band are known in the receiver, the equalization and demodulation processes do not need to process these subcarriers in the algorithm, considering them null values. Therefore, the multiplication between the estimation of the channel \( (H_{est}) \) with the demodulated symbols includes only the active subcarriers. For the remaining added blocks of the algorithm, all subcarriers are involved in the process.

An additional block can be added after the demodulator block to decide when to leave the algorithm loop. This decision is based on an estimate of the signal-to-interference-plus-noise ratio (SINR) in the current iteration. Two parameters are evaluated for the aforementioned decision: an SINR threshold and an SINR step, that expresses the SINR improvement between the current iteration and the previous one. The algorithm loop can be finished when the SINR estimate is above the threshold or when the SINR step falls below a predefined limit value.

In this way, infinite loops and unnecessary iterations can be avoided.

### B. Filter design strategies

The low-pass filter (LPF) block plays a crucial role in the algorithm of Fig. 1 (c) by reducing the fast fluctuations of the pre-filtered phase noise estimate in each iteration. Such fast fluctuations, caused by high frequency components, do not adhere to the low-pass nature of the phase noise. Therefore, the low-pass filter allows a better estimate of the phase noise.

As mentioned in the previous subsection, the low-pass filter adjust to the spectral shape of the phase noise. This spectral shape can be characterized by two parameters: the cutoff frequency \( (f_c) \) and the decay slope \( (m_f) \). These two parameters can be obtained from the preamble of the transmitted signal. Hence, the low-pass filter can be designed with a flat amplitude until \( f_c \) and a linear logarithmic decay from \( f_c \) with a slope value defined by \( m_f \).

The pre-filtered phase noise estimate yields less accurate results at the first iterations due to the higher number of errors in the demodulation process and, thus, this estimate contains more fluctuations at high frequencies. Hence, the strictness of the filter has to decrease progressively for these high frequencies in each iteration. This strictness can be translated to the \( m_f \) value of the filter. Thus, \( m_f \) decreases with the number of iterations, implementing an adaptive low-pass filter in the presented algorithm. In this way, its performance can be enhanced and optimized.

Fig. 2 shows an adaptive low-pass filter example. This is composed of six filters with decreasing \( m_f \) values. Therefore, the more attenuation in the filter, the earlier iteration we are considering. The \( f_c \) value of this example is 0.5 MHz. From this frequency point until half the sampling frequency of the signal (0.12 GHz, in this case), the attenuation of the adaptive filter decreases proportionally from 80 to 10 dB. The related values of \( m_f \) (in dB/decade) to these attenuation values are shown in the inset of Fig. 2. Comparing with the algorithms

![Figure 2. Example of an adaptive low-pass filter design for the proposed algorithm.](http://dx.doi.org/10.1109/JLT.2020.3041041)
proposed in [19], [21], [22], the novelty of this algorithm lies in the adaptability of the inserted low-pass filter for each iteration to improve performance. Furthermore, since the characteristics of the used low-pass filter implies a big impact in the phase noise estimate [21], the guidelines to design the low-pass filter have been shown in this section.

C. Complexity and latency analysis

The complexity associated to the digital signal processing (DSP) is a decisive factor in mobile communications. The additional complexity factor ($C_F$) of the proposed algorithm with respect to the standard OFDM receiver can be calculated approximately as:

$$C_F = \frac{I \cdot N \cdot (7.75 + 2.5 \cdot \log_2(N))}{N \cdot (2.5 + \log_2(N))} \quad (1)$$

with $N$ being the number of subcarriers to process in the FFT and IFFT blocks, where $I$ denotes the total number of iterations in the algorithm. The numerator of the Eq. (1) refers to the total number of complex multiplications of the algorithm, whereas the denominator corresponds to the number of complex multiplications of the standard OFDM receiver (see green blocks in Fig. 1 (c)). Thereby, the additional complexity factor of the algorithm is roughly 2.5 per iteration. This rate is valid for most of $N$ values since Eq. (1) is linear in terms of $N$. This shows that there is a trade-off between complexity and performance, since yield increases as shown in Section V. Since the power consumption is highly related to the complexity of the algorithm in terms of number of multiplications, the additional power consumption, added by the algorithm, is also approximately 2.5 times more than the conventional OFDM receiver.

Assuming a pipeline process where all the blocks of the algorithm can be performed in parallel, the additional latency factor in terms of multiplication latency is:

$$L_F = \frac{I \cdot (18 + 4 \cdot \log_2(N))}{4 \cdot \log_2(N)} \quad (2)$$

Eq. (2) has been calculated considering that most of the multiplications of the algorithm can be performed in parallel. However, the FFT and IFFT processes require a certain number of stages that cannot be realized in parallel. The $\log_2(N)$ terms of Eq. (2) correspond to the delay of these stages. In addition, the numerator of this equation refers to the multiplication latencies of the algorithm, whereas the denominator corresponds to the number of multiplication latencies of the classical OFDM receiver. The additional latency factor ($L_F$) of the proposed algorithm can be approximated to 4 per iteration. The main reason of this high latency factor value is the use of a high-selectivity frequency filter. Since the proposed algorithm increases the final latency of the link in terms of tens of microseconds per iteration and the final latency of the link is in terms of hundreds of milliseconds, the increased latency factor of the algorithm is not critical respecting the final latency [23].

Finally it should be noted that in terms of system or standardization complexity, this algorithm is not expected to cause any interoperability issues. As it is entirely local to the receiver and does not require adaptation of the modulation format or signaling, it can be introduced by any equipment/phone manufacturer in their receiver to improve performance in the presence of phase noise, e.g., as a special variant or differentiating feature.

III. Experimental setup

The experimental setup used to study and analyze the phase noise in OFDM mm-wave ARoF systems is shown in Fig. 3 (a). First, an external cavity laser (ECL) generates the optical carrier at 1550 nm. Next, this optical carrier is modulated by a 25 GHz Mach–Zehnder modulator (MZM), biased in the null point, and driving with a sinusoid of 12.5 GHz generated by a vector signal generator (VSG). Therefore, two optical tones are produced with a frequency separation of 25 GHz. The spectrum of these two tones can be observed in Fig. 3 (a.1). The optical two-tone signal is boosted by an erbium-doped fiber amplifier (EDFA). Next, the two tones are separated by a wavelength selective switch (WSS). The left tone is processed in the lower branch (see Fig. 3 (a.2)), and the right tone in the upper branch (see Fig. 3 (a.3)).

One tone is modulated by a second 10 GHz MZM, biased in the quadrature point, with the OFDM signal. This OFDM signal is produced by an arbitrary waveform generator (AWG) with a sampling rate of 12 GSa/s. In the lower branch, the second tone is delayed with respect to the upper tone. This delay is performed by patch cords with different lengths. Thus, the phase noise of the system can be increased gradually by adding longer patch cords. Then, the modulated and delayed tones are recombined in an optical coupler. The optical spectrum of the combined signal is shown in Fig. 3 (a.4). A polarization controller (PC) is added to the lower branch in order to match the polarization of two branches.

The recombined optical tones beat on a 40 GHz photodiode (PD) producing a modulated RF signal at 26 GHz. The spectrum of this modulated RF signal is represented in Fig. 3 (a.5). In this figure, both the OFDM double sideband with an intermediate frequency (IF) of 1 GHz and the 25 GHz carrier can be observed. Thereby, one OFDM sideband is generated at 24 GHz, whereas the other is at 26 GHz. Considering the wireless link to be implemented in this system, an RF filter, whose task consists of removing the RF carrier at 25 GHz and one of the OFDM sidebands, should be necessary to add before the antenna. Then, the electrical signal is boosted by a 30 dB medium power amplifier (MPA) with 18 to 40 GHz of bandwidth. Next, the boosted signal is mixed with a sinusoid of 23 GHz generated by a second VSG. Consequently, the electrical signal is down-converted to a second IF of 2 GHz. Therefore, the total IF is 3 GHz. Last, the IF signal is sampled and stored by a digital phosphor oscilloscope (DPO) with 12.5 GSa/s of sampling rate.

In the tables of Fig. 3 (b), the values of the measured optical and electrical power values for certain points of the experimental setup are shown. The optical power value with index seven is marked with an asterisk because it depends on the length of the used patch cord. Moreover, the transmitter block diagram of the OFDM DSP is detailed in Fig. 3 (c). First,
a pseudorandom bit stream is generated. Then, these bits are modulated according to a quadrature amplitude modulation (QAM), producing complex QAM symbols. These symbols correspond to the data subcarriers of the OFDM signal. After this process, pilot symbols are equally distributed between the generated data subcarriers. Moreover, null subcarriers are added in the edges of the OFDM band, achieving lower out-of-band (OOB) emissions. Next, an IFFT is performed and CP is added to the time-domain OFDM signal. The spectrum of the OFDM signal after this process is shown in Fig. 3 (a.6). Then, the real and imaginary parts are divided and upsampled. A pulse shaping process is carried out in the real and imaginary branches independently. Last, the signals from both branches are combined, producing an OFDM band-pass signal with an IF of 1 GHz (see Fig. 3 (a.7)).

The receiver DSP process is shown in Fig. 3 (d). The IF signal sampled in the DPO is filtered by a band-pass filter. Then, the filtered signal is down-converted to baseband by multiplying with a cosine and sine of 3 GHz (total IF) for the real and imaginary parts, respectively. Next, the complex baseband signal is downsampled and synchronized. Finally, the OFDM receiver of Fig. 1 (c) is used. It is important to mention that all DSP processes are offline. Different OFDM numerologies are transmitted and compared using this setup. All these OFDM configurations have the same bandwidth (245.76 MHz) and bit rate (677.18 Mbps), getting an equal spectral efficiency value (2.76 bit/s/Hz) and, thus, a fair comparison is achieved. The common parameters for all the used OFDM configurations are the next: 16-QAM as modulation; the 80.5% of the total subcarriers are active; and one pilot inserted on every 12th subcarrier. The rest of the parameters are presented in Table I: subcarrier spacing ($\Delta f$), total number of subcarriers ($N$), and CP period ($T_{cp}$).

### Table I

<table>
<thead>
<tr>
<th>Config</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta f$ [KHz]</td>
<td>15</td>
<td>30</td>
<td>60</td>
<td>120</td>
<td>240</td>
</tr>
<tr>
<td>$N$</td>
<td>$2^{14}$</td>
<td>$2^{13}$</td>
<td>$2^{12}$</td>
<td>$2^{11}$</td>
<td>$2^{10}$</td>
</tr>
<tr>
<td>$T_{cp}$ [µs]</td>
<td>4.8</td>
<td>2.4</td>
<td>1.2</td>
<td>0.6</td>
<td>0.3</td>
</tr>
</tbody>
</table>

IV. **Phase Noise Analysis in ARoF Systems**

This section is focused on analyzing, estimating and simulating the phase noise level for different time delay values in the setup of Fig. 3 (a). The power spectral density (PSD) of the phase noise is measured before the DPO by an electrical spectrum analyzer (ESA) for different lengths of the patch.
Figure 4. (a) PSD of the phase noise measured before the DPO for different path delays. (b) Theoretic, measured, and simulated PSD of the phase noise for different path lengths: 20 m (b.1), 50 m (b.2), 100 m (b.3), 140 (b.4), and 190 m (b.5).

where \( n \) is the refractive index of the fiber, \( \Delta L \) denotes the length of the patch cord, with \( c \) being the speed of light in vacuum. In Fig. 4 (a), it can be noticed that the PSD level of the phase noise increases with the path length, 0 m being the condition with minimum phase noise and 190 m the maximum one. This phase noise increment is due to the decorrelation between two tones as distance increases. Furthermore, the phase noise of the 0 m case is not zero because the AWG and VSGs form phase noise to the system [24]. The phase noise added by the AWG and the VSGs are present in all the cases of Fig. 4 (a). Moreover, from a 10 m-path length, the phase noise PSD shows a fading pattern because the two branches of the setup form an interferometric structure. As a common remarkable feature in all the phase noise measures, the PSD level starts to decrease with higher decay slope from 0.5 MHz of frequency. This cutoff frequency is crucial for the design of the adaptive low-pass filter of the proposed algorithm presented in Section II. The PSDs of the phase noise for these path delays can be estimated as [24]:

\[
\Delta \tau = \frac{n}{c} \cdot \Delta L,
\]

where \( B_{OP} \) is the angular full linewidth at half maximum (FWHM) of the optical laser, \( \tau_d \) is the delay difference between the two branches, and \( B_{LO} \) is the FWHM of the first VSG. Both the theoretical calculation and actual measurements of the phase noise PSD are shown in Fig. 4 (b) for the different path lengths indicated above. It can be observed that the theoretical fading pattern matches the measured PSD one. However, the amplitudes of these PSDs do not coincide completely. This fact is due to the resolution of the ESA used to obtain the PSD measures not being high enough. Furthermore, the PSD of the phase noise used in the simulations is also depicted in Fig. 4 (b). The simulated phase noise approximates the theoretical one through three points.

V. RESULTS AND DISCUSSION

In this section, the simulation and experimental results are discussed and analyzed. The OFDM configurations of Table I are evaluated under different path delays: 20 m, 50 m, 100 m, 140 m, and 190 m. The error vector magnitude (EVM) values in percent for the different OFDM configurations and different phase noise conditions are shown in Fig. 5. The standard
OFDM receiver (green blocks in Fig. 1 (c)) is utilized to obtain the EVM values of this graph. The simulation results are also illustrated in Fig. 5. The simulated channel only includes phase noise (according to the simulated PSD of the phase noise in Fig. 4 (b)) and AWGN, reproducing the same signal-to-noise ratio (SNR) level as in the experimental setup (26 dB). It can be observed in Fig. 5 that the simulation and experimental results match well.

Examining Fig. 5, the EVM follows a decreasing exponential curve as OFDM subcarrier spacing increases. This decay of the EVM is due to the fact that the ICI induced by the phase noise is proportional to the OFDM subcarrier spacing as explained in Section II. Moreover, as the phase noise level increases with the path length, the EVM values of the standard OFDM receiver do too. For most cases, the EVM values shown in Fig. 5 are considerably high for a 16-QAM constellation. Therefore, a method to mitigate the phase noise is truly required to establish a proper communication quality.

Fig. 6 shows the EVM values for the OFDM configurations in Table 1 and for different path lengths by employing the algorithm introduced in Section II. These EVM values are presented as a function of the concrete number of iterations of the proposed algorithm. In addition, the constellations of the processed signal using two iterations are also displayed for the different path delays. The EVM threshold of 12.5% for 16-QAM, determined by the 3GPP [9], is also indicated.

As the PSD level seen in Fig. 4 (b) starts to decrease from, approximately 0.5 MHz in a more remarkable manner, the used adaptive low-pass filter shapes for six iterations are the same that shown in Fig. 2. For the remaining iterations, the attenuation of the filters is as linear steps between 80 and 10 dB. For instance, for three iterations, the attenuation values for the used filter are 80, 45, and 10 dB, respectively. Furthermore, this filtering process is performed in the frequency-domain to configure and approximate in a more accurate way the desired frequency shape. Therefore, this filtering block implies an additional FFT and IFFT stages. It is also worth mentioning that the equalizer block considers to be flat the amplitude of the estimated channel. In this respect, since the channel of the experimental setup does not present significant fadings in the frequency domain, the performance of the results enhances.

Observing Fig. 6, it can be noticed that the EVM threshold of 12.5% for 16-QAM in 5G is achieved for all OFDM configurations and all the different phase noise levels. The required number of iterations to achieve the 5G threshold for all the different cases is shown in Table II. This shows that the required number of iterations of the algorithm increases as phase noise increases. At this point, we must highlight that the number of iterations increases the complexity of the system. Hence, more complexity in the receiver is demanded when higher phase noise levels are mitigated. Furthermore, since the ICI induced by the phase noise decreases with the subcarrier spacing, the required number of iterations of the algorithm, to satisfy EVM values lower than 12.5%, is lower for higher subcarrier spacings. However, for 140 m of path length, the needed iterations maintain constant and, for the 190 m case, 240 kHz of subcarrier spacing presents the highest value of iterations. This fact is because higher subcarrier spacing configurations use less number of pilot tones and, thus, the equalization process contains more noise in higher path lengths than in lower subcarrier spacing values. Therefore, due to the degradation in the equalizer, high subcarrier spacing values, as 240 kHz, perform worse in channels with high phase noise level.

Furthermore, the OFDM receiver signal suffers frequency offset (FO) due to the frequency mismatch between the transmitter and receiver oscillators. In the experimental setup of Fig. 3 (a), the measured FO value is 20 kHz. Therefore, the proposed algorithm can handle the degradation of the signal induced by FO. However, since the EVM increases as the FO increases, more iterations are needed for higher FO values to achieve the 5G requirements. Then, when large FOs are present, it is common to have a dedicated coarse FO estimation and compensation before the OFDM processing [25] and the same should be applied here. Thereby, the number of iterations of the algorithm do not need to increase when FO increases.

VI. CONCLUSIONS

This article discussed the relevance of studying and compensating phase noise in mm-wave ARoF systems for 5G. A novel and efficient algorithm to mitigate phase noise in the OFDM receiver was presented, its complexity analyzed and performance simulated. Moreover, a mm-wave ARoF setup at 25 GHz was implemented to experimentally analyze the impact of phase noise on 5G NR OFDM signals. The configuration presented as a function of the concrete number of iterations of the algorithm, to satisfy EVM values lower than 12.5%, is lower for higher subcarrier spacings. However, for 140 m of path length, the needed iterations maintain constant and, for the 190 m case, 240 kHz of subcarrier spacing presents the highest value of iterations. This fact is because higher subcarrier spacing configurations use less number of pilot tones and, thus, the equalization process contains more noise in higher path lengths than in lower subcarrier spacing values. Therefore, due to the degradation in the equalizer, high subcarrier spacing values, as 240 kHz, perform worse in channels with high phase noise level.

Furthermore, the OFDM receiver signal suffers frequency offset (FO) due to the frequency mismatch between the transmitter and receiver oscillators. In the experimental setup of Fig. 3 (a), the measured FO value is 20 kHz. Therefore, the proposed algorithm can handle the degradation of the signal induced by FO. However, since the EVM increases as the FO increases, more iterations are needed for higher FO values to achieve the 5G requirements. Then, when large FOs are present, it is common to have a dedicated coarse FO estimation and compensation before the OFDM processing [25] and the same should be applied here. Thereby, the number of iterations of the algorithm do not need to increase when FO increases.

VI. CONCLUSIONS

This article discussed the relevance of studying and compensating phase noise in mm-wave ARoF systems for 5G. A novel and efficient algorithm to mitigate phase noise in the OFDM receiver was presented, its complexity analyzed and performance simulated. Moreover, a mm-wave ARoF setup at 25 GHz was implemented to experimentally analyze the impact of phase noise on 5G NR OFDM signals. The configuration
of this setup allowed to gradually scale the phase noise level in the received signal.

OFDM signals with different subcarrier spacings, according to the 5G NR numerology, were evaluated in the experimental setup under different phase noise conditions. First, the standard OFDM receiver was utilized to process the received OFDM signals. The results of this process in terms of EVM were shown and matched with simulations. Then, the proposed algorithm was used to compensate the degradation due to phase noise and to decode the received signal, showing substantial improvements in performance and reduction of EVM, especially at high levels of phase noise. As a result, the proposed ARoF system can reach the EVM requirements posed by 5G standards even in the presence of substantially higher phase noise levels than acceptable with a standard OFDM receiver.

The experimental results validate the proposed algorithm under different phase noise conditions and with different OFDM subcarrier spacings. By providing an efficient algorithm for compensation of phase noise in mm-wave ARoF systems employing OFDM signals, this work proves the viability of mm-wave ARoF links for 5G and beyond.
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