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We study extreme values in certain fork-join queueing networks: consider $N$ identical queues with a common arrival process and independent service processes. All arrival and service processes are deterministic with random perturbations following Brownian motions. We prove that as $N \to \infty$, the scaled maximum of $N$ steady-state queue lengths converges in distribution to a normally distributed random variable.

We also explore repercussions of this result for original equipment manufacturers (OEMs) that assemble a large number of components, each produced using specialized equipment, into complex systems. Component production capacity is subject to fluctuations, causing a high risk of shortages of at least one component, which in turn results in costly system production delays. OEMs hedge this risk by investing in a combination of excess production capacity and component inventories. We formulate a stylized model of the OEM that enables us to study the resulting trade-off between shortage risk, inventory costs, and capacity costs. Our asymptotic extreme value results translate into various asymptotically exact methods for cost-optimal inventory and capacity decisions, some of which are in closed form. Numerical results indicate that our results are asymptotically exact, while for transient times they depend on model parameters.

1. Introduction

Fork-join queueing networks are a key modeling tool in stochastic operations research, as they capture many situations in which parts of jobs need to assembled. One can think of applications as supply chains, manufacturing systems, and computer and communication networks. The analysis of these networks poses serious challenges; for example, the requirement that all components of a final product need to be physically present for the assembly process causes dependencies that are hard to analyze. In this paper, we look at a fork-join queueing network that consists of a large number of parallel queues. In large systems, one can expect that delays due to stochasticity of demand and service processes grow without bound as a function of the size of the system. Our aim is to analyze and quantify this phenomenon, as well as its impact on determining the capacity of the system.

To this end, we consider a fork-join network of $N$ statistically identical queues driven by a common arrival process and having independent service processes. All arrival and service processes consist of a deterministic term, perturbed by (independent) Brownian motions. We are interested in the behavior of the maximal queue length in steady state as the number of queues grows large.
We examine separately the cases of purely deterministic arrivals and of perturbed arrivals. Our asymptotic results provide insight into the performance of large fork-join networks. The proof techniques we use are quite generic. For deterministic arrivals, we use standard extreme value theory, while for correlated arrivals, we rely on sample path analysis and conditional limit theorems for large suprema of Brownian motions.

When the arrival process is deterministic, the stationary queue lengths are independent and exponentially distributed. Standard results from extreme value theory imply that the scaled maximum queue length converges to a Gumbel distributed random variable as the number of queues $N \to \infty$. A goal of this paper is to investigate the impact of this scaling law on the simultaneous optimization of capacity and inventory of this class of assembly systems. Such simultaneous optimization is computationally challenging, but we show that this optimization becomes tractable as $N \to \infty$. The inventory and capacity induced by the extreme value limit are asymptotically correct and the convergence rate is fast.

When arrivals are correlated, the stationary queue lengths are still exponentially distributed, but no longer independent. The question is now how this affects the maximum queue length as the number of queues $N \to \infty$. Most of the work in extreme value theory has been done for independent random variables; cf. De Haan and Ferreira (2006), Resnick (1987). It turns out that suitable results from extreme value theory are absent for our setting. Thus, deriving a convergence result for the maximum queue length for perturbed arrivals as $N \to \infty$ is one of the key technical challenges underlying this paper. Our answer to this challenge is somewhat surprising: the dependence structure causes the scaled maximum queue length to converge to a normally distributed random variable as $N \to \infty$. That this scaled maximum is in the domain of attraction of the normal distribution is remarkable since for independent random variables, such a scaled maximum can only converge to a Gumbel, a Weibull or a Fréchet distributed random variable. Thus, our result shows that the normal distribution has a non-empty domain of attraction in an extreme-value theory context. An intuitive explanation of this fact, based on asymptotic independence of hitting times, is provided in Section 5.

The above-mentioned theoretical results can be applied to develop structural insights into the dimensioning of assembly systems. In particular, we explore repercussions of our results for original equipment manufacturers (OEMs) that assemble thousands of components, each produced using specialized equipment, into complex systems. Examples of such OEMs are Airbus and ASML. Typically, high-tech systems are assembled to order; hence, any delays in system assembly incur high backorder costs. Moreover, when a component is missing, all other components need to be stocked, for which holding costs are incurred. OEMs hedge the shortage risk by investing in capacity and/or by keeping an inventory of finished components. However, since both increasing capacity and keeping inventory are costly, a crucial trade-off between capacity, inventory, and availability arises.

Simultaneous optimization of capacity and inventory is a challenging problem (Bradley and Glynn 2002), but it is increasingly studied (see e.g. Reed and Zhang 2017) because it can generate substantial savings compared to separate optimization. Most literature focuses on problems with a single component, while we consider an OEM that manufactures a system from many components. Our aim is to determine the capacity and inventory levels that minimize total holding, capacity and backorder costs in the system.

In the high-tech sector, components are typically produced by highly skilled staff using unique equipment, resulting in limited component production capacity. To appropriately model fluctuations in production capacity in continuous time, the cumulative production of each component is modelled as a Brownian motion with drift. This is a natural extension of normally distributed production capacity in discrete time, which is a common choice in the literature (e.g. Bradley and Glynn 2002, Wu and Chad 2014). OEMs in high-tech industry typically level the
demand to smooth the production process. Accordingly, in our base model we assume that the demand is completely levelled/deterministic. For this base model, in Section 4 we derive easy to calculate expressions for capacity and inventory that are asymptotically optimal as the number of components grows large.

Despite efforts to level demand, typically some demand variation remains. Therefore, in Section 5 we assume stochastic demand for systems, modelled by a Brownian motion. This implies that the demand over any finite time period is a normal variable, which is a standard assumption in literature. As a consequence, component delays become dependent, since they face the same stochastic demands from system assembly. Our main technical result for dependent Brownian motions implies that, with proper scaling of holding and backorder costs, the optimal inventory for stochastic demand converges to a scaled version of the quantile function of the normal distribution, while this quantile function also appears in the limit of the optimal capacity. However, experiments show that convergence rates are slow.

By combining our results for deterministic demand and stochastic demand, we form an approximation of the maximum backorder that should work well when there is dependence and the correlation coefficient is low. We test the quality of this approximation through numerical experiments, and it turns out that as long as demand variations are not higher than 75% of component production variations, the costs under this approximation differ less than 2% of the optimal costs.

This paper generates novel insights in fork-join queues. These insights lead to new analytical results for an important class of assembly systems. This paper is the first to consider simultaneous optimization of inventory and capacity in a multi-component assembly system with dependent delays. Due to the dependencies in delays, evaluating such a system with fixed capacity and inventory is already a difficult problem, unless you resort to simulation. We provide several asymptotically optimal expressions for capacity and inventory that are either in closed-form or can easily be computed numerically.

The remainder of this paper is organized as follows. In Section 2 we provide an overview of relevant literature. The content of the paper is then structured around the application to high-tech assembly systems, with theoretical results on Brownian motions appearing as we need them. In particular, we introduce the general mathematical model in Section 3 and subsequently present the optimization problem where we need to decide on capacity and inventory to minimize costs. We study the assembly system with deterministic demand in Section 4. We provide explicit expressions and approximations for optimal inventory and capacity. The stochastic demand case, with solutions to the minimization problem and convergence results, is studied in more detail in Section 5. That section also includes our key result on the extremal behavior of dependent Brownian fork-join queues, given in Theorem 5.2. A refinement of the approximations from Section 5 is provided in Section 6 where we combine the lessons learnt in Sections 4 and 5 to obtain better approximations for optimal capacity and inventory. We give a summary and conclusions in Section 7 and provide most of the proofs in Appendix A.

2. Literature Review

In this paper, we examine fork-join queueing networks with \( N \) servers where the arrival and service streams are almost deterministic with a Brownian component. Our goal is to find and investigate the maximum queue length as \( N \) goes to infinity. The queue lengths are dependent random variables due the joint interarrivals. Thus, our paper is related to the convergence of extreme values (maximum queue lengths) of dependent random variables. An overview of early results on extreme value theory for dependent random variables is given in Leadbetter et al. (1983). The authors provide conditions when the sequence of random variables may be treated as a sequence of independent random variables; this is the case when the covariance of random variables \( X_i \) and \( X_j \) decreases when \( i \) and \( j \) are further apart from each other. They also present a convergence result for the
joint all-time suprema of a finite number of dependent stationary processes, they prove in Theorem 11.2.3 that, under some assumptions, the joint all-time suprema of a finite number of dependent stationary processes are mutually independent. This is somewhat related to the problem that we study, however we do not investigate stationary processes and we only look at the largest of the \( N \) all-time suprema, where \( N \to \infty \).

We investigate the extreme values for a sequence of \( N \) Brownian motions, to be precise, we examine the joint all-time suprema of \( N \) dependent Brownian motions with a negative and linear drift term, when \( N \) is large. A lot of work has been done on joint suprema of Brownian motions. For instance, Kou et al. (2016) give the solution of the Laplace transform of joint first passage times in terms of the solution of a partial differential equation, where the Brownian motions are dependent. Debicki et al. (2020) analyze the tail asymptotics of the all-time suprema of two dependent Brownian motions. The joint suprema of a finite number of Brownian motions is also studied; cf. Debicki et al. (2015), the authors give tail asymptotics of the joint suprema of independent Gaussian processes over a finite time interval. These are just three examples, but in the literature more is written with variations around assumptions on independence and dependence, whether or not drift terms are linear, joint suprema of two or more than two processes, suprema over finite and infinite time intervals and extensions to other Gaussian processes are considered. In this paper, we specifically examine the maximum of \( N \) all-time suprema of dependent Brownian motions. In this respect, the work of Brown and Resnick (1977) comes the closest to our work. In that paper, the authors study process convergence of the scaled maximum of \( N \) independent Brownian motions to a stationary limiting process, whose marginals are Gumbel distributed. However, we add to this literature by considering the maximum of the all-time suprema of \( N \) dependent Brownian motions.

Our work also relates to the literature on fork-join queues. Specifically, we study asymptotic results for a fork-join queueing system with \( N \) servers. Most exact results on fork-join queues are limited to systems with two service stations, cf. Flatto and Hahn (1984), Wright (1992), Baccelli (1985) and Klein (1988). For fork-join queues with more than two servers only approximations of performance measures are given, cf. Ko and Serfozo (2004), Baccelli and Makowski (1989) and Nelson and Tantawi (1988). Most of these papers focus on fork-join queueing systems where the number of servers is finite, while we investigate a fork-join queue where \( N \) goes to infinity. Furthermore, in these papers, the focus lies on steady-state distributions and other one-dimensional performance measures. Work on the heavy-traffic process limit has been done, for example, Varma (1990) derives a heavy-traffic analysis for fork-join queues, and shows weak convergence of several processes, such as the joint queue lengths in front of each server. Furthermore, Nguyen (1993) proves that various appearing limiting processes are in fact multi-dimensional reflected Brownian motions. Nguyen (1994) extends this result to a fork-join queue with multiple job types. Lu and Pang study fork-join networks in Lu and Pang (2015, 2017a,b). In Lu and Pang (2015), they investigate a fork-join network where each service station has multiple servers under nonexchangeable synchronization, and operates in the quality-driven regime. They derive functional central limit theorems for the number of tasks waiting in the waiting buffers for synchronization and for the number of synchronized jobs. In Lu and Pang (2017a), they extend this analysis to a fork-join network with a fixed number of service stations, each having many servers, where the system operates in the Halfin-Whitt regime. In Lu and Pang (2017b), the authors investigate these heavy-traffic limits for a fixed number of infinite-server stations, where services are dependent and could be disrupted. Finally, we mention Atar et al. (2012), who investigate the control of a fork-join queue in heavy traffic by using feedback procedures.

Besides the literature on extreme value theory and fork-join queues, our work relates to the supply chain management literature. Simultaneous optimization of capacity and inventory is an important problem in supply chain management, but literature on this topic is limited due to complexity of the problem (Bradley and Glynn 2002). Sleptchenko et al. (2003) study simultaneous
optimization of spare part inventory and repair capacity and in the last decade simultaneous optimization of capacity and inventory in a single supplier-manufacturer relationship has been studied increasingly (e.g. Reed and Zhang 2017, Reddy and Kumar 2020). Reed and Zhang (2017) show that the square-root staffing rule of Halfin and Whitt (1981) is a valuable tool in optimizing inventory and capacity in a multi-server make-to-stock queue. Altendorfer and Minner (2011) study simultaneous optimization of inventory and planned lead-time and Mayorga and Ahn (2011) study the joint optimization of inventory and temporarily available additional capacity. Our work differs fundamentally from these studies as we consider the assembly of multiple components that face the same (stochastic) demand instead of the interaction between a manufacturer and a single supplier.

Brownian motion models are common in literature on inventory control. Optimal control of inventory that can be described by a Brownian motion is described by Harrison (2013, §7). They provide optimality conditions for both discounted and average cost criteria. Closely related to our work is the Brownian Motion Model presented by Bradley and Glynn (2002, §3) to study the trade-off between capacity and inventory. They provide closed-form approximations to the optimal capacity and base-stock levels in a system with a single item. We consider an assembly system in which multiple components are merged into one end-product. This is an essential difference, since in our model inventory does not only buffer against uncertain demand, but a component may also need to be stored when other components are not yet available.

A review of literature studying inventory control in a multi-supplier setting is provided by Svoboda et al. (2020). However, this mainly concerns multi-sourced items that can be delivered by any of the available suppliers. Masih-Tehrani et al. (2011) add an additional dimension to these multi-sourced systems by considering stochastically dependent manufacturing capacities. They state that disruptions affecting one supplier are likely to have an effect on the other suppliers as well.

Bernstein and DeCroix (2006) and Bollapragada et al. (2004) study base-stock policies in a single-sourced assembly system with multiple suppliers. In these systems multiple components, each sourced from a single supplier, need to be merged into a final product. Bernstein and DeCroix (2006) investigate the effect of using information on pipeline inventories in a decentralized system. Bollapragada et al. (2004) consider the performance of base-stock policies in case both demand and the supplier’s capacity are uncertain. Literature concerning simultaneous optimization of capacity and inventory in single-sourced assembly systems with multiple components is limited. Zou et al. (2004) study how supply chain efficiency can be increased by synchronizing processing times and delivery quantities. Pan and So (2016) consider the simultaneous optimization of component prices and production quantities in a two-supplier setting where one supplier has uncertainty in the yield. Our main contribution compared to the work of Zou et al. (2004) and Pan and So (2016) is that we provide approximations of the optimal capacity and base-stock levels that only require two moments.

3. Problem formulation

We consider a manufacturing system in which a manufacturer assembles a final product from $N$ components, each of which is produced on a single production line, where $N$ is a large number. Random delays may occur in the production process for each of the components. To efficiently satisfy demand of the end product, which may either be deterministic or stochastic, we need to decide how much capacity to establish for each component and how many finished components to keep on inventory as a buffer. Even though it is costly to establish capacity and to hold inventory, not being able to satisfy demand gives rise to backorder costs. Therefore, we need to find capacity and inventory levels that minimize total expected costs.

To formulate the cost-minimization problem, we model this assembly system by a fork-join queue. Demands are represented by the arrival stream of jobs going to each server and each server
represents a component production line. The backlog of each component is represented by a queue of jobs that have not been served yet. After completion of a job, the finished component is stored in a warehouse. When all servers have a finished component in their warehouse, the end-product can be assembled. This system is visualized in Figure 1.

![Figure 1: Fork-join queue](image)

To buffer against uncertainties in the supply and demand processes, we introduce base-stock level $I_i$ for each component $i \leq N$. We define $\beta_i$ as the capacity for component $i$ and $Q_i(\beta_i)$ as the number of outstanding orders of component $i \leq N$, which is dependent on the capacity investment $\beta_i$. We model this as $Q_i(\beta_i) = \sup_{s > 0} (W_i(s) + W_A(s) - \beta_i s)$, with $\beta_i > 0$ and $(W_i, i \leq N)$ independent Brownian motions with mean 0 and variance $\sigma_i^2$, which represent fluctuations that occur during the production process of component $i$. $W_A$ is a Brownian motion with mean 0 and variance $\sigma_A^2$ representing the fluctuations in the number of demands. One can see $Q_i(\beta_i)$ as a two-moment or heavy traffic approximation of the steady state queue length in front of server $i$. If $\sigma_A^2 > 0$, $(Q_i(\beta_i))_{i \leq N}$ are dependent random variables.

We proceed by developing an expression for the total system costs, which requires expressions for on-hand inventory and backorders. Inventory of component $i$ consists of two parts: excess supply that works as a buffer against uncertain demand and committed inventory that consists of items that are committed to realized demand but put aside because other components are not yet available. On-hand inventory of component $i$ that is available to satisfy new demand is given by the base-stock in excess of outstanding orders of component $i$ and denoted by $(I_i - Q_i(\beta_i))^+$. The number of backorders for component $i$ is equal to $(Q_i(\beta_i) - I_i)^+$, since for $Q_i(\beta_i) \leq I_i$ the shortage is compensated by inventory $I_i$ and only the part of $Q_i(\beta_i)$ exceeding $I_i$ represents actual backorders that cannot be satisfied. Since all components need to be available to assemble the final product, the number of backorders in the system is equal to the number of backorders of the component with the largest backlog and is thus given by $\max_{i \leq N} (Q_i(\beta_i) - I_i)^+$. Therefore, the committed inventory of component $i$, i.e., components that have been assigned to an order but are waiting for other components to arrive before assembly can take place, equals the number of backorders in the system minus its own backlog and can be expressed as $\max_{i \leq N} (Q_i(\beta_i) - I_i)^+ - (Q_i(\beta_i) - I_i)^+$. Total inventory of component $i$ is thus given by

$$(I_i - Q_i(\beta_i))^+ + \max_{i \leq N} (Q_i(\beta_i) - I_i)^+ - (Q_i(\beta_i) - I_i)^+ = I_i - Q_i(\beta_i) + \max_{i \leq N} (Q_i(\beta_i) - I_i)^+.$$
We scale the cost of building capacity to one and let $h^{(N)}$ and $b^{(N)}$ denote holding costs and backorder costs, respectively, which may depend on $N$. Our goal is to minimize the expected total costs of the system. If we define

$$C_N(I, \beta) = \mathbb{E} \left[ \sum_{i \leq N} \left[ h^{(N)} \left( I - Q_i(\beta) + \left( \max_{i \leq N} Q_i(\beta) - I \right)^+ \right) \right] + b^{(N)} \left( \max_{i \leq N} Q_i(\beta) - I \right)^+ \right],$$

then, if $\beta_i = \beta$ and $I_i = I$ for given $I$ and $\beta$, the expected total costs in the system are equal to $C_N(I, \beta) + \beta N$. In the centralized optimization problem this expression is minimized with respect to $I$ and $\beta$. In Appendix A.1, we will show that it suffices to consider symmetric solutions where both $I_i$ and $\beta_i$ are constant in $i$ when $(Q_i(\beta))_{i \leq N}$ are independent random variables or when we minimize over one drift parameter.

For optimization purposes, it is convenient to simplify $C_N(I, \beta)$. Due to the self-similarity of Brownian motion, we can write

$$\beta \max_{i \leq N} \sup_{s > 0} (W_i(s) - \beta s) = \beta \max_{i \leq N} \sup_{t > 0} \left( W_i \left( \frac{t}{\beta^2} \right) - \beta \frac{t}{\beta^2} \right) = \max_{i \leq N} \sup_{t > 0} (W_i(t) - t).$$

This means that $\max_{i \leq N} Q_i(\beta) = \frac{1}{\beta} \max_{i \leq N} Q_i(1)$. Therefore, after rescaling the variable $I$, we can write

$$\min_{(I, \beta)} \left( C_N(I, \beta) + \beta N \right) = \min_{(I, \beta)} \left( \frac{1}{\beta} C_N(I\beta, 1) + \beta N \right) = \min_{(I, \beta)} \left( \frac{1}{\beta} C_N(I, 1) + \beta N \right).$$

In the last part of Equation (2), $I$ has the interpretation of the inventory where the capacity $\beta = 1$. Therefore, from now on, the actual number of products on inventory equals $I/\beta$. Similarly, the actual backorder of component $i$ equals $Q_i(1)/\beta$ and we write $Q_i = Q_i(1)$. This allows us to write the cost function $F_N(I, \beta)$ to be optimized as given in Definition 3.1.

**Definition 3.1** We define

$$F_N(I, \beta) := \frac{1}{\beta} C_N(I) + \beta N,$$

with $C_N(I) := C_N(I, 1)$ and $C_N(I, \beta)$ given in Equation (1).

Our goal is to solve $\min_{(I, \beta)} F_N(I, \beta)$, focusing on the case where $N$ is large. Before we focus on this regime, we first derive some additional properties of this problem which are valid for each $N$. In the next lemma, we show that we can write this minimization problem as two separate minimization problems.

**Lemma 3.2.** Let $(h^{(N)})_{N \geq 1}, (b^{(N)})_{N \geq 1}$ be sequences such that $h^{(N)} > 0$ and $b^{(N)} > 0$ for all $N$. Let $(I_N, \beta_N)$ minimize $F_N(I, \beta)$. Then the optimal inventory $I_N$ minimizes $C_N(I)$ and the optimal $\beta_N$ minimizes $\frac{1}{\beta} C_N(I_N) + \beta N$. Furthermore, the function $C_N(I)$ is convex with respect to $I$, and the function $\frac{1}{\beta} C_N(I) + \beta N$ is convex with respect to $\beta$.

The proofs of this section can be found in Appendix A.1.

Using Lemma 3.2, we can characterize the optimal capacity and inventory decisions. In Lemma 3.3, we provide expressions for the optimal capacity and costs in terms of the optimal inventory decision, which is given in Lemma 3.4.
Lemma 3.3. Given $I_N^* = \arg \min_I C_N(I)$, minimizing $F_N(I, \beta)$ with respect to $\beta$ yields $\beta_N^* = \sqrt{\frac{C_N(I_N^*)}{N}}$. Furthermore, the corresponding costs are $F_N(I_N^*, \beta_N^*) = 2N\beta_N^* = 2\sqrt{C_N(I_N^*)N}$.

The optimal value of $I$ can be expressed as a quantile of the distribution of $\max_i Q_i$:

**Lemma 3.4.** $I_N^*$ is the unique solution of

$$P\left( \max_{i \leq N} Q_i \leq I_N^* \right) = \frac{b^{(N)}}{Nh^{(N)} + b^{(N)}}.$$  

The main technical issue is that the distribution of this maximum is in general not very tractable, especially when $N$ is large. The main theme of our work is to consider approximations of this distribution using extreme value theory, to analyze their quality if $N$ is large.

To explain our ideas we mention the following first-order approximation of $\max_i Q_i$:

**Lemma 3.5.**

$$\frac{\max_{i \leq N} Q_i}{\log N} \overset{L_1}{\to} \frac{\sigma^2}{2},$$

as $N \to \infty$.

The lemma easily follows from more refined results that will be proven later on in this paper.

This first-order approximation is valid regardless whether $\sigma_A = 0$ or $\sigma_A > 0$. In the subsequent two sections we will consider more refined extreme-value theory approximations, covering both cases. It turns out that the second-order behavior of the maximum is qualitatively different when $\sigma_A$ becomes strictly positive. This has, in turn, an impact on the structure of the optimal solution of our cost minimization problem when $N$ grows large.

To get a feel for this structure, we heuristically analyze the first-order approximation of the cost minimization problem, and apply it to approximate $I_N^*$ and $\beta_N^*$. First, we use the approximation $\max_{i \leq N} Q_i \approx \frac{\sigma^2}{2} \log N$ to write

$$C_N(I) \approx C_N(I) = Nh^{(N)} \left( I - \frac{1}{2}(\sigma^2 + \sigma_A^2) \right) + (Nh^{(N)} + b^{(N)}) \left( \frac{1}{2} \sigma^2 \log N - I \right)^+. $$

The optimal value $\bar{I}_N$ for the associated first-order minimization problem $\min_I \bar{C}_N(I)$ is given by $\bar{I}_N = \frac{1}{2} \sigma^2 \log N$, since $b^{(N)} > 0$. Using this approximation, we see that $C_N(\bar{I}_N) \approx \bar{C}_N(\bar{I}_N) = (1 + o(1))\frac{1}{2} \sigma^2 Nh^{(N)} \log N$, $\bar{\beta}_N = \sqrt{\frac{C_N(\bar{I}_N)}{N}} = (1 + o(1))\sqrt{\frac{1}{2} \sigma^2 h^{(N)} \log N}$, and $F_N(\bar{I}_N, \bar{\beta}_N) \approx 2\sqrt{N} \sqrt{\frac{1}{2} \sigma^2 Nh^{(N)} \log N}$. These results can be made rigorous, and the decision rule $\bar{I}_N$ can be shown to be asymptotically optimal, namely that $F_N(\bar{I}_N, \bar{\beta}_N) = F_N(\bar{I}_N, \bar{\beta}_N)(1 + o(1))$. To prove this, we need to specify how the cost parameters $h^{(N)}$ and $b^{(N)}$ scale with $N$. For this we consider 3 regimes. These regimes relate to the quantile $\frac{b^{(N)}}{Nh^{(N)} + b^{(N)}}$ of $\max_i Q_i$ at which $I_N^*$ attains its optimal solution.

Assume that $\frac{b^{(N)}}{Nh^{(N)} + b^{(N)}}$ converges to a constant $\gamma$. We consider three regimes, which we classify in a similar way as is done in the analysis of large call centers, cf. [Borst et al. (2004)]:

- We are in the balanced regime if $\gamma \in (0, 1)$.
- If $\gamma = 0$, for large systems, the inventory level will always be sufficiently high to ensure that the manufacturer can assemble the end product. We call this the quality driven regime.
- Finally, if $\gamma = 1$, inventory levels are much lower, and we call this the efficiency driven regime.

When we are in the balanced regime we can prove how far the costs under the first order approximation are from the real optimal costs.
Lemma 3.6. Assume $\gamma_N = Nh^{(N)}/(Nh^{(N)} + b^{(N)})$, with $\gamma_N = \gamma \in (0, 1)$ or $\gamma_N \to \infty$. Then

$$\frac{F_N(I^*_N, \beta^*_N)}{F_N(I_N, \beta_N)} = 1 - o(1).$$

In the next two sections we will pursue such rigor, and in fact carry out a more elaborate program using more refined extreme value estimates of $\max_{i \leq N} Q_i$. This analysis will give sharper order bounds than those given in Lemma 3.6. In particular, in the following sections we will consider the minimization in two distinct cases. First, in Section 4, we will look at the case where demand is deterministic, such that $W_A = 0$. Thereafter, in Section 5, we consider the stochastic demand case. In the former case, we utilize existing results in extreme value theory, while the latter case requires the development of a novel limit theorem. Furthermore, we use the result given in Corollary 3.7; this corollary shows how the ratio between the optimal costs and approximate costs can be represented, when the approximate inventory and capacity are a solution to a minimization problem as well. This corollary follows trivially from Lemma 3.3.

Corollary 3.7. Assume $\tilde{F}_N$ is a function whose domain is $(0, \infty) \times (0, \infty)$. Furthermore, assume that the function $\tilde{F}_N$ has the form

$$\tilde{F}_N(I, \beta) = \frac{1}{\beta} C_N(I) + \beta N,$$

where $C_N$ is a positive function with domain $(0, \infty)$. Moreover, assume that the minimum value $\tilde{F}_N(I_N, \tilde{\beta}_N) = 2N\tilde{\beta}_N = 2\sqrt{C_N(I_N)N}$, where $I_N$ and $\tilde{\beta}_N$ are minimizers, then

$$\frac{F(I^*_N, \beta^*_N)}{F(I_N, \tilde{\beta}_N)} = \frac{2\sqrt{C_N(I_N)}}{C_N(I_N) + \sqrt{C_N(I_N)}}.$$

4. The basic model: deterministic arrival stream

4.1. Solution and convergence of the minimization problem

We will now analyze the minimization of the problem described in Definition 3.1 for the special case with $W_A = 0$ representing deterministic demand. Although we can simplify the minimization problem significantly, by using the self-similarity of Brownian motions and by writing the minimization in two distinct cases. First, in Section 4, we will look at the case where demand is assumed to be deterministic, such that $W_A = 0$. Thereafter, in Section 5, we consider the stochastic demand case. In the former case, we utilize existing results in extreme value theory, while the latter case requires the development of a novel limit theorem. Furthermore, we use the result given in Corollary 3.7; this corollary shows how the ratio between the optimal costs and approximate costs can be represented, when the approximate inventory and capacity are a solution to a minimization problem as well. This corollary follows trivially from Lemma 3.3.

Lemma 4.1. Let $Q_i = \sup_{s > 0} (W_i(s) - s)$, with $(W_i, 1 \leq i \leq N)$ independent Brownian motions with mean 0 and variance $\sigma^2$. Let $h^{(N)}$ and $b^{(N)}$ be positive sequences. In order to minimize $F_N(I, \beta)$, the optimal inventory $I^*_N$ satisfies,

$$I^*_N = P_N^{-1}(1 - \gamma_N) = \frac{\sigma^2}{2} \log \left( \frac{1}{1 - (1 - \gamma_N)^2} \right),$$

with $P_N^{-1}$ the quantile function of $\mathbb{P}(\max_{i \leq N} Q_i < x)$ and $\gamma_N = Nh^{(N)}/(Nh^{(N)} + b^{(N)})$. 


To get a better understanding of the limiting behavior of the solution to \( \min_{(I, \beta)} F_N(I, \beta) \), we would like to approximate the function \( F_N \). Since \( (Q_i, i \leq N) \) are independent and exponentially distributed, we know by standard extreme value theory (cf. \cite{DeHaan06}) that
\[
\frac{1}{\sigma} \max_{i \leq N} Q_i - \log N \xrightarrow{d} G, \quad \text{as } N \to \infty, \quad \text{with } G \sim \text{Gumbel}.
\]
Therefore, for \( N \) large, \( \max_{i \leq N} Q_i \approx \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N \). We get a new minimization problem when we replace \( \max_{i \leq N} Q_i \) with this approximation \( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N \). In Definition 4.2 we give the resulting function \( \hat{F}_N(I, \beta) \) that is to be minimized.

**Definition 4.2**

\[
\hat{C}_N(I) := \mathbb{E} \left[ Nh^{(N)}(I - Q_i) + \left( Nh^{(N)} + b^{(N)} \right) \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N - I \right)^+ \right], \tag{5}
\]

and

\[
\hat{F}_N(I, \beta) := \frac{1}{\beta} \hat{C}_N(I) + \beta N. \tag{6}
\]

In the remainder of this section, we investigate whether minimizing \( \hat{F}_N(I, \beta) \) results in costs that are close to those when we minimize \( F_N(I, \beta) \). Note that we write \( (I_N, \beta_N) \) for the minimizers for the cost function \( F_N \) defined in Definition 3.1 and we write \( (\hat{I}_N, \beta_N) \) for the minimizers for the cost function \( \hat{F}_N \) defined in Definition 4.2. Thus, throughout this paper, we indicate second-order approximations by the \( \approx \)-symbol.

In Proposition 4.3 we present the inventory that minimizes \( \hat{F}_N \). This inventory turns out to be a quantile of \( \frac{\sigma^2}{2} G \) added to \( \frac{\sigma^2}{2} \log N \).

**Proposition 4.3 (Approximation).** Minimizing \( \hat{F}_N(I, \beta) \) with \( G \sim \text{Gumbel} \), gives solution \( (\hat{I}_N, \beta_N, \hat{F}_N(I_N, \beta_N)) \), with

\[
\hat{I}_N = \frac{\sigma^2}{2} \log N + \frac{\sigma^2}{2} \log (-\log (1 - \gamma_N)), \tag{7}
\]

and

\[
\hat{C}_N(\hat{I}_N) = Nh^{(N)} \left( \hat{I}_N - \frac{\sigma^2}{2} \right) + \left( Nh^{(N)} + b^{(N)} \right) \frac{\sigma^2}{2} \left( \int_{-\log(1-\gamma_N)}^{\infty} \frac{e^{-t}}{t} dt + \Gamma + \log (-\log (1 - \gamma_N)) \right), \tag{8}
\]

with \( \Gamma \approx 0.577 \) Euler’s constant and \( \gamma_N = Nh^{(N)}/(Nh^{(N)} + b^{(N)}) \).

Combining Equations (7) and (8) with the results in Lemma 3.3 gives the solution \( (\hat{I}_N, \beta_N, \hat{F}_N(I_N, \beta_N)) \).

We compare the costs under the optimal inventory and capacity with the costs under the approximate inventory and capacity. We distinguish the balanced regime, quality driven regime and efficiency driven regime. We first present two lemmas that are needed to prove order bounds between the costs under the optimal inventory and capacity, and the costs under the approximate inventory and capacity. In Lemma 4.4 we show that we can define a random variable that follows a Gumbel distribution, and is on the same probability space as \( \max_{i \leq N} Q_i \). In Lemma 4.5 we present bounds on \( |C_N(I_N) - C_N(\hat{I}_N)| \) and \( |\hat{C}_N(I_N) - C_N(\hat{I}_N)| \). Finally, by using the results from Lemmas 4.4 and 4.5 we prove the order bounds in the balanced, quality driven and efficiency driven regime in Theorem 4.6. In the efficiency driven regime, we impose an additional condition, we namely assume that \( \gamma_N < 1 - \exp(-N) \). This is needed to make sure that \( \hat{I}_N > 0 \).
Lemma 4.4. Define
\[
G_N := -\log \left( -\log \left( 1 - \exp \left( -\frac{2}{\sigma^2} \max_{i \leq N} Q_i \right) \right)^N \right),
\]
then \( \mathbb{P}(G_N < x) = e^{-e^{-x}} \), for all \( N \),
\[
\max_{i \leq N} Q_i > \frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N,
\]
and \( \max_{i \leq N} Q_i - \frac{\sigma^2}{2} G_N - \frac{\sigma^2}{2} \log N \) strictly decreases as a function of \( \max_{i \leq N} Q_i \) with limit 0.

Lemma 4.5. Let \( \gamma_N = Nh(N)/(Nh(N) + b(N)) \), if \( \gamma_N = \gamma \in (0, 1) \), in the balanced regime, then
\[
\left| C_N(I_N^*) - C_N(I_N) \right| \leq (I_N^* - I_N)(Nh(N) + b(N)) \left( 1 - \gamma_N - \left( 1 + \frac{\log(1 - \gamma_N)}{N} \right)^N \right),
\]
\[
\left| \hat{C}_N(I_N) - C_N(I_N) \right| \leq (I_N^* - \hat{I}_N)Nh(N) \left( 1 - \left( 1 + \frac{\log(1 - \gamma_N)}{N} \right)^N \right).
\]

Theorem 4.6 (Order bounds). Assume \( \gamma_N = Nh(N)/(Nh(N) + b(N)) \), if \( \gamma_N = \gamma \in (0, 1) \), in the balanced regime, then
\[
\frac{F_N(I_N, \beta_N)}{F_N(I_N, \hat{\beta}_N)} = 1 - O(1/(N \log N)),
\]
if \( \gamma_N \xrightarrow{N \to \infty} 0 \), in the quality drive regime, then
\[
\frac{F_N(I_N, \beta_N)}{F_N(I_N, \beta_N)} = 1 - O(\gamma_N/(N \log(N/\gamma_N))),
\]
and if \( \gamma_N \xrightarrow{N \to \infty} 1 \) and \( \gamma_N < 1 - \exp(-N) \), in the efficiency driven regime, then
\[
\frac{F_N(I_N, \beta_N)}{F_N(I_N, \hat{\beta}_N)} = 1 - o(1/\log N).
\]

Lemma 4.7. Assume \( \gamma_N = Nh(N)/(Nh(N) + b(N)) \), if \( \gamma_N = \gamma \in (0, 1) \) in the balanced regime, then
\[
F_N(I_N^*, \beta_N^*) = 2\sqrt{N} \sqrt{Nh(N)\sigma^2/2 (\log N - \log(\log(1 - \gamma)) - 1) + (Nh(N) + b(N)) \sigma^2/2 E[(G + \log(-\log(1 - \gamma)))^+]} + O(\sqrt{h(N)}/\sqrt{\log N}),
\]
if \( \gamma_N \xrightarrow{N \to \infty} 0 \) in the quality driven regime, then
\[
F_N(I_N^*, \beta_N^*) = 2\sqrt{N} \sqrt{Nh(N)\sigma^2/2 (\log(N/\gamma_N) - 1) + (Nh(N) + b(N)) \sigma^2/2 \gamma_N} + O(\gamma_N \sqrt{h(N)}/\sqrt{\log(N/\gamma_N)}),
\]
and if \( \gamma_N \xrightarrow{N \to \infty} 1 \) and \( \gamma_N < 1 - \exp(-N) \) in the efficiency driven regime, then
\[
F_N(I_N^*, \beta_N^*) = 2\sqrt{N} \sqrt{Nh(N)\sigma^2/2 (\log N - 1) + b(N) \sigma^2/2 \log(-\log(1 - \gamma_N))} + o(N \sqrt{h(N)}/\sqrt{\log N}).
\]
4.2. Numerical experiments

We will now provide some numerical results to illustrate the solutions to the minimization problem and their characteristics discussed in Section 4.1. In all experiments, we let $\sigma = 1$ and let $N$ vary from 10 to 1000. The results for the balanced regime, quality driven regime and efficiency driven regime are given in Tables 1, 2 and 3 respectively. We can observe that in all regimes the approximate solutions are close to the optimal solutions. Most importantly, already for small $N$, the fraction of the costs corresponding to the optimal solution over the costs corresponding to the approximate solution nearly equals 1.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$I_N$</th>
<th>$\beta_N$</th>
<th>$F_N(I_N, \beta_N)$</th>
<th>$\hat{I}_N$</th>
<th>$\hat{\beta}_N$</th>
<th>$F_N(\hat{I}_N, \hat{\beta}_N)$</th>
<th>$(1 - \frac{F_N(I_N, \beta_N)}{F_N(I_N, \beta_N)}) N \log N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.35178</td>
<td>1.19648</td>
<td>23.9315</td>
<td>1.33455</td>
<td>1.19328</td>
<td>23.9315</td>
<td>0.001807</td>
</tr>
<tr>
<td>50</td>
<td>2.14273</td>
<td>1.49338</td>
<td>149.338</td>
<td>2.13927</td>
<td>1.49286</td>
<td>149.338</td>
<td>0.000379</td>
</tr>
<tr>
<td>100</td>
<td>2.48757</td>
<td>1.60499</td>
<td>320.997</td>
<td>2.48584</td>
<td>1.60475</td>
<td>320.997</td>
<td>0.000192</td>
</tr>
<tr>
<td>200</td>
<td>2.83328</td>
<td>1.70944</td>
<td>683.775</td>
<td>2.83242</td>
<td>1.70932</td>
<td>683.775</td>
<td>9.68 \cdot 10^{-5}</td>
</tr>
<tr>
<td>500</td>
<td>3.29091</td>
<td>1.8385</td>
<td>1388.5</td>
<td>3.29056</td>
<td>1.83846</td>
<td>1388.5</td>
<td>3.91 \cdot 10^{-5}</td>
</tr>
<tr>
<td>1000</td>
<td>3.63731</td>
<td>1.93044</td>
<td>38055.3</td>
<td>3.63713</td>
<td>1.93042</td>
<td>38055.3</td>
<td>1.97 \cdot 10^{-5}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N$</th>
<th>$I_N$</th>
<th>$\beta_N$</th>
<th>$F_N(I_N, \beta_N)$</th>
<th>$\hat{I}_N$</th>
<th>$\hat{\beta}_N$</th>
<th>$F_N(\hat{I}_N, \hat{\beta}_N)$</th>
<th>$(1 - \frac{F_N(I_N, \beta_N)}{F_N(I_N, \beta_N)}) N \log N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2.32898</td>
<td>1.52962</td>
<td>30.5925</td>
<td>2.3266</td>
<td>1.52924</td>
<td>30.5925</td>
<td>0.000617</td>
</tr>
<tr>
<td>50</td>
<td>3.91708</td>
<td>1.97978</td>
<td>197.978</td>
<td>3.91698</td>
<td>1.97976</td>
<td>197.978</td>
<td>2.52 \cdot 10^{-5}</td>
</tr>
<tr>
<td>100</td>
<td>4.60768</td>
<td>2.14684</td>
<td>429.368</td>
<td>4.60766</td>
<td>2.14684</td>
<td>429.368</td>
<td>6.31162 \cdot 10^{-6}</td>
</tr>
<tr>
<td>200</td>
<td>5.29957</td>
<td>2.30221</td>
<td>920.886</td>
<td>5.29956</td>
<td>2.30221</td>
<td>920.886</td>
<td>1.21801 \cdot 10^{-6}</td>
</tr>
<tr>
<td>500</td>
<td>6.21511</td>
<td>2.49306</td>
<td>2493.06</td>
<td>6.21511</td>
<td>2.49306</td>
<td>2493.06</td>
<td>5.51467 \cdot 10^{-6}</td>
</tr>
<tr>
<td>1000</td>
<td>6.90801</td>
<td>2.62833</td>
<td>5256.66</td>
<td>6.90801</td>
<td>2.62833</td>
<td>5256.66</td>
<td>0.000176</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N$</th>
<th>$I_N$</th>
<th>$\beta_N$</th>
<th>$F_N(I_N, \beta_N)$</th>
<th>$\hat{I}_N$</th>
<th>$\hat{\beta}_N$</th>
<th>$F_N(\hat{I}_N, \hat{\beta}_N)$</th>
<th>$(1 - \frac{F_N(I_N, \beta_N)}{F_N(I_N, \beta_N)}) \log N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.497572</td>
<td>3.12224</td>
<td>62.4448</td>
<td>0.386624</td>
<td>3.08439</td>
<td>62.4665</td>
<td>0.000797</td>
</tr>
<tr>
<td>50</td>
<td>0.965997</td>
<td>9.35451</td>
<td>935.451</td>
<td>0.927385</td>
<td>9.34122</td>
<td>935.453</td>
<td>8.65078 \cdot 10^{-6}</td>
</tr>
<tr>
<td>100</td>
<td>1.21527</td>
<td>14.4701</td>
<td>2894.02</td>
<td>1.19242</td>
<td>14.4615</td>
<td>2894.02</td>
<td>1.30518 \cdot 10^{-6}</td>
</tr>
<tr>
<td>200</td>
<td>1.48208</td>
<td>22.0864</td>
<td>8834.57</td>
<td>1.46889</td>
<td>22.0808</td>
<td>8834.57</td>
<td>2.20863 \cdot 10^{-7}</td>
</tr>
<tr>
<td>500</td>
<td>1.85348</td>
<td>38.0553</td>
<td>38055.3</td>
<td>1.84728</td>
<td>38.0521</td>
<td>38055.3</td>
<td>2.51171 \cdot 10^{-8}</td>
</tr>
<tr>
<td>1000</td>
<td>2.14443</td>
<td>56.945</td>
<td>113890</td>
<td>2.14098</td>
<td>56.9428</td>
<td>113890</td>
<td>5.30189 \cdot 10^{-9}</td>
</tr>
</tbody>
</table>

5. Extension: Stochastic Demand

We will now extend our framework to the case where demand is stochastic. This means that stochasticity not only arises from the production process of the individual components, but also results from uncertain demands. Consequently, delays may no longer only be caused by low production of a specific component, but may also occur when there is a sudden peak in demand. Since all components need to be available to assemble the end-product and satisfy demand, delays of the
different components are now correlated. We use the same strategy when demand is stochastic as in the basic model with deterministic demand. However, we can no longer approximate the maximum queue length distribution with the Gumbel distribution. In Section 5.1 we show that for large, \( \max_{i \leq N} Q_i \approx \frac{\alpha^2}{2} \log N + \frac{\alpha^2 A}{2 \sqrt{2}} \sqrt{\log N X} \) with \( X \) a standard normal random variable. Using this approximation, we obtain a new minimization problem, in which we minimize \( \hat{F}_N(I, \beta) \) as given in Definition 5.1 with respect to \( I \) and \( \beta \).

**Definition 5.1**

\[
\hat{C}_N^A(I) = \mathbb{E} \left[ N h^{(N)}(I - Q_i) \right. + \left. \left( N h^{(N)} + b^{(N)} \right) \left( \frac{\sigma^2}{2} \log N + \frac{\sigma A}{\sqrt{2}} \sqrt{\log N X} - I \right) \right],
\]

and

\[
\hat{F}_N^A(I, \beta) = \frac{1}{\beta} \hat{C}_N^A(I) + \beta N.
\]

In Section 5.2 we elaborate on the solution and convergence of the minimization problem.

## 5.1. Extreme value limit

In this section, we focus on the maximum of \( N \) dependent random variables. In Theorem 5.2 we prove that a scaled version of \( \max_{i \leq N} Q_i(\beta) \) converges in distribution to a normally distributed random variable, as \( N \) goes to infinity.

**Theorem 5.2.** Let \( (W_i, 1 \leq i \leq N) \) be independent Brownian motions with mean 0 and variance \( \sigma^2 \), and \( W_A \) be a Brownian motion with mean 0 and variance \( \sigma_A^2 \). Then

\[
\max_{i \leq N} \sup_{s > 0} (W_i(s) + W_A(s) - \beta s) - \frac{\sigma^2}{2 \beta} \log N \xrightarrow{d} \frac{\sigma A}{\sqrt{2 \beta}} X, \tag{19}
\]

with \( X \sim \mathcal{N}(0, 1) \). In other words, for all \( x \in \mathbb{R} \)

\[
\mathbb{P} \left( \max_{i \leq N} \sup_{s > 0} (W_i(s) + W_A(s) - \beta s) - \frac{\sigma^2}{2 \beta} \log N > x \right) \xrightarrow{N \to \infty} 1 - \Phi \left( \frac{x}{\frac{\sigma A}{\sqrt{2 \beta}}} \right),
\]

with \( \Phi \) the cumulative distribution function of a standard normal random variable.

A heuristic explanation of the result in Theorem 5.2 is as follows: though \( \{Q_i, i \leq N\} \) are dependent random variables, since we are adding the same Brownian motion \( W_A, \max_{i \leq N} W_i(s) \) will dominate more and more over \( W_A \) as \( N \) becomes larger. Consequently, \( W_A \) does not affect the time at which the supremum of \( \max_{i \leq N} W_i(s) + W_A(s) - \beta s \) is attained. Hence, for \( N \) large \( \max_{i \leq N} Q_i(\beta) \approx \max_{i \leq N} \sup_{s > 0} (W_i(s) - \beta s) + W_A(\tau) \), with \( \tau \) the hitting time of the supremum of \( \max_{i \leq N} (W_i(s) - \beta s) \). We know that \( \mathbb{E}[\tau(x) \mid \tau(x) < \infty] = x/\beta \). Combining this with the fact that \( \max_{i \leq N} \sup_{s > 0} (W_i(s) - \beta s) - \frac{\sigma^2}{2 \beta} \log N \xrightarrow{d} \frac{\sigma^2}{2 \beta} G \), with \( G \sim \text{Gumbel} \), we know that the supremum of \( \max_{i \leq N} (W_i(s) - \beta s) \) is reached at \( \tau \approx \frac{\sigma^2}{2 \beta} \log N \). Therefore, \( W_A(\tau) \xrightarrow{d} \frac{\sigma A}{\sqrt{2 \beta}} \sqrt{\log N X} \), with \( X \) standard normally distributed, which results in Equation (19).

The proof of Theorem 5.2 consists of four parts, which are stated in Lemmas 5.3, 5.4, 5.5 and 5.6 for which the proofs are provided in Appendix A.3. For a process \( X \) we have for all \( t > 0 \) that

\[
\mathbb{P} \left( \sup_{s > 0} X(s) > x \right) \geq \mathbb{P}(X(t) > x).
\]
Furthermore, for every $0 < t_1 < t_2$,

$$P\left(\sup_{s>0} X(s) > x\right) \leq P\left(\sup_{0<s<t_1} X(s) > x\right) + P\left(\sup_{t_1<s<t_2} X(s) > x\right) + P\left(\sup_{s>t_2} X(s) > x\right).$$

We prove that these lower and upper bounds are tight for the process given in Theorem 5.2 for appropriately chosen $t, t_1, t_2$. More specifically, in Lemma 5.3 we prove the asymptotic behavior at the critical time $d \log N$ where $d = \frac{\sigma^2}{2 \epsilon^2}$, resulting in the tight lower bound. We show that times before and after this critical time have no influence in Lemmas 5.4 and 5.5, respectively, leading up to Lemma 5.6 that shows the concentration around the critical time $d \log N$, proving the tight upper bound.

**Lemma 5.3.** For $d = \frac{\sigma^2}{2 \epsilon^2}$,

$$\max_{i \leq N} (W_i(d \log N) + W_A(d \log N)) - \beta d \log N - \frac{\sigma^2}{2 \epsilon^2} \log N \xrightarrow{d} \frac{\sigma \sigma_A}{\sqrt{2 \beta}} X,$$

with $X \sim N(0, 1)$, as $N \to \infty$.

**Lemma 5.4.** For $d = \frac{\sigma^2}{2 \epsilon^2}$ and $0 < \epsilon < d$, and for all $x$,

$$P\left(\max_{i \leq N} \sup_{0 < s < (d-\epsilon) \log N} (W_i(s) + W_A(s) - \beta s) - \frac{\sigma^2}{2 \epsilon^2} \log N \geq x\right) \xrightarrow{N \to \infty} 0.$$

**Lemma 5.5.** For $d = \frac{\sigma^2}{2 \epsilon^2}$ and all $\epsilon > 0$, and $x \in \mathbb{R}$,

$$P\left(\max_{i \leq N} \sup_{s \geq (d+\epsilon) \log N} (W_i(s) + W_A(s) - \beta s) - \frac{\sigma^2}{2 \epsilon^2} \log N \geq x\right) \xrightarrow{N \to \infty} 0.$$

**Lemma 5.6.** For $d = \frac{\sigma^2}{2 \epsilon^2}$ and $\epsilon > 0$ and for all $x$,

$$\limsup_{N \to \infty} P\left(\max_{i \leq N} \sup_{(d-\epsilon) \log N \leq s \leq (d+\epsilon) \log N} (W_i(s) + W_A(s) - \beta s) - \frac{\sigma^2}{2 \epsilon^2} \log N \geq x\right) \leq P\left(\sigma_A \sqrt{\frac{\sigma^2}{2 \epsilon^2}} - \epsilon X_1 + \sqrt{2 \sigma_A} |X_2| > x\right),$$

with $X_1, X_2 \sim N(0, 1)$ and independent.

In Appendix A.3 we show how these lemmas can be used to prove Theorem 5.2. In Lemma 5.7 we prove that convergence holds even in $L_1$, when $X$ is chosen appropriately.

**Lemma 5.7.** Define $X_N := \frac{\sqrt{d}}{\sigma_A} W_A\left(\frac{\sigma^2}{2 \epsilon^2} \log N\right)$. Then,

$$E\left[\max_{i \leq N} \sup_{s>0} (W_i(s) + W_A(s) - \beta s) - \frac{\sigma^2}{2 \epsilon^2} \log N \leq \frac{\sigma \sigma_A}{\sqrt{2 \beta}} X_N\right] \xrightarrow{N \to \infty} 0.$$

The proof of Lemma 5.7 is also given in Appendix A.3. In the next section, we apply Theorem 5.2 and Lemma 5.7 to solve and approximate the minimization problem.
5.2. Solution and Convergence of the Minimization Problem

We can use the convergence result proven in Theorem 5.2 to prove asymptotics of the minimization of the function $F_N$. Since $\frac{\sqrt{\sigma_A^2 \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N}}{\sqrt{\log N}}$ is a continuous random variable, we know that its quantile function converges to the quantile function of a standard normal random variable, cf. van der Vaart (1998, p. 305, Lem. 21.2). So we can use this to derive asymptotics of the minimization problem of $F_N$.

Using $P^A_N(z)$ as described in Definition 5.8, we can solve the minimization problem, which yields the optimal inventory and capacity given in Lemma 5.9. The proofs concerning the solution and subsequent convergence results are provided in Appendix A.4.

**Definition 5.8** We define

\[ P^A_N(z) = \mathbb{P} \left( \frac{\sqrt{2} \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N}{\sigma A} \leq z \right) . \]

**Lemma 5.9.** Let $(b^{(N)})_{N \geq 1}, (h^{(N)})_{N \geq 1}$ be sequences such that $h^{(N)} > 0$ and $b^{(N)} > 0$ for all $N$, and $\gamma_N =Nh^{(N)}/(Nh^{(N)} + b^{(N)})$. Let $(\beta^A_N, I^A_N)$ minimize $F_N(I, \beta)$. Then

\[ I^A_N = \frac{\sigma^2}{2} \log N + \frac{\sigma A}{\sqrt{2}} P^A_N^{-1} (1 - \gamma_N) \sqrt{\log N}. \]  \hspace{1cm} (24)

When we are in the balanced regime, we can approximate the minimization problem using the convergence result in Theorem 5.2, and prove how far the approximate solution is from the optimal solution. This is done in Proposition 5.10 and Theorem 5.11. In Lemma 5.12 we show how the optimal costs scale with $N$ when we are in the balanced regime. The proofs are given in Appendix A.4.

**Proposition 5.10.** For $(b^{(N)})_{N \geq 1}, (h^{(N)})_{N \geq 1}$ and $\gamma_N = Nh^{(N)}/(Nh^{(N)} + b^{(N)})$,

\[ \hat{I}^A_N = \frac{\sigma^2}{2} \log N + \frac{\sigma A}{\sqrt{2}} \sqrt{\log N} \Phi^{-1} (1 - \gamma_N), \]  \hspace{1cm} (25)

and

\[ \hat{C}^A_N(\hat{I}^A_N) = Nh^{(N)} \left( \frac{\sigma^2}{2} \log N - \frac{\sigma^2 + \sigma_A^2}{2} \right) + (Nh^{(N)} + b^{(N)}) \frac{\sigma A \sqrt{\log N} e^{-\frac{1}{2} \Phi^{-1} (1 - \gamma_N)^2}}{2} \]  \hspace{1cm} (26)

**Theorem 5.11 (Order Bound).** Assume $\gamma_N = Nh^{(N)}/(Nh^{(N)} + b^{(N)})$, with $\gamma_N = \gamma \in (0, 1)$. Then

\[ \frac{F_N(I^A_N, \beta^A_N)}{F_N(I^A_N, \beta^A_N)} - 1 = o \left( \frac{1}{\sqrt{\log N}} \right). \]

**Lemma 5.12 (Balanced Regime).** Assume $\gamma_N = Nh^{(N)}/(Nh^{(N)} + b^{(N)})$, with $\gamma_N = \gamma \in (0, 1)$. Then

\[ I^A_N = \frac{\sigma^2}{2} \log N + \frac{\sigma A}{\sqrt{2}} \sqrt{\log N} \Phi^{-1} (1 - \gamma) + o(\sqrt{\log N}), \]  \hspace{1cm} (27)

and

\[ F_N(I^A_N, \beta^A_N) = 2\sqrt{N} \sqrt{\hat{C}^A_N(\hat{I}^A_N)} + o(N \sqrt{h^{(N)}}). \]  \hspace{1cm} (28)
As is shown in Lemma 3.6, in the efficiency driven regime, the first order approximation $\bar{I}_N = \frac{\sigma^2}{2} \log N$ gives that the ratio of the approximate costs and the optimal costs converge to 1. Thus we expect the approximation given in (25) will also satisfy this convergence result, in order to determine whether this approximation also satisfies the order bound given in Theorem 5.11 a further analysis is needed. However, for the quality driven regime, this convergence result does not hold, because we see in Lemma 4.7 that $I_A^N \approx \frac{\sigma^2}{2} \log(\frac{N}{\gamma_N})$. In order to find a sharp order bound such as given in Theorem 5.11 we should resort to the analysis of tail asymptotics.

5.3. Numerical Experiments

In Section 5.2 we provided expressions to calculate the asymptotically optimal capacity and inventory. The question remains how large the number of components has to be for these approximations to be of use. Therefore, we will now examine the expected costs under both the optimal capacity and inventory and under these asymptotic approximations. Since it is not straightforward to calculate $\mathbb{E} \left[ (\max_{i \leq N} Q_i - I)^+ \right]$ for dependent $Q_i(\beta)$, to evaluate the cost function given in Definition 3.1 we resort to simulation. First, we explain the details of our simulation experiment, after which we discuss the numerical results.

In our simulation we aim to determine the maximum delay over all components, so $\max_{i \leq N} Q_i$. For this, we use the algorithm proposed by Asmussen et al. (1995, §4.5), who describe an exact algorithm for simulating a reflected Brownian motion at the grid points. At every grid point we draw normal random variables with the required drift and variance for the supply and demand processes and update the maximum. We use a step size of 0.001 for the grid points. Since we cannot simulate over an infinite horizon, we have to determine when to terminate the simulation. The maximum value is expected to be attained at a time which is smaller than $\hat{t} = \frac{\sigma^2 + \sigma^2}{2} \sum_{j=1}^{N} \frac{1}{j}$. To simulate well beyond this point, we run the simulation until $t = 2\hat{t}$. Furthermore, considering the negative drift, we know that when we drift away too far from the maximum value attained so far, we will not reach a higher value. Therefore, in this case we also stop in order to speed up the simulation process.

Using the above method to simulate $\max_{i \leq N} Q_i$, we can estimate $P_A^{-1}(1 - \gamma_N)$ with $P_A^{-1}(z)$ as described in Definition 5.8. To obtain a median-unbiased estimate of the quantile, we use the approach suggested by Zieliński (2009, p. 982-983). For this, we sample max $\max_{i \leq N} Q_i$ 100 times and randomly choose between the observations $(1 - \gamma_N) \cdot 100$ and $(1 - \gamma_N) \cdot 100 + 1$, with weights depending on the value of the fractile. Our estimate is equal to the median over 100 iterations. Once we have our estimate of $P_A^{-1}(1 - \gamma_N)$, we determine the value of the optimal inventory as given in Equation (24). Using the optimal inventory we determine the optimal capacity given in Lemma 3.3. Since this also requires the expectation of $(\max_{i \leq N} Q_i - I)^+$, we determine this value by taking the average based on 10,000 simulations.

Next, we compare the costs under our asymptotic approximations of capacity and inventory (provided in Proposition 5.10) to the costs under the optimal capacity and inventory obtained from the simulation. We again sample $(\max_{i \leq N} Q_i - I)^+$ based on 10,000 new simulations and determine the costs of the different policies using cost function $F_N(I, \beta)$.

In order to assess the performance of the approximations and its sensitivity to various model parameters, we perform a full factorial experiment. In our experiment, we vary the number of components, demand variability and backorder costs. The setup of the experiment is given in Table 4. We set $h^{(N)} = 1$ and $\sigma = 1$ in all experiments. In total we have 24 instances. The results are given in Tables 5 and 6 for $b^{(N)} = N$ and $b^{(N)} = 3N$, respectively.
Table 4  Parameter settings for experiments

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>10, 50, 100</td>
</tr>
<tr>
<td>$\sigma_A$</td>
<td>0.1, 0.5, 0.75, 1</td>
</tr>
<tr>
<td>$b^{(N)}$</td>
<td>$N$, $3N$</td>
</tr>
</tbody>
</table>

Table 5  Comparison of costs approximate solution for $h^{(N)} = 1$, $b^{(N)} = N$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\sigma_A$</th>
<th>$I_N^A$</th>
<th>$\beta_N^A$</th>
<th>$F_N(I_N^A, \beta_N^A)$</th>
<th>$\hat{I}_N^A$</th>
<th>$\hat{\beta}_N^A$</th>
<th>$F_N(\hat{I}_N^A, \hat{\beta}_N^A)$</th>
<th>(1 - \frac{F_N(I_N^A, \beta_N^A)}{F_N(\hat{I}_N^A, \hat{\beta}_N^A)}) (\sqrt{\log N})</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.1</td>
<td>1.32672</td>
<td>1.1583</td>
<td>23.1894</td>
<td>1.15129</td>
<td>0.85514</td>
<td>24.5143</td>
<td>0.082011</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>2.12222</td>
<td>1.47611</td>
<td>147.534</td>
<td>1.95601</td>
<td>1.25004</td>
<td>150.337</td>
<td>0.036877</td>
</tr>
<tr>
<td>100</td>
<td>0.1</td>
<td>2.45516</td>
<td>1.58865</td>
<td>318.588</td>
<td>2.30259</td>
<td>1.38516</td>
<td>322.994</td>
<td>0.029273</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>1.48629</td>
<td>1.25448</td>
<td>25.333</td>
<td>1.15129</td>
<td>0.976909</td>
<td>26.9363</td>
<td>0.090320</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>2.33757</td>
<td>1.59412</td>
<td>159.934</td>
<td>1.95601</td>
<td>1.3744</td>
<td>164.689</td>
<td>0.057107</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>2.71507</td>
<td>1.71664</td>
<td>343.937</td>
<td>2.30259</td>
<td>1.51094</td>
<td>352.91</td>
<td>0.054563</td>
</tr>
<tr>
<td>10</td>
<td>0.75</td>
<td>1.71443</td>
<td>1.36908</td>
<td>27.191</td>
<td>1.15129</td>
<td>1.00605</td>
<td>29.7614</td>
<td>0.131055</td>
</tr>
<tr>
<td>50</td>
<td>0.75</td>
<td>2.63758</td>
<td>1.70591</td>
<td>171.443</td>
<td>1.95601</td>
<td>1.41834</td>
<td>180.556</td>
<td>0.099827</td>
</tr>
<tr>
<td>100</td>
<td>0.75</td>
<td>2.98024</td>
<td>1.83438</td>
<td>367.348</td>
<td>2.30259</td>
<td>1.55865</td>
<td>383.319</td>
<td>0.089412</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1.98963</td>
<td>1.47358</td>
<td>29.8393</td>
<td>1.15129</td>
<td>1.0037</td>
<td>34.6552</td>
<td>0.210871</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>3.00637</td>
<td>1.84276</td>
<td>185.25</td>
<td>1.95601</td>
<td>1.43941</td>
<td>201.314</td>
<td>0.157827</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>3.3939</td>
<td>1.97602</td>
<td>393.668</td>
<td>2.30259</td>
<td>1.58534</td>
<td>421.505</td>
<td>0.141724</td>
</tr>
</tbody>
</table>

Table 6  Comparison of costs approximate solution for $h^{(N)} = 1$, $b^{(N)} = 3N$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\sigma_A$</th>
<th>$I_N^A$</th>
<th>$\beta_N^A$</th>
<th>$F_N(I_N^A, \beta_N^A)$</th>
<th>$\hat{I}_N^A$</th>
<th>$\hat{\beta}_N^A$</th>
<th>$F_N(\hat{I}_N^A, \hat{\beta}_N^A)$</th>
<th>(1 - \frac{F_N(I_N^A, \beta_N^A)}{F_N(\hat{I}_N^A, \hat{\beta}_N^A)}) (\sqrt{\log N})</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.1</td>
<td>1.72631</td>
<td>1.31058</td>
<td>25.9539</td>
<td>1.22366</td>
<td>0.884692</td>
<td>31.2239</td>
<td>0.256113</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>2.52398</td>
<td>1.5931</td>
<td>159.026</td>
<td>2.05034</td>
<td>1.27624</td>
<td>173.141</td>
<td>0.161243</td>
</tr>
<tr>
<td>100</td>
<td>0.1</td>
<td>2.88327</td>
<td>1.69656</td>
<td>341.44</td>
<td>2.40493</td>
<td>1.41084</td>
<td>367.575</td>
<td>0.152581</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>2.06709</td>
<td>1.43331</td>
<td>28.3311</td>
<td>1.51315</td>
<td>1.0992</td>
<td>31.2066</td>
<td>0.142201</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>2.98654</td>
<td>1.74381</td>
<td>173.875</td>
<td>2.42767</td>
<td>1.48993</td>
<td>183.166</td>
<td>0.100327</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>3.37032</td>
<td>1.86469</td>
<td>371.779</td>
<td>2.81433</td>
<td>1.62542</td>
<td>387.809</td>
<td>0.088703</td>
</tr>
<tr>
<td>10</td>
<td>0.75</td>
<td>2.44895</td>
<td>1.57036</td>
<td>31.4004</td>
<td>1.69408</td>
<td>1.18023</td>
<td>35.5139</td>
<td>0.175760</td>
</tr>
<tr>
<td>50</td>
<td>0.75</td>
<td>3.41775</td>
<td>1.89842</td>
<td>190.571</td>
<td>2.6635</td>
<td>1.58369</td>
<td>205.174</td>
<td>0.140773</td>
</tr>
<tr>
<td>100</td>
<td>0.75</td>
<td>3.89899</td>
<td>2.01955</td>
<td>404.306</td>
<td>3.0702</td>
<td>1.72277</td>
<td>429.58</td>
<td>0.126256</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>2.91296</td>
<td>1.72878</td>
<td>34.6096</td>
<td>1.87501</td>
<td>1.23092</td>
<td>40.7704</td>
<td>0.229298</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>4.15795</td>
<td>2.06968</td>
<td>207.553</td>
<td>2.89934</td>
<td>1.65341</td>
<td>230.281</td>
<td>0.195211</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>4.5669</td>
<td>2.20969</td>
<td>439.681</td>
<td>3.32607</td>
<td>1.79761</td>
<td>479.663</td>
<td>0.178876</td>
</tr>
</tbody>
</table>

There are several important observations to be made from Table 5. First of all, we can observe that for $N = 10$ the difference in costs between the simulated optimal solution and the asymptotic solution is large for all cases. As $N$ increases to 50, the difference decreases. Furthermore, the difference becomes larger when $\sigma$ increases. In the last column, we verify the convergence result from Theorem 5.11. We observe that the difference decreases as $N$ increases, but especially when $\sigma_A$ increases the difference still is substantial. This means that especially when the variation in demand is as high as the variation in production of components, the difference in costs is high even with $N = 100$. 

When we consider the results for \( b^{(N)} = 3N \) given in Table 6, we observe that the difference between the asymptotic and optimal costs is considerably higher than for \( b^{(N)} = N \). Especially for \( N = 10 \) the difference is large, but also for a larger number of components the difference remains considerable. Interestingly, for the case \( \sigma_A = 1 \) the difference between \( b^{(N)} = N \) and \( b^{(N)} = 3N \) is relatively small.

We can thus conclude that for small variations in demand and low backorder costs the asymptotic approach performs well in terms of costs already for a reasonable number of components. For larger demand variations the number of components needs to be higher for the approximations to perform well. Also, the performance of the approximations highly depends on the backorder costs relative to the holding costs.

6. Mixed-behavior approximations

Even though the numerical results in Section 5.3 show that the approximations are asymptotically correct, because we see the start of a convergence as \( N \) grows larger, the cost difference is still rather large in most cases. Therefore, we will now consider how we can further improve the approximations.

Under deterministic demand and stochastic demand, the approximate problems are given in Definition 4.2 and Definition 5.1. If \( \sigma_A \) is small, then we know that on the one hand,

\[
\max_{i \leq N} Q_i \approx \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N,
\]

because \( Q_i \) and \( Q_j \) are only slightly correlated. But on the other hand,

\[
\max_{i \leq N} Q_i \approx \sigma \sigma_A \sqrt{\frac{\log N}{2} + \frac{\sigma^2}{2}} \log N \approx \sigma \sigma_A \sqrt{\log N}.
\]

Since the Gumbel term is missing here, this could be the reason that this approximation is not working for small \( N \). Thus, it could be beneficial to look at the combination of these two approximations. Then, we have

\[
\max_{i \leq N} Q_i \approx \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{2} \sqrt{\log N} X. \quad (29)
\]

When we replace \( \max_{i \leq N} Q_i \) with Equation (29) in the minimization problem, we get

\[
\min_{I, \beta} \left( \frac{1}{\beta} \mathbb{E} \left[ Nh^{(N)}(I - Q_i) + (Nh^{(N)} + b^{(N)}) \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{2} \sqrt{\log N} X - I \right)^+ \right] + \beta N \right).
\]

Then the optimal \( I^M_N \) satisfies \( \mathbb{P} \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{2} \sqrt{\log N} X < I^M_N \right) = 1 - \gamma_N \). Thus,

\[
\int_{-\infty}^{\infty} \exp \left( - \exp \left( - \frac{2}{\sigma^2} \left( I^M_N - \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{2} \sqrt{\log N} X \right) \right) \right) \phi(x) dx = 1 - \gamma_N. \quad (30)
\]

Now, \( I^M_N \) can be computed through a numerical method. Furthermore, the optimal capacity \( \beta^M_N \) satisfies

\[
\beta^M_N = \sqrt{\mathbb{E} \left[ Nh^{(N)}(I^M_N - Q_i) + (Nh^{(N)} + b^{(N)}) \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{2} \sqrt{\log N} X - I^M_N \right)^+ \right]}. \]
Though we have a symbolic expression for $\beta^M_N$, it is not completely clear how to compute

$$\mathbb{E} \left[ \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N X} - I^M_N \right)^+ \right] =$$

$$\int_{I^M_N}^{\infty} \mathbb{P} \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N X} > x \right) dx.$$

We can write

$$\mathbb{P} \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N X} > x \right) = \mathbb{P} \left( G + \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N X} > \frac{2}{\sigma^2} x - \log N \right) = \int_{-\infty}^{\infty} \mathbb{P} \left( \frac{\sigma \sigma_A}{\sigma} \sqrt{\log N X} > \frac{2}{\sigma^2} x - \log N - z \right) \exp(-\exp(-z) - z) dz.$$

Now, we write $z = -\log s$. Then,

$$\int_{-\infty}^{\infty} \mathbb{P} \left( \frac{\sigma \sigma_A}{\sigma} \sqrt{\log N X} > \frac{2}{\sigma^2} x - \log N + \log s \right) \exp(-s) ds = \int_{0}^{\infty} \mathbb{P} \left( \frac{\sigma \sigma_A}{\sigma} \sqrt{\log N X} > \frac{2}{\sigma^2} x - \log N + \log s \right) \exp(-s) ds.$$

Thus,

$$\mathbb{E} \left[ \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N X} - I^M_N \right)^+ \right] =$$

$$\int_{I^M_N}^{\infty} \int_{0}^{\infty} \mathbb{P} \left( \frac{\sigma \sigma_A}{\sigma} \sqrt{\log N X} > \frac{2}{\sigma^2} x - \log N + \log s \right) \exp(-s) ds dx =$$

$$\int_{I^M_N}^{\infty} \int_{0}^{\infty} \mathbb{P} \left( \frac{\sigma \sigma_A}{\sigma} \sqrt{\log N X} > \frac{2}{\sigma^2} x - \log N + \log s \right) \exp(-s) dx ds.$$

It turns out that

$$\int_{I^M_N}^{\infty} \mathbb{P} \left( \frac{\sigma \sigma_A}{\sigma} \sqrt{\log N X} > \frac{2}{\sigma^2} x - \log N + \log s \right) \exp(-s) dx$$

gives a closed formula with variable $I^M_N$. Thus, since $I^M_N$ can be numerically found by Equation (30), $\mathbb{E} \left[ \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N X} - I^M_N \right)^+ \right]$ can be computed numerically as well.

### 6.1. Numerical results mixed-behavior approximations

Using the same simulation procedure as described in Section 5.3, we will evaluate the performance of these adjusted approximations. The results for the cases of $h(N) = 1$, $b(N) = N$ and $h(N) = 1$, $b(N) = 3N$ are given in Tables 7 and 8, respectively.

From the simulation results we can conclude that these adjusted approximations result in costs that are much closer to the optimal costs, already for small $N$. When comparing the last two columns, where the last column repeats the results from Section 5.3, we observe that the mixed-behavior approximations show better convergence, also when $\sigma_A$ is larger. Furthermore, where we saw in Section 5.3 that the cost difference increased considerably with the change in $b(N)$, we now do
see an increase, but the difference is still small for a larger value of $b^{(N)}$. Therefore, we can conclude that these mixed-behavior approximations perform well when demand variations are no more than 75% of the variations in component production, even with a small number of components.

Table 7  Comparison of costs master solution for $h^{(N)} = 1, b^{(N)} = N$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\sigma_A$</th>
<th>$I^M_N$</th>
<th>$\beta^M_N$</th>
<th>$F_N(I^M_N, \beta^M_N)$</th>
<th>$(1 - \frac{F_N(I^A_N, \beta^A_N)}{F_N(I^M_N, \beta^M_N)}) \sqrt{\log N}$</th>
<th>$(1 - \frac{F_N(I^1_N, \beta^1_N)}{F_N(I^M_N, \beta^M_N)}) \sqrt{\log N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.1</td>
<td>1.33785</td>
<td>1.1945</td>
<td>23.2022</td>
<td>0.000837</td>
<td>0.082011</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>2.14487</td>
<td>1.49567</td>
<td>147.567</td>
<td>0.000442</td>
<td>0.036877</td>
</tr>
<tr>
<td>100</td>
<td>0.1</td>
<td>2.49244</td>
<td>1.60808</td>
<td>318.638</td>
<td>0.00337</td>
<td>0.054563</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>1.38072</td>
<td>1.21129</td>
<td>25.4342</td>
<td>0.006038</td>
<td>0.090320</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>2.19829</td>
<td>1.53814</td>
<td>160.497</td>
<td>0.006938</td>
<td>0.057107</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>2.54871</td>
<td>1.65808</td>
<td>345.247</td>
<td>0.008143</td>
<td>0.054563</td>
</tr>
<tr>
<td>10</td>
<td>0.75</td>
<td>1.40013</td>
<td>1.2128</td>
<td>27.6956</td>
<td>0.027647</td>
<td>0.131055</td>
</tr>
<tr>
<td>50</td>
<td>0.75</td>
<td>2.216</td>
<td>1.56166</td>
<td>174.269</td>
<td>0.032074</td>
<td>0.099827</td>
</tr>
<tr>
<td>100</td>
<td>0.75</td>
<td>2.5656</td>
<td>1.68745</td>
<td>372.643</td>
<td>0.030493</td>
<td>0.089412</td>
</tr>
</tbody>
</table>

Table 8  Comparison of costs master solution for $h^{(N)} = 1, b^{(N)} = 3N$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\sigma_A$</th>
<th>$I^M_N$</th>
<th>$\beta^M_N$</th>
<th>$F_N(I^M_N, \beta^M_N)$</th>
<th>$(1 - \frac{F_N(I^A_N, \beta^A_N)}{F_N(I^M_N, \beta^M_N)}) \sqrt{\log N}$</th>
<th>$(1 - \frac{F_N(I^1_N, \beta^1_N)}{F_N(I^M_N, \beta^M_N)}) \sqrt{\log N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.1</td>
<td>1.78238</td>
<td>1.34746</td>
<td>25.9965</td>
<td>0.002487</td>
<td>0.256113</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>2.59271</td>
<td>1.62088</td>
<td>159.162</td>
<td>0.001690</td>
<td>0.161243</td>
</tr>
<tr>
<td>100</td>
<td>0.1</td>
<td>2.94168</td>
<td>1.75333</td>
<td>341.49</td>
<td>0.003014</td>
<td>0.152581</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>1.94345</td>
<td>1.38309</td>
<td>28.3671</td>
<td>0.001926</td>
<td>0.142201</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>2.83725</td>
<td>1.68955</td>
<td>174.284</td>
<td>0.004642</td>
<td>0.100327</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>3.21861</td>
<td>1.8044</td>
<td>372.617</td>
<td>0.004826</td>
<td>0.088703</td>
</tr>
<tr>
<td>10</td>
<td>0.75</td>
<td>2.09429</td>
<td>1.41142</td>
<td>32.0055</td>
<td>0.028689</td>
<td>0.175760</td>
</tr>
<tr>
<td>50</td>
<td>0.75</td>
<td>3.04648</td>
<td>1.74512</td>
<td>193.854</td>
<td>0.033496</td>
<td>0.140773</td>
</tr>
<tr>
<td>100</td>
<td>0.75</td>
<td>3.44819</td>
<td>1.86761</td>
<td>410.624</td>
<td>0.033019</td>
<td>0.126256</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>2.25658</td>
<td>1.43095</td>
<td>36.5165</td>
<td>0.079240</td>
<td>0.229298</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>3.26538</td>
<td>1.79271</td>
<td>216.91</td>
<td>0.085321</td>
<td>0.195211</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>3.68765</td>
<td>1.92281</td>
<td>456.859</td>
<td>0.080689</td>
<td>0.178876</td>
</tr>
</tbody>
</table>

7. Conclusions

In this study, we defined a large scale assembly system in which $N$ components are assembled into a final product. The delays per component are written as an all-time supremum of a Brownian motion minus a drift term. We aimed to minimize the total costs in the system with respect to the inventory and capacity per component. The costs in the system consist of inventory holding costs for each component and penalty costs for delay of assembling the final product, which is equal to the delay of the slowest produced component. Before we tried to solve the minimization problem, we simplified the minimization problem, using the self-similarity property of a Brownian motion, into two separate minimization problems. We distinguished two cases, first of all we covered the case of deterministic demand, resulting in all delays being independent. Secondly, we investigated the case that demand is stochastic and consequently delays of the components are dependent.
For the deterministic demand scenario, we proved order bounds for three different regimes: balanced, quality driven and efficiency driven. Additionally, we verified numerically that already for a limited number of components, our approximations result in costs that are very close to the costs corresponding to the optimal solution. For the stochastic demand scenario, we developed a novel limit theorem that we use to obtain approximate solutions. We showed numerically that even though theoretically these approximation perform well, for practical situations there is still room for improvement. Therefore, we provided additional approximations for a mixed-behavior regime, where we use a combination of the approximations for the deterministic and stochastic demand scenarios. We demonstrated numerically that these approximations perform very well already for a practical number of components.

Future work could extend the model to a decentralized minimization problem, where the components are not produced in-house by the OEM but are sourced at outside suppliers that have their own objectives. Additionally, we should be able to expand the convergence proof of the maximum delay in the dependent setting. In this study the delays are all-time suprema of Brownian motions minus drift terms. We believe that we can replace the Brownian motion terms with general Lévy processes.
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Lemma A.1.

Appendix A: Proofs

A.1. Proofs Section

Lemma A.1. In the independent case:

\[
\min_{(\beta_1, \beta_2, \ldots, \beta_N), (I_1, I_2, \ldots, I_N)} \sum_{i=1}^{N} \mathbb{E}[h^{(N)}(I_i - Q_i(\beta_i)) + \beta_i] + (Nh^{(N)} + b^{(N)}) \mathbb{E}\left[\max_{j \leq N}(Q_j(\beta_j) - I_j)^+\right]
\]

\[
= \min_{(\beta)} \mathbb{E}\left[Nh^{(N)}(I - Q_i(\beta)) + \beta N + (Nh^{(N)} + b^{(N)}) \mathbb{E}\left[\max_{j \leq N}(Q_j(\beta) - I)^+\right]\right],
\]

and in the dependent case:

\[
\min_{\beta, (I_1, I_2, \ldots, I_N)} \sum_{i=1}^{N} \mathbb{E}[h^{(N)}(I_i - Q_i(\beta)) + \beta] + (Nh^{(N)} + b^{(N)}) \mathbb{E}\left[\max_{j \leq N}(Q_j(\beta) - I_j)^+\right]
\]

\[
= \min_{(\beta)} \mathbb{E}\left[Nh^{(N)}(I - Q_i(\beta)) + \beta N + (Nh^{(N)} + b^{(N)}) \mathbb{E}\left[\max_{j \leq N}(Q_j(\beta) - I)^+\right]\right].
\]

Proof In the independent case, we can write, by using the self-similarity property of Brownian motions, that

\[
\sum_{i=1}^{N} \mathbb{E}[h^{(N)}(I_i - Q_i(\beta_i)) + \beta_i] + (Nh^{(N)} + b^{(N)}) \mathbb{E}\left[\max_{j \leq N}(Q_j(\beta_j) - I_j)^+\right]
\]

\[
= \sum_{i=1}^{N} \mathbb{E}\left[h^{(N)}\left(I_i - \frac{1}{\beta_i}Q_i(1)\right) + \beta_i\right] + (Nh^{(N)} + b^{(N)}) \mathbb{E}\left[\max_{j \leq N}\left(\frac{1}{\beta_j}Q_j(1) - I_j\right)^+\right].
\]

We write \(\eta_i = 1/\beta_i\). Thus,

\[
\sum_{i=1}^{N} \mathbb{E}\left[h^{(N)}\left(I_i - \frac{1}{\beta_i}Q_i(1)\right) + \beta_i\right] + (Nh^{(N)} + b^{(N)}) \mathbb{E}\left[\max_{j \leq N}\left(\frac{1}{\beta_j}Q_j(1) - I_j\right)^+\right]
\]

\[
= \sum_{i=1}^{N} \mathbb{E}\left[h^{(N)}\left(I_i - \eta_iQ_i(1)\right) + \frac{1}{\eta_i}\right] + (Nh^{(N)} + b^{(N)}) \mathbb{E}\left[\max_{j \leq N}(\eta_jQ_j(1) - I_j)^+\right].
\]

It is easy to see that \(\sum_{i=1}^{N} \mathbb{E}\left[h^{(N)}(I_i - \eta_iQ_i(1)) + 1/\eta_i\right]\) is convex with respect to \((\eta_1, \eta_2, \ldots, \eta_N, I_1, I_2, \ldots, I_N)\), with \(\eta_j, I_j > 0\). In order to examine whether \(\mathbb{E}\left[\max_{j \leq N}(\eta_jQ_j(1) - I_j)^+\right]\) is convex we should prove convexity of \(\eta_jQ_j(1) - I_j\), because the expectation is a linear operator,
and taking the maximum of convex functions gives a convex function. Since \( \eta_j Q_j(1) - I_j \) is linear in both \( \eta_j \) and \( I_j \), convexity holds. Now, assume

\[
C = \min_{(\beta_1, \beta_2, \ldots, \beta_N), (I_1, I_2, \ldots, I_N)} \sum_{i=1}^{N} \mathbb{E} \left[ h(N)(I_i - Q_i(\beta_i)) + \beta_i \right] + (Nh(N) + b(N))\mathbb{E} \left[ \max_{j \leq N} (Q_j(\beta_j) - I_j) \right]
\]

with minimizers \((\beta_1^{(0)}, \ldots, \beta_N^{(0)})\) and \((I_1^{(0)}, \ldots, I_N^{(0)})\). Assume there exists \(i, j\) such that \(\beta_i^{(0)} \neq \beta_j^{(0)}\) or \(I_i^{(0)} \neq I_j^{(0)}\). Then, because of the symmetry of the problem with respect to the \(N\) servers, all the permutations of the minimizers give solutions. Assume there are \(k\) permutations, where the \(l\)-th permutation has minimizers \((\beta_1^{(0)}, \ldots, \beta_N^{(0)})\) and \((I_1^{(0)}, \ldots, I_N^{(0)})\). Now, define \(\beta_i\) and \(I_i\) such that they satisfy \(1/\beta_i = \frac{1}{k} \sum_{l=1}^{k} 1/\beta_i^{(l)}\) and \(I_i = \frac{1}{k} \sum_{l=1}^{k} I_i^{(l)}\). Because of the symmetry of the cost function around the \(N\) servers, we have that \(\beta_i = \beta_j = \beta\), and \(I_i = I_j = I\). Since we have a convex function with respect to \(I_i\) and \(1/\beta_i\),

\[
C \geq \mathbb{E} \left[ Nh(N)(I - Q_i(\beta)) \right] + \beta N + (Nh(N) + b(N))\mathbb{E} \left[ \max_{j \leq N} (Q_j(\beta) - I) \right].
\]

Thus \(I_i = I\), and \(\beta_i = \beta\) are minimizers. An analogous derivation holds for the dependent case where we only minimize over one drift parameter. □

**Remark 1.** In the dependent case where all servers choose a different drift parameter, we have that \(\sup_{s>0} (W_i(s) + W_A(s) - \beta s) = \sup_{s>0} (\hat{W}_i(s) + \hat{W}_A(s) - s)/\beta_i\) where \(\hat{W}_i(s) = W_i(s/\beta_i^2)\beta_i\) and \(W_A(s) = W_A(s/\beta_i^2)\beta_i\). However, \(\mathbb{E}[W_A(s/\beta_i^2)\beta_i, W_A(s/\beta_i^2)\beta_j] = \sigma^2_\beta \beta_i \beta_j/s\max(\beta_i, \beta_j)^2 \neq \sigma^2_\beta s\) when \(\beta_i \neq \beta_j\). Thus, when we have different drift parameters \(\beta_i\) and \(\beta_j\), the joint distribution of \(\sup_{s>0} (W_i(s) + W_A(s) - \beta s)\) and \(\sup_{s>0} (W_j(s) + W_A(s) - \beta s)\) is not the same as the joint distribution of \(\sup_{s>0} (W_i(s) + W_A(s) - s)/\beta_i\) and \(\sup_{s>0} (W_j(s) + W_A(s) - s)/\beta_j\). So to prove Lemma 3.3 when the drifts are different, other techniques are needed.

**Proof of Lemma 3.3.** \(F_N(I, \beta) > 0\), hence \(F_N\) has a global infimum, and since \(\lim_{\beta \to \infty} F_N(I, \beta) = \infty\), \(\lim_{I \to \infty} F_N(I, \beta) = \infty\), \(F_N\) has a global minimum. Now, assume \(F_N(I_N, \beta_N) = \min_{(I, \beta)} F_N(I, \beta)\). Assume that there exists an \(I_N\), such that

\[
\mathbb{E} \left[ Nh(N) \left( \hat{I}_N - Q_i + \left( \max_{i \leq N} Q_i - \hat{I}_N \right) \right) + b(N) \left( \max_{i \leq N} Q_i - \hat{I}_N \right) \right] + \mathbb{E} \left[ Nh(N) \left( I_N - Q_i + \left( \max_{i \leq N} Q_i - I_N \right) \right) + b(N) \left( \max_{i \leq N} Q_i - I_N \right) \right] = 0.
\]

Then \(F_N(I_N, \beta_N) < F_N(I_N, \beta_N)\). This contradicts the statement that \((I_N, \beta_N)\) gives the minimum of \(F_N\). Hence, the optimal inventory minimizes \(C_N(I)\). The proof that \(\beta_N\) minimizes \(\frac{1}{\beta} C_N(I_N) + \beta N\) goes analogously.

To prove that \(C_N(I)\) is convex with respect to \(I\), we observe that

\[
\frac{d^2}{dI^2} C_N(I) = (b(N) + Nh(N)) \frac{d^2}{dI^2} \mathbb{E} \left[ \max_{i \leq N} Q_i - I \right] = (b(N) + Nh(N)) \int_0^\infty \mathbb{P} \left( \max_{i \leq N} Q_i > x \right) dx = (b(N) + Nh(N)) \int_0^\infty f(I) \geq 0,
\]

because \(f\) is the probability density function of \(\max_{i \leq N} Q_i\). This density exists; cf. [Dai and Harrison (1992), Prop. 2a](#). In conclusion, we have a convex minimization problem. Moreover, \(\frac{\partial^2}{\partial \beta^2} \left( \frac{1}{\beta} C_N(I_N) + \beta N \right) = \frac{2}{\beta^3} C_N(I_N) > 0\). Thus \(\frac{1}{\beta} C_N(I_N) + \beta N\) is also convex with respect to \(\beta\). □
Proof of Lemma 3.3. \( F_N(I, \beta) \) has the form \( F_N(I, \beta) = \frac{1}{\beta} C_N(I) + \beta N \), thus in order to minimize \( F_N(I_N, \beta) \), we know by Lemma 3.2 that we need to solve \( \frac{d}{dI} F_N(I_N, \beta) = -\frac{1}{\beta} C_N(I_N) + N = 0 \). Thus, \( \beta_N = \sqrt{\frac{C_N(I_N^*)}{\sqrt{N}}} \), and \( F_N(I_N, \beta_N^*) = 2 \sqrt{N C_N(I_N^*)} = 2N \beta_N^* \). \( \square \)

Proof of Lemma 3.4. To solve \( \min_I C_N(I) \) we have to solve \( \frac{d}{dI} C_N(I) = 0 \), this gives for the optimal inventory \( I_N^* \) that

\[
Nh(N) - (Nh(N) + b(N)) \mathbb{P} \left( \max_{i \leq N} Q_i > I_N^* \right) = 0.
\]

Hence \( I_N^* = P_N^{-1} \left( \frac{b(N)}{Nh(N) + b(N)} \right) \), with \( P_N^{-1} \) the quantile function of \( \max_{i \leq N} Q_i \). \( \square \)

Proof of Lemma 3.5. Following Corollary 3.7 we have

\[
\frac{F_N(I_N, \beta_N^*)}{F_N(I_N, \beta_N)} = 2 \sqrt{\frac{C_N(I_N^*)}{C_N(I_N)}} \sqrt{\frac{C_N(I_N)}{C_N(I_N)}}.
\]

Furthermore, observe that

\[
\mathbb{E} \left[ \max_{i \leq N} Q_i \right] \geq \mathbb{E} \left[ \max_{i \leq N} \sup_{s > 0} (W_i(s) - s) + W_A(\tau) \right] = \frac{\sigma^2}{2} \sum_{i=1}^{N} \frac{1}{\bar{I}_N} \geq \frac{\sigma^2}{2} \log N,
\]

where \( \tau \) is the hitting time of the supremum of \( \max_{i \leq N} (W_i(t) - t) \). From this follows that for \( I < \frac{\sigma^2}{2} \log N \), \( \frac{\sigma^2}{2} \log N - I < \mathbb{E} \left[ \max_{i \leq N} Q_i - I \right] \leq \mathbb{E} \left[ (\max_{i \leq N} Q_i - I)^+ \right] \). For \( I > \frac{\sigma^2}{2} \log N \), \( (\frac{\sigma^2}{2} \log N - I)^+ = 0 < \mathbb{E} \left[ (\max_{i \leq N} Q_i - I)^+ \right] \). In conclusion, \( C_N(I) > C_N(I^*) \). Therefore,

\[
\frac{F_N(I_N, \beta_N^*)}{F_N(I_N, \beta_N)} = 2 \sqrt{\frac{C_N(I_N^*)}{C_N(I_N)}} \sqrt{\frac{C_N(I_N)}{C_N(I_N)}} \geq 2 \sqrt{\frac{C_N(I_N^*)}{C_N(I_N)}}.
\]

We have \( |C_N(I_N^*) - C_N(I_N)| \leq (2Nh(N) + b(N)) |I_N^* - I_N| \), and

\[
|\bar{C}_N(I_N) - C_N(I_N)| \leq (Nh(N) + b(N)) \mathbb{E} \left[ \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N \right].
\]

In the case that \( \gamma_N = \gamma \in (0, 1) \), we know by van der Vaart (1998, p. 305, Lem. 21.2), that \( (I_N^* - I_N)/\log N \xrightarrow{N \to \infty} 0 \). Thus \( |C_N(I_N^*) - C_N(I_N)| = o((Nh(N) + b(N)) \log N) \), and by applying Lemma 3.5 we also have \( |\bar{C}_N(I_N) - C_N(I_N)| = o((Nh(N) + b(N)) \log N) \). Because \( C_N(I_N) \sim Nh(N)^2 \frac{\sigma^2}{2} \log N \), the lemma follows.

In the case that \( \gamma_N \xrightarrow{N \to \infty} 1 \), we first observe that \( \bar{C}_N(I_N) = Nh(N) \left( \frac{\sigma^2}{2} \log N - \frac{\sigma^2 + \sigma_0^2}{2} \right) \sim Nh(N)^2 \frac{\sigma^2}{2} \log N \). Furthermore,

\[
C_N(I_N) = Nh(N) \left( \frac{\sigma^2}{2} \log N - \frac{\sigma^2 + \sigma_0^2}{2} \right) + (Nh(N) + b(N)) \mathbb{E} \left[ \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N \right]^+ \leq Nh(N) \left( \frac{\sigma^2}{2} \log N - \frac{\sigma^2 + \sigma_0^2}{2} \right) + (Nh(N) + b(N)) \mathbb{E} \left[ \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N \right]^+.
\]

Thus,

\[
\frac{C_N(I_N)}{Nh(N) \log N} \leq \frac{\sigma^2}{2} + o(1) + \frac{1}{\gamma_N} \mathbb{E} \left[ \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N \right]^+.
\]
By Lemma 3.5 we know that $\mathbb{E}\left[\left\{ \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N \right\} / \log N \right] \to 0$. Thus

$$\limsup_{N \to \infty} C_N(I_N)/(Nh^{(N)} \log N) \leq \sigma^2/2.$$ 

Finally,

$$C_N(I_N) = N h^{(N)} \left( I_N^* - \frac{\sigma^2 + \sigma^2_A}{2} \right) + (Nh^{(N)} + b^{(N)}) \mathbb{E} \left[ \left( \max_{i \leq N} Q_i - I_N^* \right)^+ \right]$$

$$\geq N h^{(N)} \left( I_N^* - \frac{\sigma^2 + \sigma^2_A}{2} \right) + (Nh^{(N)} + b^{(N)}) \mathbb{E} \left[ \max_{i \leq N} Q_i - I_N^* \right]$$

$$\geq -Nh^{(N)} \frac{\sigma^2 + \sigma^2_A}{2} + (Nh^{(N)} + b^{(N)}) \frac{\sigma^2}{2} \log N - b^{(N)} I_N^*.$$ 

$I_N^* = O(\log N)$ and $b^{(N)}/(Nh^{(N)}) \to 0$, therefore, $\liminf_{N \to \infty} C_N(I_N^*)/(Nh^{(N)} \log N) \geq \sigma^2/2$. Combining these results gives

$$\liminf_{N \to \infty} \frac{F_N(I_N, \beta_N)}{F_N(I_N^*, \beta_N)} \geq \liminf_{N \to \infty} \frac{\sqrt{C_N(I_N^*)} \sqrt{C_N(I_N)}}{C_N(I_N)} = 1.$$

A.2. Proofs Section 4

Proof of Lemma 4.4 In Lemma 3.4, it is shown that $I_N^* = P_N^{-1} \left( \frac{\beta_N}{Nh^{(N)} + b^{(N)}} \right)$, with $P_N^{-1}$ the quantile function of $\max_{i \leq N} Q_i$. Because $(Q_i, i \leq N)$ are independent and exponentially distributed,

$$\mathbb{P} \left( \max_{i \leq N} Q_i \leq P_N^{-1}(x) \right) = x = \left(1 - e^{-\frac{x}{\sigma^2} N^{1/2}} \right)^N.$$ 

From this follows that $P_N^{-1}(x) = \frac{x^2}{\sigma^2} \log \left( \frac{1}{1 - x^{1/2}} \right)$.

Proof of Proposition 4.3 Minimizing $F_N(I_N, \beta_N)$ goes analogously as minimizing $F_N(I_N^*, \beta_N)$ in Lemma 4.4. Hence $I_N = P_N^{-1} \left( \frac{\beta_N}{Nh^{(N)} + b^{(N)}} \right)$. Thus, we have to solve

$$\mathbb{P} \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N \leq P_N^{-1}(x) \right) = \mathbb{P} \left( G \leq \frac{2}{\sigma^2} \left( P_N^{-1}(x) - \log N \right) \right) = e^{-e^{-\frac{\beta_N}{\sigma^2} N^{1/2} - \log N}} = x.$$ 

Therefore, $P_N^{-1}(x) = \frac{x^2}{\sigma^2} \log N - \frac{x^2}{\sigma^2} \log(-\log x)$. Hence, the optimal inventory is given in Equation (7). Furthermore,

$$\mathbb{E} \left[ \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log N - I_N \right)^+ \right] = \mathbb{E} \left[ \left( \frac{\sigma^2}{2} G + \frac{\sigma^2}{2} \log \left(-\log \left( \frac{\beta_N}{Nh^{(N)} + b^{(N)}} \right) \right) \right)^+ \right]$$

$$= \frac{\sigma^2}{2} \int_{-\log \left( \frac{\beta_N}{Nh^{(N)} + b^{(N)}} \right)}^{\infty} \left( 1 - e^{-x} \right) dx.$$ 

By using partial integration and substitution we can write

$$\frac{\sigma^2}{2} \int_{-\log \left( \frac{\beta_N}{Nh^{(N)} + b^{(N)}} \right)}^{\infty} \left( 1 - e^{-x} \right) dx = \frac{\sigma^2}{2} \int_{-\log \left( \frac{\beta_N}{Nh^{(N)} + b^{(N)}} \right)}^{\infty} e^{-t} dt + \gamma + \log \left( \frac{\beta_N}{Nh^{(N)} + b^{(N)}} \right).$$ 

Hence, this gives us the expression of $\hat{C}_N(I_N)$ in (8).

\qed
Proof of Lemma 4.4. To prove that $G_N$ follows a Gumbel distribution, we first observe that \( \mathbb{P}(\max_{i \leq N} Q_i < x) = (1 - \exp \left( -\frac{2}{\sigma^2} x \right))^N \). Therefore, \( (1 - \exp \left( -\frac{2}{\sigma^2} \max_{i \leq N} Q_i \right))^N \sim \text{Unif}[0,1] \). Then,

\[
\mathbb{P}(G_N < x) = \mathbb{P} \left( - \log \left( \left( 1 - \exp \left( -\frac{2}{\sigma^2} \max_{i \leq N} Q_i \right) \right)^N \right) < x \right) \\
= \mathbb{P} \left( - \log \left( 1 - \exp \left( -\frac{2}{\sigma^2} \max_{i \leq N} Q_i \right) \right) > e^{-x} \right) \\
= \mathbb{P} \left( 1 - \exp \left( -\frac{2}{\sigma^2} \max_{i \leq N} Q_i \right) \right)^N < e^{-e^{-x}} = e^{-e^{-x}}.
\]

To prove (10), we need to show that for all $x > 0$ and $N$

\[
x > -\frac{\sigma^2}{2} \log \left( -\log \left( 1 - \exp \left( -\frac{2}{\sigma^2} x \right) \right) \right) + \frac{\sigma^2}{2} \log N.
\]

This is equivalent to the inequality $x > -\frac{\sigma^2}{2} \log \left( -\log \left( 1 - \exp \left( -\frac{2}{\sigma^2} x \right) \right) \right)$, which is equivalent to $1 - e^{-\frac{2}{\sigma^2} x} < e^{-e^{-\frac{2}{\sigma^2} x}}$, with $x > 0$. This is equivalent to $e^{-y} > 1 - y$ for $y \in (0, e^{-1}]$. Observe that for $y = 0$, we have equality, and we have for $y > 0$ that $(e^{-y})' > -1 = (1 - y)'$. The statement follows. To prove that the larger $\max_{i \leq N} Q_i$ becomes, the smaller the difference between $\max_{i \leq N} Q_i$ and $\sigma^2 G_N + \frac{\sigma^2}{2} \log N$ becomes, we first observe that

\[
\frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N = -\frac{\sigma^2}{2} \log \left( \left( 1 - \exp \left( -\frac{2}{\sigma^2} \max_{i \leq N} Q_i \right) \right)^N \right) + \frac{\sigma^2}{2} \log N \\
= -\frac{\sigma^2}{2} \log \left( 1 - e^{-\frac{2}{\sigma^2} \max_{i \leq N} Q_i} \right).
\]

Thus we need to obtain that $x + \frac{\sigma^2}{2} \log(-\log(1/e^{x/2}))$ is strictly decreasing in $x$ for $x > 0$. Taking the first derivative gives the inequality

\[
\frac{e^{-x/2}}{1 - e^{-x/2}} \log \left( 1 - e^{-x/2} \right) + 1 < 0.
\]

This is equivalent to the inequality $-y/((1 - y) \log(1 - y)) > 1$ for $y \in (0,1)$, which can be rewritten to $\log y > 1 - 1/y$, which is a basic logarithm inequality. Finally, $\lim_{x \to \infty} x + \frac{\sigma^2}{2} \log(-\log(1/e^{x/2})) = 0$.

Proof of Lemma 4.5. Due to Equation (10), $I_N > I_N \Rightarrow I_N > I_N$, then, we have

\[
C_N(I_N) - C_N(I_N) = Nh^{(N)}(I_N - I_N) + (Nh^{(N)} + b^{(N)}) \mathbb{E} \left[ \max_{i \leq N} Q_i - I_N \right] ^+ - \left( \max_{i \leq N} Q_i - I_N \right) ^+ \\
= Nh^{(N)}(I_N - I_N) + (Nh^{(N)} + b^{(N)}) \mathbb{E} \left[ I_N - I_N \right] ^+ \left( \max_{i \leq N} Q_i - I_N \right) ^+ \\
- (Nh^{(N)} + b^{(N)}) \mathbb{E} \left[ \max_{i \leq N} Q_i - I_N \right] ^+ \left( I_N > I_N \right) ^+ \left( \max_{i \leq N} Q_i > I_N \right) ^+.
\]

We have

\[
\mathbb{P}(\max_{i \leq N} Q_i > I_N) = \frac{Nh^{(N)}}{Nh^{(N)} + b^{(N)}},
\]
Thus
\[ N h^{(N)}(I_N - \hat{I}_N) + (N h^{(N)} + b^{(N)}) \mathbb{E} \left[ \left( \max_{i \leq N} Q_i - I_N^* \right) \mathbb{1} \left( \max_{i \leq N} Q_i > I_N^* \right) \right] = 0. \]

Furthermore,
\[ \mathbb{E} \left[ \left( \max_{i \leq N} Q_i - \hat{I}_N \right)^+ \mathbb{1} \left( \hat{I}_N < \max_{i \leq N} Q_i < I_N^* \right) \right] \leq (I_N^* - \hat{I}_N) \mathbb{P} \left( \hat{I}_N < \max_{i \leq N} Q_i < I_N^* \right)
\leq (I_N^* - \hat{I}_N) \left( 1 - \frac{\log(1 - \gamma)}{N} \right)^N. \]

Equation (11) follows. To prove Equation (12), we observe that
\[ |\hat{C}_N(\hat{I}_N) - C_N(\hat{I}_N)| = (N h^{(N)} + b^{(N)}) \mathbb{E} \left[ \left( \max_{i \leq N} Q_i - \hat{I}_N \right)^+ \mathbb{1} \left( \frac{\sigma^2 G_N + \frac{\sigma^2}{2} \log N - \hat{I}_N}{\sigma} \right)^+ \right] \]
\[ = (N h^{(N)} + b^{(N)}) \mathbb{E} \left[ \left( \max_{i \leq N} Q_i - \frac{\sigma^2}{2} G_N - \frac{\sigma^2}{2} \log N \right) \mathbb{1} \left( \frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N > \hat{I}_N \right) \right] \]
\[ + (N h^{(N)} + b^{(N)}) \mathbb{E} \left[ \left( \max_{i \leq N} Q_i - \hat{I}_N \right) \mathbb{1} \left( \frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N < \hat{I}_N < \max_{i \leq N} Q_i \right) \right]. \tag{31} \]

Because \( G_N \) and \( \max_{i \leq N} Q_i \) are on the same probability space, we have \( \mathbb{P} \left( \max_{i \leq N} Q_i = I_N^* \right) = 1 \). Furthermore, \( x + \frac{\sigma^2}{2} \log(-\log(1 - e^{-\frac{1}{\sigma^2} x})) \), is decreasing in \( x \). Thus, we can bound
\[ \mathbb{E} \left[ \left( \max_{i \leq N} Q_i - \frac{\sigma^2}{2} G_N - \frac{\sigma^2}{2} \log N \right) \mathbb{1} \left( \frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N > \hat{I}_N \right) \right] \leq (I_N^* - \hat{I}_N) \mathbb{P} \left( \frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N > \hat{I}_N \right)
\leq (I_N^* - \hat{I}_N) (1 - \gamma_N). \tag{32} \]

Similarly, for (33), we observe that if \( \frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N < \hat{I}_N \), then \( \max_{i \leq N} Q_i < I_N^* \), thus,
\[ \mathbb{E} \left[ \left( \max_{i \leq N} Q_i - \hat{I}_N \right) \mathbb{1} \left( \frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N < \hat{I}_N < \max_{i \leq N} Q_i \right) \right] \leq (I_N^* - \hat{I}_N) \mathbb{P} \left( \frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N < \hat{I}_N < \max_{i \leq N} Q_i \right)
\leq (I_N^* - \hat{I}_N) \left( 1 - \left( 1 + \frac{\log(1 - \gamma_N)}{N} \right)^N - \gamma_N \right). \tag{33} \]

Adding the bounds in (34) and (35) gives the result. \( \square \)

**Proof of Theorem 4.6** First of all, we assume that \( \gamma_N = \gamma \in (0, 1) \). Using Corollary 3.7, we have
\[ F_N(I_N^*, \beta_N^*) = \frac{2 \sqrt{C_N(I_N^*)} \sqrt{\hat{C}_N(\hat{I}_N)}}{C_N(\hat{I}_N) + C_N(I_N^*)}. \]

Because of the inequality in (11), we have for all \( I \) that \( C_N(I) > \hat{C}_N(I) \), thus
\[ F_N(I_N^*, \beta_N^*) > \frac{2 \sqrt{C_N(I_N^*)} \sqrt{\hat{C}_N(\hat{I}_N)}}{2 C_N(I_N^*)}. \]
By computing the Taylor series around \( x = 0 \), we have
\[
I_{1/x}^x = \frac{\sigma^2}{2} \log \left( \frac{1}{1 - (1 - \gamma)x} \right) = -\frac{\sigma^2}{2} \log x - \frac{\sigma^2}{2} \log(-\log(1 - \gamma)) - \frac{\sigma^4}{4} x \log(1 - \gamma) + O(x^2)
\]
\[
= \hat{I}_{1/x} - \frac{\sigma^2}{4} x \log(1 - \gamma) + O(x^2).
\]

Thus, \((I_N^*-\hat{I}_N) \sim -\sigma^2 \log(1 - \gamma)/(4N)\). Following (12), we can conclude that \(|\hat{C}_N(I_N^*) - C_N(\hat{I}_N)|/(Nh^{(N)}_\gamma) = O(1/N)\). We can do the same for \(\mathbb{P}(\hat{I}_N^* < \max_i Q_i < I_N^*)\), and get
\[
\left(1 - \gamma - \left(1 + \frac{\log(1 - \gamma)}{N}\right)^N\right) \sim \frac{1}{2N} (1 - \gamma) \log(1 - \gamma)^2.
\]

Thus, after applying the inequality in (13), we get \(|\hat{C}_N(I_N^*) - C_N(\hat{I}_N)|/(Nh^{(N)}_\gamma + b^{(N)}) = O(1/N^2)\). We have
\[
\hat{C}_N(\hat{I}_N) = Nh^{(N)}_\gamma \frac{\sigma^2}{2} \log N - \log(-\log(1 - \gamma)) - 1 + (Nh^{(N)}_\gamma + b^{(N)}) \frac{\sigma^2}{2} \mathbb{E}[(G + \log(-\log(1 - \gamma)))^+] \\
\sim Nh^{(N)}_\gamma \frac{\sigma^2}{2} \log N,
\]
because \((Nh^{(N)}_\gamma + b^{(N)})/(Nh^{(N)}_\gamma) = 1/\gamma, -\log(-\log(1 - \gamma)) = O(1)\), and \(\mathbb{E}[(G + \log(-\log(1 - \gamma)))^+] = O(1)\). In conclusion, we have
\[
\frac{F_N(I_N^*, \beta_N^*)}{F_N(\hat{I}_N^*, \beta_N^*)} \leq \frac{\sqrt{C_N(I_N^*)} \sqrt{\hat{C}_N(\hat{I}_N)}}{\sqrt{C_N(\hat{I}_N)} \sqrt{\hat{C}_N(\hat{I}_N)}} = \frac{\sqrt{C_N(\hat{I}_N) - O((Nh^{(N)}_\gamma + b^{(N)})/N^2)}}{\sqrt{C_N(\hat{I}_N) - O(Nh^{(N)}_\gamma/N)}}
\]
\[
= \frac{1 - O(1/(N^2 \log N))}{1 - O(1/(N \log N))}.
\]

Now, we assume that \(\gamma_N \xrightarrow{N \to \infty} 0\), then we have that \(-\log(-\log(1 - \gamma_N)) \sim -\log(\gamma_N)\), thus \(\hat{I}_N \sim \frac{\sigma^2}{4} \log(N/\gamma_N)\). Also,
\[
\mathbb{E}[(G_N + \log(-\log(1 - \gamma_N)))^+] \sim \mathbb{E}[(G_N + \log(\gamma_N))^+] \sim \gamma_N.
\]

From this follows that \(\hat{C}_N(\hat{I}_N) \sim Nh^{(N)}_\gamma \frac{\sigma^2}{2} \log(N/\gamma_N)\). Furthermore,
\[
1 - \left(1 + \frac{\log(1 - \gamma_N)}{N}\right)^N \leq -\log(1 - \gamma_N) = \gamma_N (1 + o(1)).
\]

From this follows that
\[
\left(1 - \gamma_N - \left(1 + \frac{\log(1 - \gamma_N)}{N}\right)^N\right) \leq -\log(1 - \gamma_N) - \gamma_N = \frac{\gamma_N^2}{2} (1 + o(1)).
\]

Also
\[
\mathbb{P}\left(\max_{i \leq N} Q_i < I_N^*\right) = \mathbb{P}\left(\frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N < \hat{I}_N\right) = 1 - \gamma_N \xrightarrow{N \to \infty} 1.
\]

Earlier, we showed that when \(\gamma_N = \gamma\), \(\hat{I}_N^* - \hat{I}_N = O(1/N)\), now \(I_N^*\) is larger, because \(\mathbb{P}(\max_{i \leq N} Q_i < I_N^*) = 1 - \gamma_N \xrightarrow{N \to \infty} 1\), thus following the statement in Lemma 3.4 that the difference
between $\max_{i \leq N} Q_i$ and $\frac{\sigma^2}{2} G_N + \frac{\sigma^2}{2} \log N$ decreases as $\max_{i \leq N} Q_i$ increases, we can conclude that $(\hat{I}_N - I_N) = O(1/N)$. Following the proof before, and by using the order bounds in (11) and (12), we have that

$$F_N(I_N, \beta_N^*) / F_N(I_N, \beta_N) = 1 - O(\gamma/(N \log(N/\gamma_N))).$$

Finally, we consider the case that $\gamma_N \xrightarrow{N \to \infty} 1$ and $\gamma_N \leq 1 - \exp(-N)$. Then, $\hat{I}_N \geq 0$. Furthermore, when $\gamma_N \xrightarrow{N \to \infty} 1$, we have $\log(-\log(1 - \gamma_N)) \xrightarrow{N \to \infty} \infty$, from this follows that

$$\mathbb{E}[(G_N + \log(-\log(1 - \gamma_N)))^+] \sim \log(-\log(1 - \gamma_N)).$$

Thus

$$\hat{C}_N(\hat{I}_N) \sim \frac{\sigma^2}{2} Nh(\gamma_N) \log N - \log(-\log(1 - \gamma_N)) + \frac{\sigma^2}{2} (Nh(\gamma_N) + b(\gamma_N)) \log(-\log(1 - \gamma_N))$$

$$= \frac{\sigma^2}{2} Nh(\gamma_N) \log N + \frac{\sigma^2}{2} b(\gamma_N) \log(-\log(1 - \gamma_N)).$$

Since we consider the efficiency driven regime, we have $b(\gamma_N)/(Nh(\gamma_N)) \xrightarrow{N \to \infty} 0$. Also, it is easy to deduce that when $\gamma_N < 1 - \exp(-N)$, we have $\log(-\log(1 - \gamma_N)) < \log N$. Thus $\hat{C}_N(\hat{I}_N) \sim \frac{\sigma^2}{2} Nh(\gamma_N) \log N$. Furthermore,

$$\left(1 - \gamma_N - \left(1 + \frac{\log(1 - \gamma_N)}{N}\right)^N\right) = o(1),$$

because $1 - \gamma_N \xrightarrow{N \to \infty} 0$, and $\left(1 + \frac{\log(1 - \gamma_N)}{N}\right)^N \leq \left(1 - \frac{N}{K}\right)^N$, for all $N > N_0$, because $\log(1 - \gamma_N) \xrightarrow{N \to \infty} -\infty$. In conclusion, by applying (11) and (12) and using the same argument as in the proof for the balanced regime,

$$\frac{F_N(I_N, \beta_N^*)}{F_N(I_N, \beta_N)} = 1 - o(\log N).$$

**Proof of Lemma 4.7** Following Equations (11) and (12) and using the same arguments as in the proof of Theorem 4.6 we can find the same order bound for $F_N(I_N, \beta_N^*)/F_N(I_N, \beta_N) = \sqrt{\hat{C}_N(I_N)}/\sqrt{\hat{C}_N(\hat{I}_N)}$.

In the case that $\gamma_N = \gamma \in (0, 1)$, we have

$$\hat{C}_N(\hat{I}_N) = Nh(\gamma_N) \frac{\sigma^2}{2} \log N - \log(-\log(1 - \gamma)) + (Nh(\gamma_N) + b(\gamma_N)) \frac{\sigma^2}{2} \mathbb{E}\left[(G + \log(-\log(1 - \gamma)))^+\right].$$

Thus $\hat{F}_N(\hat{I}_N, \beta_N)/(N \log N) = 2\sqrt{N} \hat{C}_N(\hat{I}_N)/(N \log N) = O(\sqrt{h(\gamma_N)}/\sqrt{\log N})$.

When $\gamma_N \xrightarrow{N \to \infty} 0$, we have that $-\log(-\log(1 - \gamma_N)) \sim -\log(\gamma_N)$, thus $\hat{I}_N \sim \frac{\sigma^2}{2} \log(N/\gamma_N)$. Also,

$$\mathbb{E}[(G_N + \log(-\log(1 - \gamma_N)))^+] \sim \mathbb{E}[(G_N + \log(\gamma_N))^+] \sim \gamma_N.$$

From this follows that

$$\hat{C}_N(\hat{I}_N) \sim Nh(\gamma_N) \frac{\sigma^2}{2} \log(N/\gamma_N) - 1 + (Nh(\gamma_N) + b(\gamma_N)) \frac{\sigma^2}{2} \gamma_N.$$
Therefore, \(2\sqrt{N} \sqrt{\hat{C}_N(I_N) G_N/(N \log(N/G_N))} = O(\gamma_N \sqrt{h(N)} / \sqrt{\log(N/G_N)})\).

When \(N \to \infty\), we have

\[
\hat{C}_N(I_N) \sim \frac{\sigma^2}{2} N h(N)(N \log N - \log(-\log(1 - G_N))) + \frac{\sigma^2}{2} (N h(N) + b(N)) \log(-\log(1 - G_N))
\]

Thus, \(2\sqrt{N} \sqrt{\hat{C}_N(I_N) G_N}/ \log N = o(N \sqrt{h(N)} / \sqrt{\log N})\). \(\square\)

### A.3. Proofs Section 5.1

#### Proof of Lemma 5.3

Let

\[
b_N = \sqrt{2 \log N - \frac{\log(4\pi \log N)}{2\sqrt{2 \log N}}}
\]

Then

\[
b_N \left( \frac{\max_{i \leq N} W_i(d \log N)}{\sigma \sqrt{d \log N}} - b_N \right) \xrightarrow{d} G,
\]

with \(G \sim\) Gumbel, as \(N \to \infty\). Observe that

\[
b_N \left( \frac{\max_{i \leq N} W_i(d \log N)}{\sigma \sqrt{d \log N}} - b_N \right) = \frac{1}{\sigma \sqrt{d}} \left( \sqrt{2 \log N - \frac{\log(4\pi \log N)}{2\sqrt{2 \log N}}} \right) \max_{i \leq N} W_i(d \log N) - \sigma \sqrt{2 \log N} \log N + \frac{2 \sqrt{2 \log(4\pi \log N)}}{\sqrt{2}}.
\]

Furthermore, \(\beta d + \frac{\sigma^2}{2 \beta} = \sigma \sqrt{2d} = \frac{\sigma}{\beta}\). From this follows that

\[
\max_{i \leq N} W_i(d \log N) - \beta \log N - \frac{\sigma^2}{2 \beta} \log N \xrightarrow{p} 0.
\]

Moreover, \(\frac{W_A(d \log N)}{\sqrt{\log N}} \xrightarrow{d} \frac{\sigma \sqrt{d}}{\sqrt{2\beta}} X\), with \(X \sim \mathcal{N}(0,1)\). The statement follows. \(\square\)

#### Proof of Lemma 5.4

To prove Lemma 5.4, we first observe that

\[
\max_{i \leq N} \sup_{0 < s < (d-\epsilon) \log N} (W_i(s) + W_A(s - \beta s)) - \frac{\sigma^2}{2 \beta} \log N
\]

\[
\leq \max_{i \leq N} \left( \sup_{0 < s < (d-\epsilon) \log N} \left( W_i(s) - \left( \beta - \frac{1}{\log N} \right) s \right) \right) - \frac{\sigma^2}{2 \beta} \log N
\]

\[
+ \sup_{s > 0} \left( W_A(s) - \frac{1}{\log N} s \right) \sqrt{\log N}
\]

\[
\leq \max_{i \leq N} \left( \sup_{0 < s < (d-\epsilon) \log N} \left( W_i(s) - \left( \beta - \frac{1}{\log N} \right) s \right) \right) - \frac{\sigma^2}{2 \beta} \log N + \sup_{s > 0} \left( W_A(s) - \frac{1}{\log N} s \right) \sqrt{\log N}.
\]

Furthermore, we can write

\[
P \left( \frac{\sup_{0 < s < (d-\epsilon) \log N} \left( W_i(s) - \left( \beta - \frac{1}{\log N} \right) s \right) - \frac{\sigma^2}{2 \beta} \log N}{\sqrt{\log N}} > x \right)
\]

\[
= P \left( \sup_{0 < s < (d-\epsilon) \log N} \left( W_i(s) - \left( \beta - \frac{1}{\log N} \right) s \right) > x \sqrt{\log N} + \frac{\sigma^2}{2 \beta} \log N \right).
\]
We know that \( \sup_{0<s<(d-\epsilon) \log N} \left( W_i(s) - \left( \beta - \frac{1}{\log \log N} \right) s \right) \) is a reflected Brownian motion, so we can write down its cumulative distribution function explicitly.

\[
P \left( \sup_{0<s<(d-\epsilon) \log N} \left( W_i(s) - \left( \beta - \frac{1}{\log \log N} \right) s \right) \leq x \right)
= 1 - \Phi \left( -x - \frac{\beta - 1}{\log \log N} \frac{(d-\epsilon) \log N}{\sigma \sqrt{(d-\epsilon) \log N}} \right)
- \exp \left( - \frac{2 \left( \beta - \frac{1}{\log \log N} \right)}{\sigma^2} x \right) \Phi \left( \frac{-x + \left( \beta - \frac{1}{\log \log N} \right) \left( d - \epsilon \right) \log N}{\sigma \sqrt{(d-\epsilon) \log N}} \right).
\]

It turns out that

\[
\sup_{0<s<(d-\epsilon) \log N} \left( W_i(s) - \beta s \right) \approx \max_{i \leq N} \left( W_i((d-\epsilon) \log N) - \beta (d-\epsilon) \log N \right),
\]

because the hitting time of the supremum of \( \max_{i \leq N} (W_i(s) - \beta s) \) is approximately \( d \log N \). Thus, up to that time \( \max_{i \leq N} (W_i(s) - \beta s) \) is increasing. We know that \( \max_{i \leq N} W_i((d-\epsilon) \log N) \approx \sqrt{2(d-\epsilon) \sigma \log N} \). Therefore,

\[
\frac{\max_{i \leq N} \sup_{s<(d-\epsilon) \log N} (W_i(s) - \beta s)}{\sqrt{\log N}} \xrightarrow{p} \frac{\sigma \sqrt{\sigma^2 - 2\beta^2 \epsilon}}{\beta} - \frac{\sigma^2}{2\beta} + \beta \epsilon
= \frac{\sigma^2}{2\beta} + \left( \frac{\sigma \sqrt{\sigma^2 - 2\beta^2 \epsilon}}{\beta} - \frac{\sigma^2}{\beta} + \beta \epsilon \right) \leq \frac{\sigma^2}{2\beta} - C \epsilon^2,
\]

with \( C > 0 \). Hence,

\[
\frac{\max_{i \leq N} \sup_{s<(d-\epsilon) \log N} (W_i(s) - \beta s)}{\sqrt{\log N}} \leq \frac{\max_{i \leq N} \sup_{s<(d-\epsilon) \log N} (W_i(s) - \beta s)}{\sqrt{\log N}} + \frac{(d-\epsilon) \log N}{(\log \log N) \log N}
\xrightarrow{p} \frac{\sigma^2}{2\beta} + \left( \frac{\sigma \sqrt{\sigma^2 - 2\beta^2 \epsilon}}{\beta} - \frac{\sigma^2}{\beta} + \beta \epsilon \right) \leq \frac{\sigma^2}{2\beta} - C \epsilon^2.
\]

Thus,

\[
\frac{\max_{i \leq N} \sup_{s<(d-\epsilon) \log N} (W_i(s) - \left( \beta - \frac{1}{\log \log N} \right) s)}{\sqrt{\log N}} \xrightarrow{\sqrt{\log N}} -C \epsilon^2 \sqrt{\log N},
\]

for \( N \) large. Therefore,

\[
P \left( \sup_{0<s<(d-\epsilon) \log N} \left( W_i(s) - \left( \beta - \frac{1}{\log \log N} \right) s \right) < x \sqrt{\log N} + \frac{\sigma^2}{2\beta} \log N \right) \xrightarrow{N \to \infty} 1.
\]

Furthermore, \( \sup_{s>0} \left( W_A(s) - \frac{s}{\log \log N} \right) \sim \text{Exp} \left( \frac{2}{\sigma_A^2 \log \log N} \right) \). Therefore, \( \sup_{s>0} \left( W_A(s) - \frac{s}{\log \log N} \right) \xrightarrow{p} 0 \), as \( N \to \infty \). The statement follows.
Proof of Lemma 5.3 Let $\epsilon > 0$ be given. Choose $\delta < \min\left(\frac{2(\beta_3' + \beta_e')}{2\beta_3'e + \sigma^2}, \frac{\beta_3'\sigma}{2\beta_3'e + \sigma^2}, \beta\right)$. Then

\[
\max_{i \leq N} \left(\sup_{s \geq (d+\epsilon)\log N} (W_i(s) + W_A(s) - \beta s)\right) - \frac{s^2}{2\beta} \log N \\
\leq \max_{i \leq N} \left(\sup_{s \geq (d+\epsilon)\log N} (W_i(s) - (\beta - \delta)s)\right) - \frac{s^2}{2\beta} \log N + \sup_{s \geq (d+\epsilon)\log N} (W_A(s) - \delta s) \\
\leq \max_{i \leq N} \left(\sup_{s \geq (d+\epsilon)\log N} (W_i(s) - (\beta - \delta)\log N + \sup_{s > 0} (W_i'(s) - (\beta - \delta)s),
\right)
\]

We have

\[
\sup_{s \geq (d+\epsilon)\log N} (W_i(s) - (\beta - \delta)s) \overset{d}{=} W_i((d + \epsilon)\log N) - (\beta - \delta)\log N + \sup_{s > 0} (W_i'(s) - (\beta - \delta)s),
\]

with $(W_i', i \leq N)$ independent Brownian motions with mean 0 and variance $\sigma^2$. We write $E_i = \sup_{s > 0} (W_i'(s) - (\beta - \delta)s)$. Hence, $E_i \sim \text{Exp}\left(\frac{2(\beta - \delta)}{\sigma^2}\right)$. So

\[
\max_{i \leq N} \left(\sup_{s \geq (d+\epsilon)\log N} (W_i(s) - (\beta - \delta)s)\right) - \frac{s^2}{2\beta} \log N \\
= \max_{i \leq N} \left(W_i((d + \epsilon)\log N) + E_i - \left(\frac{s^2}{2\beta} + (\beta - \delta)(d + \epsilon)\right)\log N\right) \\
\]

By using the union bound and Markov’s inequality, we get that

\[
P\left(\max_{i \leq N} (W_i((d + \epsilon)\log N) + E_i) > x\right) \leq N P(W_i((d + \epsilon)\log N) + E_i > x) \\
\leq N E[e^{xW_i((d + \epsilon)\log N)}] E[e^{xE_i}] e^{-sx},
\]

for all $s > 0$. $E[e^{xW_i((d + \epsilon)\log N)}] = e^{x^2(\sigma^2\log N)^2} = N^\left(\frac{\sigma^2}{2\beta}\right)^{2(d + \epsilon)}$ and $E[e^{xE_i}] = (2(\beta - \delta)/\sigma^2 + (2(\beta - \delta))/\sigma^2)$.

Hence,

\[
P\left(\max_{i \leq N} (W_i((d + \epsilon)\log N) + E_i) > x + \sqrt{\log N + \frac{2(\beta - \delta)}{\sigma^2}}\right) \lesssim N^\left(\frac{\sigma^2}{2\beta}\right)^{2(d + \epsilon)} e^{-sx\log N}\frac{2(\beta - \delta)}{\sigma^2}.
\]

Now, we choose $s^* = \frac{\beta}{2\beta_3'e + \sigma^2} + \frac{\beta - \delta}{\sigma^2}$. Because $\delta < \frac{2\beta_3'}{2\beta_3'e + \sigma^2}$, $s^* < \frac{2(\beta - \delta)}{\sigma^2}$. Also,

\[
1 + \frac{\sigma^2(\beta - \delta)(d + \epsilon)}{2} - s^* \left(\frac{\sigma^2}{2\beta} + (\beta - \delta)(d + \epsilon)\right) < 0,
\]

because $\delta < \frac{2(\beta_3'e + \beta_e')}{2\beta_3'e + \sigma^2}$. Therefore

\[
P\left(\max_{i \leq N} (W_i((d + \epsilon)\log N) + E_i) > x + \sqrt{\log N + \frac{2(\beta - \delta)}{\sigma^2}}\right) \to 0.\]

Moreover, $\sup_{s > 0} (W_A(s) - \delta s) \sim \text{Exp}\left(\frac{2\sigma^2}{\sigma^2_A}\right)$. Therefore, $\sup_{s > 0} (W_A(s) - \delta s) \to 0$. The limit in (22) follows.
Proof of Lemma 5.6} First of all, we bound
\[
\max_{i \leq N} \sup_{(d-\epsilon) \log N \leq s < (d+\epsilon) \log N} \left( W_i(s) + W_A(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N
\]
\[
\leq \sup_{(d-\epsilon) \log N \leq s < (d+\epsilon) \log N} \frac{W_A(s)}{\sqrt{\log N}} + \max_{i \leq N} \sup_{(d-\epsilon) \log N \leq s < (d+\epsilon) \log N} \left( W_i(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N
\]
\[
\leq \sup_{(d-\epsilon) \log N \leq s < (d+\epsilon) \log N} \frac{W_A(s)}{\sqrt{\log N}} + \max_{i \leq N} \sup_{s \geq 0} \left( W_i(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N.
\]

We can write
\[
\sup_{(d-\epsilon) \log N \leq s < (d+\epsilon) \log N} \frac{W_A(s)}{\sqrt{\log N}} = \frac{W_A((d-\epsilon) \log N)}{\sqrt{\log N}} + \sup_{0 \leq s < 2\log N} \frac{W_A(s)}{\sqrt{\log N}} = \sigma_A \sqrt{\frac{\sigma^2}{2\beta^2} - \epsilon X_1 + \sqrt{2\epsilon} \sigma_A |X_2|},
\]
with \(X_1, X_2 \sim \mathcal{N}(0, 1)\) and independent, and \(W_A\) a Brownian motion with mean 0 and variance \(\sigma_A^2\). Furthermore, we have that
\[
\frac{2\beta}{\sigma^2} \left( \max_{i \leq N} \sup_{s > 0} \left( W_i(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N \right) \xrightarrow{d} G,
\]
as \(N \to \infty\), with \(G \sim \text{Gumbel}\). Therefore,
\[
\max_{i \leq N} \sup_{s \geq 0} \left( W_i(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N \xrightarrow{p} 0,
\]
as \(N \to \infty\). The statement follows. \(\square\)

Proof of Theorem 5.2} We have the following lower bound:
\[
\mathbb{P} \left( \max_{i \leq N} \sup_{s \geq 0} \left( W_i(s) + W_A(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N \geq x \right)
\geq \mathbb{P} \left( \max_{i \leq N} \left( W_i(d \log N) + W_A(d \log N) \right) - \beta d \log N - \frac{\sigma_A^2}{2\beta} \log N \geq x \right).
\]
From this and Lemma 5.3 we know that
\[
\lim_{N \to \infty} \inf \mathbb{P} \left( \max_{i \leq N} \sup_{s \geq 0} \left( W_i(s) + W_A(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N \geq x \right) \geq 1 - \Phi \left( \frac{x \sqrt{2\beta}}{\sigma \sigma_A} \right).
\]
By using the union bound we get
\[
\mathbb{P} \left( \max_{i \leq N} \sup_{s \geq 0} \left( W_i(s) + W_A(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N \geq x \right)
\leq \mathbb{P} \left( \max_{i \leq N} \sup_{0 < s < (d-\epsilon) \log N} \left( W_i(s) + W_A(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N \geq x \right)
\]
\[
+ \mathbb{P} \left( \max_{i \leq N} \sup_{(d-\epsilon) \log N \leq s < (d+\epsilon) \log N} \left( W_i(s) + W_A(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N \geq x \right)
\]
\[
+ \mathbb{P} \left( \max_{i \leq N} \sup_{s \geq (d+\epsilon) \log N} \left( W_i(s) + W_A(s) - \beta s \right) - \frac{\sigma_A^2}{2\beta} \log N \geq x \right).
\]
Combining this with the results from Lemmas 5.4, 5.5 and 5.6 gives
\[
\limsup_{N \to \infty} \mathbb{P} \left( \frac{\max_{i \leq N} \sup_{s > 0} (W_i(s) + W_A(s) - \beta s) - \frac{\sigma^2}{2 \beta^2} \log N}{\sqrt{\log N}} \geq x \right) \\
\leq \mathbb{P} \left( \sigma_A \sqrt{\frac{\sigma^2}{2 \beta^2} - \epsilon X_1 + \sqrt{2 \epsilon \sigma_A} |X_2| > x} \right),
\]
with $X_1, X_2 \sim \mathcal{N}(0, 1)$ and independent. This upper bound holds for all $\epsilon > 0$, therefore
\[
\limsup_{N \to \infty} \mathbb{P} \left( \frac{\max_{i \leq N} \sup_{s > 0} (W_i(s) + W_A(s) - \beta s) - \frac{\sigma^2}{2 \beta^2} \log N}{\sqrt{\log N}} \geq x \right) \\
\leq \lim_{\epsilon \downarrow 0} \mathbb{P} \left( \sigma_A \sqrt{\frac{\sigma^2}{2 \beta^2} - \epsilon X_1 + \sqrt{2 \epsilon \sigma_A} |X_2| > x} \right) \\
= 1 - \Phi \left( \frac{x \sqrt{2 \beta}}{\sigma \sigma_A} \right).
\]
Hence, the statement follows. \hfill \square

**Proof of Lemma 5.7** Without loss of generality, we assume $\beta = 1$. Let $d = \frac{\sigma^2}{2}$, and $X_N = \frac{\sqrt{\mathbb{W}_A(d \log N)}}{\frac{\sigma A}{\sqrt{\log N}}}$. It is easy to see that $X_N \sim \mathcal{N}(0, 1)$. Let $0 < \epsilon < d$, we write
\[
Q_i = \sup_{s > 0} (W_i(s) + W_A(s) - s),
\]
\[
Q_i^{(1)} = \sup_{0 < s < (d - \epsilon) \log N} (W_i(s) + W_A(s) - s),
\]
\[
Q_i^{(2)} = \sup_{(d - \epsilon) \log N < s < (d + \epsilon) \log N} (W_i(s) + W_A(s) - s),
\]
and
\[
Q_i^{(3)} = \sup_{s > (d + \epsilon) \log N} (W_i(s) + W_A(s) - s).
\]
We want to prove that
\[
\mathbb{E} \left[ \left| \frac{\max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \frac{\sigma A}{\sqrt{2}} X_N \right| \right] \overset{N \to \infty}{\to} 0. \tag{36}
\]
First observe that
\[
\mathbb{E} \left[ \left| \frac{\max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \frac{\sigma A}{\sqrt{2}} X_N \right| \right] \\
\leq \mathbb{E} \left[ \left| \frac{\max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \max_{i \leq N} W_i(d \log N) + W_A(d \log N) - \frac{\sigma^2}{2} \log N \right| \right] \tag{37} \tag{38}
+ \mathbb{E} \left[ \left| \frac{\max_{i \leq N} W_i(d \log N) + W_A(d \log N) - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \frac{\sigma A}{\sqrt{2}} X_N \right| \right]. \tag{39}
Because $Q_i > W_i(d \log N) + W_A(d \log N) - d \log N$, we can rewrite (38):

$$
E \left[ \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N - \max_{i \leq N} W_i(d \log N)^+ \right] = E \left[ \left( \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N \right) - \max_{i \leq N} W_i(d \log N)^+ \right].
$$

Moreover, due to Pickands III (1968, Th. 3.1):

$$
E \left[ \max_{i \leq N} W_i(d \log N) + W_A(d \log N) - \sigma^2 \log N \right] = E \left[ \max_{i \leq N} W_i(d \log N)^+ - \frac{\sigma \sigma_A}{\sqrt{2 N}} X_N \right] \xrightarrow{N \to \infty} 0.
$$

If $x = \max(x^{(1)}, x^{(2)}, x^{(3)})$, with $x^{(1)}, x^{(2)}, x^{(3)} \geq 0$, then $x \leq x^{(1)} + x^{(2)} + x^{(3)}$. Thus,

$$
E \left[ \left( \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N \right) - \max_{i \leq N} W_i(d \log N)^+ \right] \leq E \left[ \left( \max_{i \leq N} Q_i^{(1)} - \frac{\sigma^2}{2} \log N \right) - \max_{i \leq N} W_i(d \log N)^+ \right] + E \left[ \left( \max_{i \leq N} Q_i^{(2)} - \frac{\sigma^2}{2} \log N \right) - \max_{i \leq N} W_i(d \log N)^+ \right] + E \left[ \left( \max_{i \leq N} Q_i^{(3)} - \frac{\sigma^2}{2} \log N \right) - \max_{i \leq N} W_i(d \log N)^+ \right].
$$

For (43), we have

$$
E \left[ \left( \max_{i \leq N} Q_i^{(1)} - \frac{\sigma^2}{2} \log N \right) - \max_{i \leq N} W_i(d \log N)^+ \right] \leq E \left[ \left( \max_{i \leq N} Q_i^{(1)} - \frac{\sigma^2}{2} \log N \right) - W_A(d \log N) \right] + E \left[ \left( \max_{i \leq N} W_i(d \log N)^+ \right) \right].
$$

By (11), the second term converges to 0. For the first term, following Lemma 5.4, we observe that

$$
E \left[ \left( \max_{i \leq N} Q_i^{(1)} - \frac{\sigma^2}{2} \log N \right) - W_A(d \log N) \right] \leq E \left[ \left( \max_{i \leq N} (\sup_{0 < s < (d-\epsilon) \log N} (W_i(s) - (1 - 1/\log N)s)) - \frac{\sigma^2}{2} \log N \right) \right] + \left[ \frac{\sup_{s > 0} (W_A(s) - s/\log N - W_A(d \log N))}{\sqrt{\log N}} \right] \leq \left[ \left( \max_{i \leq N} (\sup_{0 < s < (d-\epsilon) \log N} (W_i(s) - (1 - 1/\log N)s)) - \frac{\sigma^2}{2} \log N - W_A(d \log N) \right) \right].
$$
The term in (48) converges to 0. Furthermore,
\[
\begin{align*}
\mathbb{E} \left[ \left( \frac{\max_{i \leq N} Q_i^{(2)} - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \frac{\max_{i \leq N} W_i(d \log N) + W_A(d \log N) - \sigma^2 \log N}{\sqrt{\log N}} \right)^+ \right] \\
\leq \mathbb{E} \left[ \left( \frac{\max_{i \leq N} Q_i^{(2)} - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \frac{\max_{i \leq N} W_i(d \log N) + W_A(d \log N) - \sigma^2 \log N}{\sqrt{\log N}} \right)^+ \right] \\
\leq \mathbb{E} \left[ \left( \frac{\max_{i \leq N} Q_i^{(2)} - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \frac{\max_{i \leq N} W_i(d \log N) + W_A(d \log N) - \sigma^2 \log N}{\sqrt{\log N}} \right)^+ \right] + \mathbb{E} \left[ \frac{W_A((d - \epsilon) \log N) + \sup_{0 < s < \log N} W_A(s)}{\sqrt{\log N}} \right] \\
\leq \mathbb{E} \left[ \frac{\max_{i \leq N} Q_i^{(2)} - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} \right] + \mathbb{E} \left[ \frac{W_A((d - \epsilon) \log N) + \sup_{0 < s < \log N} W_A(s)}{\sqrt{\log N}} \right] \\
\leq \mathbb{E} \left[ \frac{\max_{i \leq N} Q_i^{(2)} - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} \right] + \mathbb{E} \left[ \frac{W_A((d - \epsilon) \log N) + \sup_{0 < s < \log N} W_A(s)}{\sqrt{\log N}} \right].
\end{align*}
\]

By Pickands III (1968, Th. 3.1), we have that
\[
\mathbb{E} \left[ \frac{\max_{i \leq N} W_i(d \log N) - \sigma^2 \log N}{\sqrt{\log N}} \right] \xrightarrow{N \to \infty} 0.
\]

Furthermore, here we use the same bounds as in Lemma 5.6
\[
\begin{align*}
\mathbb{E} \left[ \left( \frac{\max_{i \leq N} Q_i^{(3)} - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \frac{\max_{i \leq N} W_i(d \log N) + W_A(d \log N) - \sigma^2 \log N}{\sqrt{\log N}} \right)^+ \right] \\
\leq \mathbb{E} \left[ \left( \frac{\max_{i \leq N} Q_i^{(3)} - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \frac{\max_{i \leq N} W_i(d \log N) + W_A(d \log N) - \sigma^2 \log N}{\sqrt{\log N}} \right)^+ \right] + \mathbb{E} \left[ \frac{W_A((d - \epsilon) \log N) + \sup_{0 < s < \log N} W_A(s)}{\sqrt{\log N}} \right] \\
\leq \mathbb{E} \left[ \left( \frac{\max_{i \leq N} Q_i^{(3)} - \frac{\sigma^2}{2} \log N}{\sqrt{\log N}} - \frac{\max_{i \leq N} W_i(d \log N) + W_A(d \log N) - \sigma^2 \log N}{\sqrt{\log N}} \right)^+ \right] + \mathbb{E} \left[ \frac{W_A((d - \epsilon) \log N) + \sup_{0 < s < \log N} W_A(s)}{\sqrt{\log N}} \right].
\end{align*}
\]
The second term goes to 0, following the proof of Lemma 5.5. For the first term we have
\[
E \left[ \left( \frac{\max_{i \leq N} Q_i^{(3)} - \sigma^2 N}{\sqrt{\log N}} - W_A(d \log N) \right)^+ \right]
\]
\[
\leq E \left[ \left( \frac{\max_{i \leq N} \sup_{s > (d+\epsilon) \log N} (W_i(s) - d \epsilon) - \sigma^2}{\sqrt{\log N}} \right)^+ \right]
\]
\[
+ E \left[ \left( \sup_{s > (d+\epsilon) \log N} (W_A(s) - d \epsilon) - W_A(d \log N) \right)^+ \right]
\]
\[
\leq E \left[ \left( \frac{\max_{i \leq N} \sup_{s > (d+\epsilon) \log N} (W_i(s) - (1 - \delta) s) - \sigma^2}{\sqrt{\log N}} \right)^+ \right]
\]
\[
+ E \left[ \left( \sup_{s > (d+\epsilon) \log N} (W_A(s) - d \epsilon) - W_A(d \log N) \right)^+ \right].
\] (50)

For (50), we have
\[
\lim \sup_{N \to \infty} E \left[ \left( \frac{\max_{i \leq N} \sup_{s > (d+\epsilon) \log N} (W_i(s) - (1 - \delta) s) - \sigma^2}{\sqrt{\log N}} \right)^+ \right]
\]
\[
= \lim \sup_{N \to \infty} E \left[ \left( \frac{\sup_{s > (d+\epsilon) \log N} (W_A(s) - d \epsilon) \log N + \sup_{s > 0} (W_A(s) - d \epsilon) - \sigma^2}{\sqrt{\log N}} \right)^+ \right]
\]
\[
\leq E \left[ \left( \frac{W_A(\epsilon \log N)}{\sqrt{\log N}} \right)^+ \right] + E \left[ \left( \frac{-d \epsilon \log N}{\sqrt{\log N}} \right)^+ \right] + E \left[ \left( \frac{\sup_{s > 0} (W_A(s) - d \epsilon)}{\sqrt{\log N}} \right)^+ \right]
\]
\[
\to \sigma_A \sqrt{\epsilon} \sqrt{\frac{1}{2\pi}}.
\] (52)

Concluding, after we reap the non-zero answers which are given in (19) and (32) we get
\[
\lim \sup_{N \to \infty} E \left[ \frac{\max_{i \leq N} Q_i - \sigma^2 N}{\sqrt{\log N}} - \frac{\sigma \sigma_A}{\sqrt{2}} X_N \right] \leq \sqrt{2 \epsilon} \sigma_A \sqrt{\frac{2}{\pi}} + \sigma_A \sqrt{\epsilon} \sqrt{\frac{1}{2\pi}} \epsilon \log \epsilon \to 0.
\]

\section*{A.4. Proofs Section 5.2}

\textit{Proof of Lemma 5.7} From Lemma 3.2, we know that the optimal inventory $I_A$ satisfies
\[
\frac{d}{dI} \left[ N h(N) \left( I_A - Q_i + \max_{i \leq N} Q_i - I_A \right)^+ \right] + b(N) \left( \max_{i \leq N} Q_i - I_A \right)^+ = 0.
\]
We have
\[
\frac{d}{dN} \mathbb{E} \left[ N h(N) \left( I_N^N - Q_i + \left( \max_{i \leq N} Q_i - I_N^N \right)^+ \right) + b(N) \left( \max_{i \leq N} Q_i - I_N^N \right)^+ \right]
\]
\[= Nh(N) - (Nh(N) + b(N)) \mathbb{P} \left( \max_{i \leq N} Q_i > I_N^N \right)
\]
\[= Nh(N) - (Nh(N) + b(N)) \mathbb{P} \left( \frac{\sqrt{2} \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N}{\sigma \sigma_A} \sqrt{\frac{1}{\log N}} > \frac{\sqrt{2} I_N^N - \frac{\sigma^2}{2} \log N}{\sigma \sigma_A} \sqrt{\frac{1}{\log N}} \right).
\]
Therefore, \( I_N^N \) satisfies \( \frac{\sigma^2}{2} (I_N^N - \frac{\sigma^2}{2} \log N) / \sqrt{\log N} = P_N^{-1}(1 - \gamma_N) \).

**Proof of Proposition 5.11** We have to find \( I \) and \( \beta \) such that \( F_N(I, \beta) \) is minimized. As before, we know that the optimal \( I_N^N \) should satisfy
\[
Nh(N) - (Nh(N) + b(N)) \mathbb{P} \left( \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log NX} > \hat{I}_N^N \right) = 0.
\]
Thus, \( \hat{I}_N^N \) as given in (25) minimizes \( \hat{C}_N^A(I) \). We know that
\[
\mathbb{E} \left[ \left( \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log NX} - \hat{I}_N^N \right)^+ \right] = \int_{\hat{I}_N^N - \frac{\sigma^2}{2} \log N}^{\infty} \left( \frac{\sigma^2}{2} \log N + \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N} - \hat{I}_N^N \right) \phi(x)dx
\]
\[= \left( \frac{\sigma^2}{2} \log N - \hat{I}_N^N \right) \mathbb{P} \left( \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log NX} \geq \hat{I}_N^N - \frac{\sigma^2}{2} \log N \right)
\]
\[+ \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N} \frac{1}{\sqrt{2\pi}} \exp \left( - \frac{\left( \frac{\sigma^2}{2} \log N - 2 \hat{I}_N^N \right)^2}{4\sigma^2 \sigma_A^2} \right)
\]
\[= - \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N} \Phi^{-1}(1 - \gamma_N) \gamma_N
\]
\[+ \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log N} \frac{1}{\sqrt{2\pi}} \exp \left( - \frac{1}{2} \Phi^{-1}(1 - \gamma_N)^2 \right).
\]
The expression in Equation (26) follows.

**Proof of Theorem 5.11** Using Corollary 3.7, we have
\[
\frac{F_N(I_N^N, \beta_N^A)}{F_N(I_N^N, \beta_N^A)} = \frac{2 \sqrt{C_N(I_N^N) \sqrt{\hat{C}_N^A(\hat{I}_N^N)}}}{C_N(\hat{I}_N^N) + \hat{C}_N^A(\hat{I}_N^N)}.
\]
First, assume \( \hat{C}_N^A(\hat{I}_N^N) > C_N(\hat{I}_N^N) \). Then,
\[
\frac{F_N(I_N^N, \beta_N^A)}{F_N(I_N^N, \beta_N^A)} > \frac{\sqrt{C_N(I_N^N)}}{\hat{C}_N^A(\hat{I}_N^N)}.
\]
We have
\[
|\hat{C}_N^A(\hat{I}_N^N) - C_N(I_N^N)| \leq (2Nh(N) + b(N))|I_N^N - \hat{I}_N^N| + (Nh(N) + b(N)) \mathbb{E} \left[ \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N - \frac{\sigma \sigma_A}{\sqrt{2}} X \right].
\]
We know by van der Vaart (1998, p. 305, Lem. 21.2), that \( (I_N^N - \hat{I}_N^N)/\sqrt{\log N} \xrightarrow{N \to \infty} 0 \). Furthermore, we prove in Lemma 5.7 that \( \mathbb{E} \left[ \max_{i \leq N} Q_i - \frac{\sigma^2}{2} \log N - \frac{\sigma \sigma_A}{\sqrt{2}} \sqrt{\log NX} \right] / \sqrt{\log N} \xrightarrow{N \to \infty} 0 \). From this
follows that $|\hat{C}_N(I_N^A) - C_N(I_N^A)| = o((Nh^{(N)} + b^{(N)})\sqrt{\log N})$. Since $\hat{C}_N(I_N^A) \sim \sigma^2 N h^{(N)} \log N$, we have 
\[
\frac{\sqrt{C_N(I_N^A)}}{\sqrt{\hat{C}_N(I_N^A)}} = 1 - o\left((Nh^{(N)} + b^{(N)})\sqrt{\log N}/(Nh^{(N)} \log N)\right) = 1 - o\left(1/\sqrt{\log N}\right).
\]
Secondly, assume $\hat{C}_N(I_N^A) < C_N(I_N^A)$, then
\[
\frac{F_N(I_N^A, \beta_N^A)}{F_N(\hat{I}_N^A, \hat{\beta}_N^A)} > \frac{\sqrt{C_N(I_N^A)\hat{C}_N(I_N^A)}}{C_N(I_N^A)} = \frac{\sqrt{C_N(I_N^A)}}{\sqrt{C_N(\hat{I}_N^A)}} \frac{\sqrt{\hat{C}_N(I_N^A)}}{\sqrt{C_N(\hat{I}_N^A)}}.
\]

With an analogous derivation, we obtain the same order bound. \[\square\]

Proof of Lemma 5.12 We have $\hat{I}_N^A = \frac{\sigma^2}{2} \log N + \frac{\sigma_\beta}{\sqrt{2}} \sqrt{\log N} \Phi^{-1}(1 - \gamma)$. Furthermore, $|I_N^A - \hat{I}_N^A| = o(\sqrt{\log N})$, thus (27) follows. Furthermore, by using the same argument as in Lemma 4.7, (28) follows. \[\square\]