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Abstract: Remaining Useful Life (RUL) prediction is a key issue in Prognostics and Health Management (PHM). Accurate RUL assessments are crucial for predictive maintenance planning. Deep neural networks such as Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) have been widely applied in RUL prediction due to their powerful feature learning capabilities in dealing with high-dimensional sensor data. The sliding time window method with a predefined window size is typically employed to generate data samples to train such deep neural networks. However, the disadvantage of using a fixed-size time window is that we might not be able to apply the resulting predictive model to predict new sensor data whose length is shorter than the predetermined time window size. Besides, as the length of sensor data varies, the traditional unchanged and subjectively set time window size may be inappropriate and impair the prediction model’s performance. Therefore, we propose a Temporal Pyramid Pooling-Based Convolutional Neural Network (TPP-CNN) to increase model practicability and prediction accuracy. With the temporal pyramid pooling module, we can generate data samples of arbitrary time window sizes and use them as inputs of CNN. In the training phase, CNN can learn to capture temporal dependencies of different lengths since we feed in samples with different time window sizes. In this novel manner, the learned model can be used to test data with arbitrary sizes, and its predictive ability is also improved. The proposed TPP-CNN model is validated on the C-MPASS turbofan engine dataset, and the experiments have demonstrated its effectiveness.
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1. Introduction

Traditional RUL prediction methods include physics-based approaches and data-driven approaches (Xia et al. 2018). Physics-based approaches build mathematical models to simulate the process of physical degradation, while data-driven approaches perform prediction by capturing the intrinsic trends within condition monitoring data of equipment. With the developments of Internet of Things (IoT) technologies and Artificial Intelligence (AI) algorithms, data-driven approaches have become more convenient and efficient, and they have become more and more popular in the field of PHM (Fink et al. 2020). Compared to traditional data-driven approaches such as statistical models and similarity-based methods, deep learning methods have high nonlinear approximation ability and extensive data processing capability. In industry, they are suitable for processing high-dimensional condition monitoring data. Within deep learning methods, Convolutional Neural Network (CNN) has the characteristics of parameter sharing and sparse interaction, thus it can effectively learn features from sensor data through filters (Li et al. 2018). Long Short-Term Memory (LSTM) is an improved version of the original recurrent neural network, effectively avoiding gradient disappearance problems by adding the gate mechanism (Zheng et al. 2017). These two types of deep neural networks have been widely applied in RUL prediction, and they have achieved great success (da Costa et al. 2019, Zhao et al. 2020).

When using deep neural networks to predict RUL, we require sufficient run-to-failure sensor data to train a prediction model and then input test data to get the prediction value. These are the two main steps of the supervised learning process. Typically, the sliding time window method with a predefined window size is employed to generate supervised learning data samples. As shown in Figure 1, In the training process, we take sensor data within the previous time window as input features and view the RUL value in the next time step as the output label. As the time window slides, the original sensor data stream is converted into sample-label pairs. Only data within the last time window is fed to the trained model for RUL prediction in the test process. In this data preparation process, the time window size is an essential parameter that needs to be delicately picked. Our previous research showed that the time window size should neither be too large nor too small (Xia et al. 2020). If the time window size is set too large, we might not be able to apply the
trained model to predict RUL for new sensor data whose length is shorter than the predetermined time window size. Thus, the applicability of the trained model is reduced. On the other hand, if the time window size is too small, the trained model can only capture a type of short-term temporal dependencies. And the utilization of the test data is limited, which is also detrimental to RUL prediction. Previous experiments have shown that the time window size critically affects prediction accuracy. In specific problems, the prediction error may be lower when the time window size is larger, and this is because a larger time window will contain more valuable information, facilitating model learning (Li et al. 2018).

Fig. 1. Sliding time window approach in training and test process

Many advanced deep neural network structures have been applied in RUL predictions. However, few previous researches focus on the time window size optimization. The main challenges are as follows:

1) There is no consensus on the optimal time window size setting on the RUL prediction problem, and researchers usually set it subjectively. Though methods proposed in the chaotic time series analysis field like False Nearest Neighbours (FNN) have been applied to reconstruct state space (Ma et al. 2019). These methods are developed based on some hypotheses, and it is hard to employ them on the noise corrupted and high-dimensional condition monitoring data that we are dealing with.

2) As we may have multiple run-to-failure data and the length of these time series varies, the optimal time window size of different sensor data may be inconsistent. Even if we obtain the optimal time window size for one short time series sequence, this time window setting may perform poorly on another long sequence. So it is still challenging to determine a single fixed time window size in RUL predictions.

3) In predictive maintenance applications, there may be a massive inconsistency among sensor data’s length, or these applications require reliable predictions immediately after a particular event occurs. The RUL prediction model needs to be dynamically adapted to different sensor data lengths (Chandra et al. 2018), and the time window size cannot be predetermined.

This paper presents a Temporal Pyramid Pooling-Based Convolutional Neural Network (TPP-CNN) to overcome above problems. This novel method can increase model practicability and prediction accuracy together. With the temporal pyramid pooling module, we can generate data samples of arbitrary time window sizes and use them as CNN inputs. In the training phase, CNN can learn to capture temporal dependencies of different lengths since we feed in samples with different time window sizes. In the test phase, the trained model can be used to test data with arbitrary sizes, and its predictive ability is also improved. To make full use of the trained model, we obtain multiple test data predictions and ensemble them to improve model robustness. The effectiveness of the TPP-CNN model is validated on the C-MPAss turbofan engine dataset. Experimental results show that it achieves higher accuracy compared with some state-of-the-art methods.

The remainder of this paper is structured as follows: Section 2 presents the proposed TPP-CNN framework. Experimental validation is shown in Section 3. Section 4 illustrates the results comparison and effect analysis. Section 5 provides the conclusions.

2. TPP-CNN

TPP-CNN model mainly consists of convolutional layers and temporal pyramid pooling layers. This section introduces these two types of layers and then describes the training and test procedures.

2.1. Convolutional layer

After the sliding time window processing, CNN’s inputs are batches of two-dimensional tensors whose shape is determined by the time window size and the feature dimensions, as shown in Figure 2. In the convolution layer, a set of filters (also called convolution kernels) is used to convolve with the input data to extract local features. The convolution operation is shown in the following equation:

\[ f = \phi(u * k + b), \]

where \( f \) refers to the feature map generated by the convolution operation, \( u \) and \( k \) represent the input data and the convolution kernel, respectively. \( \phi \) is the activation function and \( b \) is the bias term. Through the convolution operation, the significant features are extracted from the original sensor data.

2.2. Temporal pyramid pooling layer

In 2015, the Spatial Pyramid Pooling (SPP) method was proposed to eliminate the requirement that only fixed-size input images can be fed into a CNN (He et al. 2015). Researchers have analyzed that the fully connected layers that followed CNN need to have a fixed input. By replacing the last traditional pooling layer with the SPP layer, the output representation of CNNs remains constant regardless of the input sample size change so that images with arbitrary sizes can be fed into the networks for training. The one-dimension version of SPP, i.e., Temporal Pyramid Pooling (TPP) was then proposed to tackle the video-based action recognition problems (Wang et al. 2016). In this paper, we apply TPP to remove the fixed time window size constraint of CNNs. Let the input and output dimensions of the TPP layer be \((N, C, L_{in})\) and \((N, C, L_{out})\). Here, \( N \) is the batch size. \( C \) denotes the number of channels, which is equal to the filter number in
the previous convolutional layer. \( L_{in} \) and \( L_{out} \) is the length of the input sequence and output sequence, respectively. Firstly, we should set the pyramid level \( M \) and the pyramid size \( n_i \) in the level \( i \). Then the length of the output sequence is determined by:

\[
L_{out} = \sum_{i=1}^{M} n_i.
\]  

(2)

To achieve the set \( L_{out} \), the parameters of the TPP layer is set as follows:

\[
K_{TPP} = S_{TPP} = \left\lfloor \frac{L_{in}}{n_i} \right\rfloor,
\]

(3)

\[
P_{TPP} = \left\lfloor \frac{K_{TPP} \times n_i - L_{in} + 1}{2} \right\rfloor.
\]

(4)

To achieve the set \( L_{out} \), the parameters of the TPP layer is set as follows:

\[
K_{TPP} = S_{TPP} = \left\lfloor \frac{L_{in}}{n_i} \right\rfloor,
\]

(3)

\[
P_{TPP} = \left\lfloor \frac{K_{TPP} \times n_i - L_{in} + 1}{2} \right\rfloor.
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(4)

Fig. 2. TPP-CNN framework when (a) the time window size is small and (b) the time window size is large. After processing by a TPP layer with pyramid size \{1, 2, 4\}, the length of output representation is uniformly 7.

Here, \( K_{TPP} \), \( S_{TPP} \) and \( P_{TPP} \) are the kernel size, the stride size, and the padding size of the Maxpooling operation in the TPP layer, respectively. Figure 2 illustrates an example configuration of 3-level pyramid pooling with the pyramid size \{1, 2, 4\}. Thus, the fixed length of output representation is seven. Though the input data size is different, the output representation is always the same size, and this allows us to feed samples with varying time window sizes during the training phase.

2.3. Multiple time windows training phase

In the training phase, we firstly choose several proper time window sizes and process original sensor data with sliding time window approaches. Then the samples are mixed and randomly shuffled. Thus, there is no specific training sequence. At last, we build the TPP-CNN model and begin to train it. By feeding TPP-CNN samples with different time window sizes, it can learn to capture different lengths’ temporal dependencies to improve prediction accuracy. To avoid the over-fitting problem, we apply the methods such as dropout and early stopping. The training procedure of TPP-CNN while there are three types of training samples is shown in Figure 3.

2.4. Multiple time windows test phase

In the test phase, the test units are first sorted from smallest to largest according to their sensor data’s length. As the example shown in Figure 4, we then divide test units into multiple subsets like Test data 1, Test data 2, and Test data 3 according to the set time window sizes. The sensor data length of test units in Test data 1 is relatively short. It is unacceptable to apply a larger time window to process sensor data. Only one type of time window is
exploited to generate test samples. While in Test data 3, the lengths of test units are longer, multiple types of time windows can be applied, and thus we can generate several test samples for one test unit. As there are no input size constraints in TPP-CNN, all these test samples can be fed into the trained model to obtain an RUL prediction. Here we apply a simple averaging method to ensemble different prediction values for one test unit to improve model robustness. Finally, the predictions on each test subset are concatenated together to form the final prediction.

3. Experimental study

In this section, the performance of the proposed TPP-CNN model is empirically evaluated on a public RUL prediction dataset. A description of the dataset is given first, and then details of the experimental procedure are introduced.

3.1. Datasets description

The C-MAPSS turbofan engine dataset is a widely used public dataset in the field of RUL prediction (Saxena et al. 2008). This dataset has four subsets, these subsets are named as FD001, FD002, FD003 and FD004. Each subset is divided into a training set, which records the run-to-failure condition monitoring data of the turbofan engines, and a test set, terminating at a certain point before complete failure. The goal is to predict RUL for test engines (in terms of the number of running cycles). The condition monitoring data are multivariate time series data and whose total feature dimension is 24. The condition monitoring data is contaminated by noise, and the initial wear state and manufacturing variation of the turbofan engines are unknown, making it difficult to predict the RUL accurately.

The running cycle distribution of the engines in the training and test set of FD001 is shown in Figure 5. We can see that there is a high degree of inconsistency between training and test engines, and the running cycle of training engines is relatively larger. The detailed descriptions of FD001 are presented in Table 1, as the minimum running cycle of training and test engines is 31. In traditional deep learning methods, a fixed time window size should be predefined (Li et al. 2018). This type of fixed time window size should not exceed 31. Otherwise, the trained model is not applicable to some test engines. Previous researchers commonly set the time window size equal to 30 for this dataset (Zheng et al. 2017, Li et al. 2018, da Costa et al. 2020). This small and fixed time window size setting is inappropriate for test engines whose sensor data length is relatively large (Xia et al. 2020).

<table>
<thead>
<tr>
<th>FD001</th>
<th>Training set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine number</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Number of data</td>
<td>20631</td>
<td>13096</td>
</tr>
<tr>
<td>Minimum running cycle</td>
<td>128</td>
<td>31</td>
</tr>
<tr>
<td>Maximum running cycle</td>
<td>362</td>
<td>303</td>
</tr>
</tbody>
</table>

3.2. Experimental procedure

Data pre-processing such as feature selection and feature normalization is performed to apply the proposed model to this data set (Li et al. 2018). Then we use a piece-wise function to rectify the training labels and make them not larger than 125 to avoid overestimating RUL (Xia et al. 2020). Since previous papers chose to rectify test labels either (Ellefsen et al. 2019, da Costa et al. 2020), we also evaluate the proposed model performance when the test labels are rectified. After the data pre-processing, the sliding time window approach is applied to produce samples. In the proposed TPP-CNN model, we generate...
four types of samples with different time window sizes, and the time window sizes of these samples are set to be 30, 60, 90, and 120, respectively. After the sliding time window processing, the samples are mixed and fed into TPP-CNN. The detailed network parameters of each layer in the TPP-CNN model are shown in Table 2. The batch size is set to 128, and the maximum training epoch is set to 30. In the TPP layer, we set the pyramid level to be three, and the pyramid sizes in each level are \{10, 15, 20\}.

<table>
<thead>
<tr>
<th>Layer Index</th>
<th>Type</th>
<th>Filters/Neurons</th>
<th>Dropout</th>
<th>Activation Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Conv1D</td>
<td>50</td>
<td>0</td>
<td>ReLU</td>
</tr>
<tr>
<td>2</td>
<td>Conv1D</td>
<td>50</td>
<td>0</td>
<td>ReLU</td>
</tr>
<tr>
<td>3</td>
<td>TPP</td>
<td>{10, 15, 20}</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>4</td>
<td>FNN</td>
<td>50</td>
<td>0.5</td>
<td>ReLU</td>
</tr>
<tr>
<td>5</td>
<td>FNN</td>
<td>50</td>
<td>0</td>
<td>ReLU</td>
</tr>
<tr>
<td>6</td>
<td>FNN</td>
<td>1</td>
<td></td>
<td>Linear</td>
</tr>
</tbody>
</table>

The 100 test engines in FD001 are then sorted according to the number of running cycles, and they are divided into four subsets. Figure 6 shows how the test engines in FD001 are grouped according to the number of running cycles. The last subset, Test data 4, contains nearly two-thirds of the test engines. By introducing TPP, the time window can be increased to the appropriate size for these test engines. For the engines in different test subsets, the available time window sizes are selected to generate test samples. For example, the time window size for Test data 1 can only be 30, while to units in Test data 4, the time window size can be 30, 60, 90, and 120. We feed these test samples into trained TPP-CNN and ensemble output values to improve prediction accuracy and robustness.

4. Results and effects discussions

4.1. Experimental results comparison

To quantitatively analyze the proposed TPP-CNN model performance, we use Root Mean Squared Error (RMSE) to evaluate RUL prediction accuracy. We run the model 10 times and calculate its mean performance. Table 3 shows the comparison of different models on the first subset FD001, and Table 4 shows RMSE of models on FD002, FD003 and FD004 when we do not rectify test labels. Researchers have widely utilized this dataset to verify their models. Based on the advanced deep neural network structure, researchers often combine other machine learning paradigms such as Transfer Learning (da Costa et al. 2020, Michau et al. 2021) and Semi-supervised Learning (Ellefsen et al. 2019) to enhance model performance. We observe that the proposed TPP-CNN model achieves state-of-the-art performance.

<table>
<thead>
<tr>
<th>Model name</th>
<th>RMSE with rectified test labels</th>
<th>RMSE without rectified test labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM (Zheng et al. 2017)</td>
<td>16.14</td>
<td>\</td>
</tr>
<tr>
<td>MODBNE (Zhang et al. 2016)</td>
<td>\</td>
<td>15.04</td>
</tr>
<tr>
<td>ELM (Zheng et al. 2018)</td>
<td>\</td>
<td>13.78</td>
</tr>
<tr>
<td>DANN (da Costa et al. 2020)</td>
<td>13.64</td>
<td>\</td>
</tr>
<tr>
<td>DCNN (Li et al. 2018)</td>
<td>12.61</td>
<td>13.32</td>
</tr>
<tr>
<td>Semi-supervised setup (Ellefsen et al. 2019)</td>
<td>12.56</td>
<td>\</td>
</tr>
<tr>
<td>MTW CNN-BLSTM Ensemble (Xia et al. 2020)</td>
<td>12.66</td>
<td>\</td>
</tr>
<tr>
<td>Proposed TPP-CNN</td>
<td>11.60</td>
<td>12.64</td>
</tr>
</tbody>
</table>

Table 4. RMSE comparison without rectified test labels on FD002, FD003 and FD004

<table>
<thead>
<tr>
<th>Model name</th>
<th>FD002</th>
<th>FD003</th>
<th>FD004</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODBNE (Zhang et al. 2016)</td>
<td>25.05</td>
<td>12.51</td>
<td>28.66</td>
</tr>
<tr>
<td>Random</td>
<td>29.59</td>
<td>20.27</td>
<td>31.12</td>
</tr>
<tr>
<td>Forest (Zhang et al. 2016)</td>
<td>20.27</td>
<td>9.82</td>
<td>29.16</td>
</tr>
<tr>
<td>CNN (Babu et al. 2016)</td>
<td>14.02</td>
<td>29.44</td>
<td></td>
</tr>
<tr>
<td>DCNN (Li et al. 2018)</td>
<td>24.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed TPP-CNN</td>
<td>25.92</td>
<td>12.39</td>
<td>26.84</td>
</tr>
</tbody>
</table>

4.1. Effect analysis of TPP

To analyze the TPP module’s effectiveness, we develop a benchmark model, i.e., the traditional CNN model, to compare the performance with TPP-CNN on FD001. These two models are trained when the test labels are rectified. The parameter setting of this traditional CNN model is shown in Table 5. Except for the non-existence of the TPP layer, the other neural network parameters remain the same as TPP-CNN. As this traditional CNN model’s input data can only be fixed, we set the time window size...
to be 30, similar to models in existing approaches (Li et al. 2018).

Table 5. Parameter setting of CNN model

<table>
<thead>
<tr>
<th>Layer Index</th>
<th>Type</th>
<th>Filters/Neurons</th>
<th>Dropout</th>
<th>Activation Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Conv1D</td>
<td>50</td>
<td>0</td>
<td>ReLU</td>
</tr>
<tr>
<td>2</td>
<td>Conv1D</td>
<td>50</td>
<td>0</td>
<td>ReLU</td>
</tr>
<tr>
<td>3</td>
<td>FNN</td>
<td>50</td>
<td>0.5</td>
<td>ReLU</td>
</tr>
<tr>
<td>4</td>
<td>FNN</td>
<td>50</td>
<td>0</td>
<td>ReLU</td>
</tr>
<tr>
<td>5</td>
<td>FNN</td>
<td>1</td>
<td>0</td>
<td>Linear</td>
</tr>
</tbody>
</table>

Table 6. Comparison results with CNN

<table>
<thead>
<tr>
<th>Model name</th>
<th>RMSE Mean</th>
<th>RMSE Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>12.95</td>
<td>0.30</td>
</tr>
<tr>
<td>TPP-CNN</td>
<td>11.60</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 6 shows the mean value and the standard deviation (Std) of the RMSE of both two models on FD001. By applying the TPP module, the mean value of RMSE decreases significantly. However, the prediction standard deviation increases, which may be because of new uncertainty introduced by the multiple time windows training and test phase. Then we analyze the performance of two models in each test subset. As shown in Figure 7, in Test data 1, the mean and standard deviation of RMSE raise dramatically after applying the TPP module. This is because the model learns the long-term temporal dependency by enlarging the time window size. This kind of information is invalid for test engines whose sensor data is relatively short, leading to worse prediction performance. In the remaining three test subsets, TPP-CNN can outperform the traditional CNN, and this is due to several reasons as follows. Firstly, the TPP module allows a model to learn long-term temporal dependency, which exists within these test engines with longer tensor data. Secondly, by increasing the time window size, we can take full advantages of the training and test data. At last, by executing ensemble operation in the test phase, the prediction accuracy can be further improved. TPP-CNN has the most significant performance improvement on Test data 4, where there are nearly two-thirds of the test engines, so TPP-CNN can significantly outperform the traditional CNN.

5. Conclusions

In this paper, we propose a Temporal Pyramid Pooling-Based Convolutional Neural Network (TPP-CNN) to predict RUL for turbofan engines. By applying temporal pyramid pooling, we remove the fixed time window size constraint of traditional CNNs. Thus, we can generate data samples with different time window sizes and feed them into one TPP-CNN model. In the training phase, TPP-CNN can learn to capture different temporal dependencies within the original sensor data, which improves prediction accuracy. In the test phase, the trained model can be applied to test data with different time window sizes, which improves the model’s practicability and predictive ability. To make full use of the trained model, we obtain multiple predictions for one test time series sequence and ensemble them to improve model robustness. The proposed TPP-CNN model has been validated on the C-MPASS turbofan engine dataset, and the experiments have demonstrated it achieves state-of-the-art results on this public dataset. In the future, we plan to apply surrogate models to optimize the time window size setting and tune the neural network parameters.
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