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Summary

Fusion is believed to be one of the most promising sources of clean and
reliable energy in the future. Of all the proposed designs of the fusion
reactors, tokamaks gained the most popularity in the course of their
development, and are extensively studied both experimentally and the-
oretically. In tokamaks, plasma heated to temperatures over hundred
million degrees Celsius is confined by the strength of the magnetic field.
Naturally, such a configuration is subject to instabilities due to the inter-
action between the magnetic field and the plasma itself. The knowledge
and ability to predict the behavior of these instabilities are crucial for
the operation of a fusion reactor. The marginal stability determines the
operation domain of the tokamak, since the instabilities can lead not
only to the loss of the reactor’s performance, but also to a complete loss
of confinement.

A widely used approach to study such instabilities is magnetohydro-
dynamics (MHD). In this work, the excitation of a specific types of the
MHD modes called the Toroidal Alfven Eigenmodes is studied. These
global modes arise from the finite toroidicity and the resulting coupling
of poloidal harmonics, and cause undesirable particle and energy losses.
Since the modes are located in continuum gaps, they are not subject to
a strong continuum damping, and can therefore be easily destabilised by
one of the several populations of the fast particles present in tokamaks
(fusion born, NBI- or ICRH-heated, for example).

In experiments, the mode’s excitation via an external antenna emit-
ting a signal in the frequency range around the estimated TAE frequency
is often used. It has been observed that the excitation and detection of
the TAE modes in the X-point geometry is significantly more challenging
than in the simpler limiter geometry. In this work, for the first time the
modelling of the excitation of the TAE modes by a 3D external antenna
is performed in case of limiter and X-point geometries. The simulations
are in good agreement with the experimentally observed di [Ccullty to
drive TAE modes in X-point geometry. Resistive damping is identified
as a main source of the TAE damping in the case of the TAEs existing



in the open continuum gap. The two sources of the increased damping
which arise with transition from the limiter to X-point geometry are
found. With the use of the code Castor it has been shown that the
damping from the region inside the separatrix with plasma boundary
approaching the separatrix can be a source of an increased damping for
certain density profile shapes. The results obtained with the Jorek
code identifies the region of the open-field lines as the main source of
damping.

While the TAEs are reasonably well studied in the modern tokamaks,
their behaviour in the future reactors where the alpha particles popu-
lation will be the main source of plasma heating is remaining partially
unexplored. At ITER, the biggest experimental fusion reactor aiming to
prove the viability of fusion where the first plasma is scheduled for the
end of 2025, the well established field of the plasma physics will have
to prove to be able to make predictions for the plasma evolution in the
experiment operation domain not available ever before. In order to be
able to make such predictions, the analytical approach does not always
su [ceJand the use of powerful, multicomponent codes is necessary. The
further work presented here is aiming to make a step in the direction of
the use of a hybrid fluid-kinetic code.

The purely fluid code Jorek was modified to include the kinetic
terms provided by the code’s kinetic extension. Between the two com-
monly used hybrid schemes, pressure and current coupling schemes (PCS
and CCS respectively), the PCS scheme was chosen for use in further
simulations since the noise induced in CCS was significantly larger, re-
quiring higher kinetic particles statistics. In order to confirm the imple-
mentation of the scheme, the TAE linear growth rates are obtained for
the ITPA benchmark case. The results are in a good agreement with the
results demonstrated by the other fusion codes, keeping in mind that
Jorek is using a unique combination of methods: the PCS, reduced
MHD, and full orbit kinetic particles.

A further step that was taken is to combine the previously used ap-
proaches by examining the evolution of the TAE modes excited by an
external antenna now in the presence of fast particles. The principal
interest in this approach is to investigate the possibility of extracting
information on the fast particle drive from the plasma response on the
TAE excitation. In order to do so, the influence of the antenna excit-
ation of standing and the two directions of travelling waves has been
studied with kinetic particles drive contributing to the excitation, but
not destabilising the mode. The simulations demonstrate the split of



the single TAE resonance of a standing wave excited by an external an-
tenna without fast particles into two resonances in the presence of the
fast particles. One of the resulting peaks remains at the original res-
onance frequency, while the other peak linearly downshifts in frequency
with the fast particle drive. This method allows an estimate of the fast
particle drive by measuring the dilerence in the frequency response of
the two directions of the traveling TAE waves.
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Chapter 1

Introduction

1.1 On the way to fusion energy

The beginning of the 20-th century was probably the most fruitful and
one of the most important periods of the physics research in general
while being critically important for fusion energy development in par-
ticular. There are three fundamental works that have to be mentioned
with regard to fusion. The first one chronologically was the famous An-
nus mirabilis papers by Einstein [1, 2, 3, 4], which brought the idea
E = mc2. The second one is the precise mass measurements by As-
ton [5], which have underlined that there is a dilerence between the
sum of masses of the individual components of the atom and the atom
as a whole. This dilerknce of masses, now known as a mass defect,
can be linked to an energy called a nuclear binding energy through

E = (Zmy + Nnp)c®2  Mc?. The nuclear binding energy is a min-
imal energy needed to overcome the strong nuclear force holding the
nucleons in the atom together, so that the atom could be disassembled
into nucleons, and therefore can be viewed as an energy that holds atom
together. This energy can be released when the atom is merging from
the smaller nuclei of atoms (fusion) or when the nuclei is splitting into
smaller pieces (fission). These two works brought A. Eddington [6] an
idea that this hidden energy is the driver of the fusion reaction visible for
everyone - the Sun. Later on, the proton-proton chain reaction proposed
by Bethe [7] confirmed the idea.

The discovery quickly found both civil and military applications. In
the course of history, the fission process has been more broadly and easily
adapted, leading its way for the first nuclear fission reactors as early as
1945. Fusion reactor technology was developing in parallel, resulting in
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a dozen magnetic devices for achieving fusion existing by the end of the
1970s.

First thoughts about using fusion in the magnetically confined plas-
mas were raised in the middle of the 20th century when two compet-
ing concepts of a fusion reactors designs were independently introduced
by USSR and American scientists. The USSR reactor design called a
tokamak (toroidal camera with magnetic coils, Russian: L ©
€ & 2t B LE 4#E L) hasgained more popularity due to
its simpler engineering requirements, and ability to reach a temperat-
ure of 1 keV, an order of magnitude higher than the competing designs.
This achievement demonstrated in 1968 was considered a breakthrough
of the day, thus allowing tokamaks to win the race over the Amer-
ican prototype called stellarator. However, contemporary realisation of
the complicated stellarator design requirements is possible, and a new
stellarator Wendelstein 7-X [8] has been built and is now operating in
Greifswald, Germany.

1.1.1 Fusion reaction

The fusion process means collision of two nuclei A; and A; resulting in
their merging and formation of new heavier B, and lighter B, nuclei [9].
The process is written as A; + A, ¥ B; + B,. Not just any collision
however results in fusion.

Figure 1.1: Coulomb barrier.
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The dynamics of the two colliding particles is illustrated in fig. 1.1.
Two types of fundamental forces are involved in the such a collision:
the strong nuclear force and the electromagnetic force. The electromag-
netic force is repelling for the particles of the same charge, and has a
1=r? dependence, with r being the distance between the nuclei. The
closer two negatively charged nuclei approach each other, the stronger
repulsive force they experience. In other words, they have to overcome
a repulsive potential barrier created by the electromagnetic force, the
so-called Coulomb barrier. In classical electrodynamics, the maximal
value of the Coulomb barrier between the particles with radii Ry, Ry
and atomic numbers Z;, Z, respectively can be expressed as :

_ 1 q*Z1Z,
ECoulomb - ﬂm (1-1)

Approximating the nuclei radii as R = 1:4A7 10 ¥ m, where A is
the mass number. Fusion happens when particles have su Lcieht relat-
ive Kinetic energy to overcome this barrier, otherwise they are simply
repelled. The typical values of the Coulomb barrier for light nuclei lie in
the range of 100 keV - 1 MeV. This is an extremely high energy, and
fusion would probably be impossible to achieve if it was necessary to
heat the fuel to such temperatures. Fortunately, the quantum nature of
the process allows the tunneling e [edt to take place and therefore fusion
to happen at much lower energies. At the short distance of the scale of
an atomic size ( 10 °m for light nuclei), the strong attractive nuclear
force becomes significant, placing the newly formed nucleon in the deep
potential well Uy on the order of MeVs. The energy corresponding to
the diLerkence between the binding energies of the initial particles and
the resulting particles is released.

These two parameters, the height of the Coulomb barrier and the
depth of the well, are di Lerknt for any combination of reactants. There-
fore, the ideal fusion fuel is such that:

It has a high fusion rate at lowest relative kinetic energies.

It has a high energy release. Looking at eq. 1.1, it is apparent why
light nuclei are preferential.

It should not lead to radioactive contamination of the reactor.

As was mentioned above, the released energy can be directly cal-
culated as a dilerknce between the sum of the binding energies of
the final reaction products mgc? and the initial products mjc?:
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P , P 2 .
Ereleased = mscC mic-. The values for some of the main
reactions are provided in table 1.1.

] Reaction | Released energy (MeV) |
D+T ¥ *He+n 17.59
D+D X T+p 4.04
D+D ¥ 3He+n 3.27
T+T ¥ *He+2n 11.33
p+ 1B ¥ 3%He 8.6
D+3He ¥ “He +p 18.35

Table 1.1: Energy release in some of the main fusion reactions.

Considering the first criterion, a typical parameter characterizing the
probability of the fusion reaction to take place including the quantum
e [edts is called the fusion cross-section. Its value as a function of the re-
lative velocity of the incident particles is known for the most frequently
considered fusion fuels and is illustrated in fig. 1.2 (left). It is already
obvious from this plot how significantly the Coulomb barrier energies
are reduced thanks to the possibility of tunneling at lower energies, al-
lowing fusion at temperatures as low as only few keVs for certain fuels.
Even further reduction of the necessary energy is obtained if the Max-
wellian distribution of the particles is taken into account, where the
cross-sections should then be averaged over the particles velocities, and
the resulting parameter is called fusion reactivity h vi, illustrated in
fig. 1.2 (right).

The optimal choice of the D-T mixture becomes apparent when con-
sidering both 1.1 and 1.2 at the same time: this reaction has an ex-
tremely high energy release at the energies as low as 1 keV. The activ-
ation due to neutron bombardment of the reactor walls is probably the
biggest drawback of the fusion technology based on D-T fuel so far, with
the other disadvantage being the use of a radioactive element — tritium
— in the mixture, which does not exist naturally on Earth and therefore
needs to be bred in the device. In this reaction, the released energy
is divided between the resulting components in reversed proportion to
there masses, therefore an alpha particle of 3:5MeV and a neutron of
14:1MeV are released.

Once D-T fusion is mastered, which is the most easy to achieve, al-
ternative fuels might be considered. The most attractive alternatives to
be mentioned are the p !B and D 3He reactions. The D 3He reaction,
while not releasing neutrons, still carries possibility of producing radio-
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Figure 1.2: Cross-sections (left) and reactivity (right) adapted from [10].

active tritium through the unavoidable D D side reactions, which have
a similar cross section at the same energy range. The other alternative,
p 1B, is ideal due to the lack of any radioactive materials, but has a
lower energy release while requiring significantly more intensive heating.

1.1.2 Lawson criterion

Once the fuel is defined, some criteria should be chosen as a measure of
e [cienhcy of the fusion reactor. As was discussed above, the D-T mixture
is the most promising fuel type for fusion reactors, and so in this section
the analyses will be done for this specific fuel. In this reaction, a 3:5MeV
alpha particle and a 14:1MeV neutron are released. Since the magnetic
field a is transparent for the neutrons, they escape the confined area and
are deposited on the walls. Alpha particles, however, are magnetically
confined, and are thermalized by depositing their energy to the main
plasma species through collisions. A criteria for the e Lciehcy of the
plasma reactor operation can therefore be defined as a ratio of the power
produced in the fusion reactions to the energy spent sustaining it:

Pout _ 5P

IDin I:)in

Q= (1.2)
In fusion research this criteria is called the amplification factor, or Q
factor. Then, Q = 1 means that the alpha particles heating corresponds
to 20% of the external heating, and Q = 5 is the condition when the



CHAPTER 1. INTRODUCTION

fusion reaction can be self-sustainable. However, even if the reactor is
capable of demonstrating this value, it does not make it economically
competitive, as the real operational expenses are not taken into account.
In reality, the parameter should reach estimate valuesof Q 40 50. For
a steady state operation, the external heating power should eventually
decrease to zero, and Q ¥ 1. This condition is called ignition.

Substituting the actual estimated values of power losses and heating
in eq. 1.2, one can obtain a figure of merit for the steady-state fusion
reactors called the fusion triple product:

12T2

nTg=—————
& h ViEfusion

(1.3)

where n is the plasma density, T is the temperature, and g is the
confinement time, defined as the ratio between total stored energy and
power losses per second. This function can be calculated for di Lerknt fuel
types, and its value for D-T mixture can be estimated for T = 10keV:

nTe=1 10°m 3s kev for reaching Q = 1
nT g =3 10 m 3s keV for reaching Q = 1

Here, two fundamentally di Lerknt approaches to achievement of the
noted values can be used:

In the inertial confinement approach the aim is to reach high dens-
ities for a short confinement time. This can be achieved by depos-
iting power from a very powerful (circa 1MW) highly-aligned laser
to a millimeter sized D-T cryogenized droplet target. This method
requires a very high spatial and temporal alignment of the laser
power deposition, but if one succeeds to deliver this precision, an
implosion of the target happens.

The other approach is the magnetic confinement, which is the
basis of the tokamaks research. In this approach, the idea is to
increase the confinement time of the plasma with relatively low
temperatures and densities.

So far, magnetic confinement has demonstrated better results and is
therefore more mature and advanced. As was mentioned above, the two
main magnetic confinement designs which have been able to demonstrate
the highest fusion rates are tokamaks and stellarators, making them the
main competitors for the first-generation fusion power reactor.
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1.1.3 Progress in the magnetic confinement

More than 60 years of research in the field of the magnetic confinement
have brought dozens of experimental tokamaks allover the world. The
results obtained can be briefly summarized in 1.3. For a reactor to be
economically feasible, a value of Q = 30 is considered to be su [cieht,
and the current tokamaks are able to demonstrate values up to Q =
1. The best results are predictably obtained with D T operation,
but an important improvement of the tokamak operation, the discovery
of the so called H-mode in comparison with the previously known low
performance L-mode, was necessary in order to achieve them. In general,

100 p— T
'\‘.\ \\ .
I\'\.:'u\ \g= 1.0%- JT-60U
\ : - 4
= 10} V. - J
..s; '\\\ e m'gr/"%
\ ET O
C? TFTR .\\\%T JET‘ Dill-D /
E 9) o C“\\\ASDEX upgrade
L o SNl ]
go 1 ALCC TFTR e \\\{\j_Q/
— xe - o oo \\
;;i JT60 Q=0.1
= O
E: 0 1 | ALCA :TEXTDR -
g P BT
o O G
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Legend
3 0O © oD
O O atc ® D-T
| |
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T;, keV

Figure 1.3: Triple product results for tokamaks. Adapted from [11]

the radial energy transport in tokamak plasmas is due to turbulence. In
the high performance H-mode regime, the turbulence is stabilised in a
narrow region at the edge of the plasma. This typically leads to a factor
of two improvement in the energy confinement. Unfortunately, even
now simulations that could fully explain the physics of turbulence in
tokamaks are too computationally demanding, making the theoretical
prediction of the confinement times almost impossible. This makes the
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task of designing the future reactors particularly di Ccult, and the design
has to heavily rely on the growing amount of the experimental data. The
attempts to extrapolate from the experience of the existing tokamaks
have led to the to creation of empirical scaling laws. They predict for the
future machines 1) the necessary amount of heating power necessary to
achieve the transition to the H-mode 2) the confinement time necessary
to have a high enough Q factor for a given set of plasma parameters.
The confinement time scaling law is of a particular interest, since it has
a strong dependency on the basic design parameter, the radius of the
torus, as / RY¥97,

This, together with some other dependencies, determined the design
of the first-of-a-kind fusion reactor which aims to demonstrate the eco-
nomical, technical, and scientific feasibility of a power plant scale device.
This new joint international tokamak is called ITER. The legal ITER
agreement was signed in 2006, and the machine is currently construc-
ted in France. This project is of a particular importance for the fusion
community, since it is supposed to be the final step in preparation for
the commercial fusion reactors by demonstrating Q = 10 operation.
However, it remains an experimental device, with great flexibility in the
plasma parameters, a large amount of diagnostics, and the possibility
of replacing of in-vessel components. Such flexibility is, unfortunately,
necessary, as the scaling laws are believed to have large uncertainties.
This is due to the significant di Lerknce in size between modern tokamaks
and ITER.

One peculiarity at ITER is the large amount of the fusion-born alpha
particles. The presence of the tritium fuel in a reactor requires a long
and expensive preparations both in terms of the security requirements
and operation cost. While several tokamaks have had campaigns where
the D-T mix was used as a fuel, the experimental campaigns were rather
short with a relatively low amount of alpha particle heating relative to
ITER. Thus, one of the particular nuances expected at ITER is the lack
of experience with the alpha heated plasmas.

1.2 Tokamak principle

The concept of both tokamaks and stellarators is based on the idea of the
particles following closed magnetic field lines due to the Lorentz force
acting on them, and therefore never being able to leave the confinement
area. Simultaneously, the particles are being heated (for example using
the radio frequency antennas), increasing the rate of the fusion reactions
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according to fig. 1.2. It is thus convenient to create toroidal magnetic
field in a donut-like shaped devices by the poloidal coils (which are
also somewhat confusingly called toroidal field coils), #1 in fig. 1.4.
According to the Ampére’s theorem, By = -%l<aiis where R is a distance
from the center of the center of the torus, and I, is the total current in
the toroidal field coils. Thus, the magnetic field in tokamaks has a 1=R
dependence.

Figure 1.4: The ITER tokamak design. [12]

The motion of the particle in tokamaks can be decomposed into 2
parts: a parallel motion along the magnetic field lines, and circular mo-
tion around the magnetic field lines with a characteristic gyro frequency:

Veei = qr;;f. The problem with the closed field line approach is that
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particles do not follow the field lines exactly, experiencing drifts — dislo-
cations from the original orbit. Due to these drifts, particles can escape
the closed system, reducing confinement. The general drift velocity due
to a force F in the presence of the magnetic field B can be expressed
as vq = %2. Thus, since the force is proportional to the particles’
charge, ions and electrons drift in the opposite directions. Such drifts
include for example, the gradient drift ¥B B, rising from the 1=R
dependency of the toroidal magnetic field and resulting in the charge
separation. This gives rise to an electric field, producing another type
of a drift — the so called E B drift directed outwards of the plasma
core. This drift causes a loss of particles and happens on the times-
cales that are much shorter than the confinement time, and has to be
overcome. The solution is to make the particle trajectories such that
there is a compensation due to the change of the rB B drift direction.
Such trajectories can be achieved by adding the poloidal magnetic field,
twisting the magnetic field lines.

In this context, the conceptual di Lerence between tokamaks and stel-
larators becomes apparent. In the latter, the poloidal currents are cre-
ated by the external 3D coils. The magnetic configuration created by
such coils must be extremely precise in order to exactly compensate for
the drifts. Unfortunately, production and installation with such high
precision was posing a significant engineering complication and could not
be fully achieved during the early days of the fusion devices, therefore
giving way to tokamaks as the primary concept. Unlike in stellarators,
the poloidal magnetic field is self generated in tokamaks. The central
solenoid (#2 in fig. 1.4) works as the primary circuit of a transformer,
with the plasma being the secondary circuit. Therefore, slowly varying
current in the central solenoid drives a large plasma current with values
up to several MAs. A tokamak is therefore a pulsed machine, with the
pulse length determined by the duration during which the current in
the central solenoid is varied. This toroidally driven current generates
the poloidal magnetic field, suppressing the drift. At the same time,
the current increases the internal plasma temperature, and therefore is
called the Ohmic heating. Unfortunately, the e [ciehcy of this heating
method decreases as the plasma temperature increases. This happens
because fusion plasmas have a counter-intuitive property: the plasma

resistivity is inversely proportional to the temperature as TT1=2

Thus, in equilibrium state, the magnetic field topology of tokamaks
constitutes of the toroidal field component produced by external coils,
and the poloidal component produced by the plasma current itself. The

10
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resulting field lines in general do an infinite number of turns in both
the toroidal and poloidal directions, creating nested toric magnetic flux
surfaces. Note that in process of plasma evolution, these structures
might break and form magnetic islands or stochastic regions, but this
processes are not within the scope of this work.

Non-inductive plasma heating methods can be used to longer sustain
the discharge. The most common are:

1. High energy neutral beam injection (NBI). In this method a beam
of high energy atoms is injected in to the plasma. As the particles
are neutral and have high energy, they are insensitive to the mag-
netic field and can penetrate deep into the plasma core, depositing
their energy through collisions with the main plasma species. As
an additional advantage, the neutral beams can be targeted tan-
gentially to the field lines, providing additional current drive and
momentum to the plasma.

2. lon- and electron-cyclotron resonance heating (ICRH and ECRH).
lons and electrons gyrate around the magnetic field lines with a
specific frequency, which can be determined precisely for the whole
plasma volume. External EM waves can then be launched into the
plasma, with the frequency matching the gyro f/requency of the
main plasma species ions, depositing energy directly, or electrons,
which subsequently deposit power through collisions.

As mentioned before, the energy produced in the fusion reaction
is divided between the alpha particles and the neutrons. Alphas are
magnetically confined and remain in plasma, and their part of the energy
is used to sustain the plasma itself. The neutrons escape the confined
volume, and in order to utilise the energy they carry (which is also a
4/5 of all energy released in reaction!), special neutron absorbing blanket
technology has to be utilised. At ITER, this technology will be used for
the first time in fusion reactors, and several types of tritium breeding
modules will be tested.

The other external coils marked with #3 in fig. 1.4 are the coils de-
termining the vertical plasma position and plasma shape. In tokamaks,
di [udion and numerous instabilities lead to losses of the particles and
heat fluxes outward from the confined region to the vessel first wall (#4
in fig. 1.4). In ITER, the heat fluxes can reach values of 10MW=m? in
steady state operation. The uniform dissipation of such fluxes would be
ideal, but in reality they can be very localised and lead to melting of the
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wall-facing materials, contaminating the plasma volume with impurit-
ies. Such contamination can not only significantly reduce the e [Ciehcy
of the reactor, but can also cause a complete disruption of the discharge.
Therefore, there was a demand for a mechanism that separates the re-
gion where the plasma is in contact with the wall from the plasma core,
lowering the chances of contamination. Simultaneously, this solution
should not lead to a significant reduction of the plasma volume in com-
parison with the chamber, because that would make the tokamak less
economically practical. In order to minimize the contact of the escaping
heat flux with the plasma-facing components, a limiter, poloidally or
toroidally extended solid piece of material inserted in the plasma, was
introduced, thus creating dedicated strike zones.

With the increase of the obtained plasma temperatures, and there-
fore, power loads on the wall, a more e Lcieht solution became necessary,
and a magnetic divertor was introduced. The working principle is to cre-
ate a magnetic field configuration in the poloidal plane where magnetic
field lines create a shape of a number "8".

In the presence of a limiter or a divertor, some of the field lines
intersect them, therefore all the particles on these lines are deposited
on the limiter/divertor surface. These magnetic field lines are called
open, in comparison with the closed field lines lying on the flux surfaces
in the core of the plasma. The outermost closed flux surface is called
last closed flux surface (LCFS) for the limier case, or separatrix for
the divertor case, and the plasma region outside of it them referred to
as Scrape-O [Llayer (SOL). A schematic illustration of the magnetic
configuration in the presence of the limiter and divertor are illustrated
in fig. 1.5, and the divertor used in ITER is marked #5 in fig. 1.4.

Separatrix

LM Lape,

Core
plasma

X-point

Limiter

Divertor plates

Figure 1.5: The schemes of the poloidal planes in the limiter(left) and
divertor(right) tokamaks.
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1.2.1 Magnetic field configuration in tokamaks

First, the toroidal coordinate system used throughout this work has to
be defined. Two radii are used to discuss the tokamak size: the minor a
and major Ry, as illustrated in fig. 1.6. A ratio between the major and a
minor radii is called the aspect ratio: Rp=a, and often the inverse of it, an
inverse aspect ratio a=Ry, is used as a small parameter in calculations.
The system of coordinates for a tokamak can be defined through a basis
(rr;r ;r ), where r is the radial direction, and are poloidal and
toroidal angles.

Figure 1.6: The geometrical coordinates.

In order to describe the magnetic field configuration, it is convenient
to define the toroidal and poloidal fluxes:
z I

(= BdS= A dl (1.5)
Sl C1
Z |

p= B dS= A dl; (1.6)
So Co
where the integration surfaces S1; S, and contours Cq; C, are illustrated
in fig. 1.6.
Usually, the poloidal and toroidal fluxes are both redefined by di-
viding them by 2 . The usual notation is that the poloidal flux is
= p=2 , and toroidal flux ¢ is defined as ¢ as in equation 1.5
divided by 2 . It can be shown that the poloidal flux / r?, and
therefore the poloidal flux (or the square root of it) can be used as a
radial coordinate. For this reason, it is also a common practice to use
the normalisation of the poloidal flux, such that N = 0 at the magnetic
axis, and N =1 at the separatrix.
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As discussed above, the magnetic field in the axisymmetric tokamaks
is composed of two components, poloidal and toroidal: B = B e +
B e . It is then convenient to describe the magnetic geometry of a
tokamak in terms of the new basis (r ;r ;r  r ) keeping in mind
that B r =0 by definition as:

B=F()r +r r .7

It is also necessary to define the safety factor as a measure of helicity
of the magnetic field lines as:
z

1 B r
q()_? B r

_d .
d =5t (1.8)

This g-factor describes the number of turns a given field line is making
in the toroidal direction per turn in poloidal direction, and is constant
on each flux surface. This parameter has a telling name: in a particular
case the factor can be represented as a rational number ¢ = m=n, where
m; n are the poloidal and toroidal numbers. In this case, the field line
after n toroidal turns closes back on itself. Therefore, an ergodic flux
surface is not created, and an instability can propagate without the need
to bend the magnetic field lines. The corresponding magnetic surfaces
are referred to as rational surfaces.

1.2.2 Particles trajectories in tokamaks

The particles move along the magnetic field lines while gyrating around

them with a chagacterlstlc gyro frequency 1. = qe' and a gyroradius

of rL = g = ¢7f called the Larmor radius. The combination of the

free motion along the fieldlines and a gyration around them yields the
helical trajectories of the particles [9].

The electrons are assumed to be in thermodynamic equilibrium,
hence they will be treated adiabatically, and the collisions are not con-
sidered.

For ion motion, a set of the adiabatic motion invariants can be con-
structed. In an axisymmetric system, these invariants are:

1. Total energy: H = lmv + B+

2. Magnetic moment: = MiY%
. Mag : =0

3. Canonical momentum: P = m;Rv  gj

14
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Here, vjj;v-;v are the parallel, perpendicular, and toroidal compon-
ents of the velocity vector, is the electric potential, and is the
magnetic flux. These invariants are adiabatic meaning that they remain
constant only under certain conditions: 1) the magnetic field is weakly
non-uniform, so that it can be assumed to be constant inside of the
Larmor radius; 2) the magnet and electric fields vary slowly in time, so
they can be assumed to be constant in comparison with the period of
the particle gyration w, .

Given that the energy and the magnetic momentum are invariants,
and assuming the absence of the electric field, the parallel velocity can

be expressed as: r

So, assuming the total energy and the magnetic momentum constant,
the parallel velocity directly depends on the magnetic field. As was
mentioned in 1.2, the magnetic field has a 1=R dependence. Therefore,
a particle experiences a change of the magnetic field moving along the
magnetic field line from = 0 (a zone of the tokamak called the low field
side (LFS)) towards = (the high field side (HFS)). As the particle
with an energy Eg progresses simultaneously toroidally and poloidally,
at a certain angle ¢ the condition Eg < B( o) might be satisfied.
Then, the particle has a zero parallel velocity at o, and later reverses
the direction of both parallel and poloidal movement. This is called the
magnetic mirror e [eck, and the particles which reverse their direction are
called trapped. Their trajectories in the poloidal plane have the shape of
a banana, as illustrated in 1.7. In contrast, if the initial parallel velocity
of a particle is high enough so that Eg B( o) is satisfied for any o,
the particles are called passing.

The three characteristic frequencies can be constructed for each type
of particles.

The one common to both types has already been discussed: the
gyro frequency, or cyclotron frequency. It can be expressed as !, = %.
Generally, for tokamaks this frequency is on the order of  108Hz.

For trapped particles there are two associated frequency called the
bounce frequency and the toroidal precessional frequency. The bounce
frequency can be estimated as:
vt (1.10)
qRo '
where v = pﬁ is the thermal velocity, and is the aspect ratio. It
correspond to the trapped particle motion in the poloidal plane. The

Iy
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Toroidal
Direction

y \ Banana
Y (i \ Trajectory

4
Projection of Trapped lon A “
Trajectories is Banana Shaped 2
(for illustration only) : r

X-point b
p % ;
2 lon gyro-motion X [

Divertor
Targets

Separatrix
—

Figure 1.7: The particle trajectories in the poloidal plane. [13]

toroidal motion of the trapped particles is related the precessional fre-

uency:
quency _

Ry a
lons slowly move in the todoidal direction due to the dilerknce in the
parallel velocities on the HFS and the LFS of their banana orbits, ac-
cording to 1.9.

The passing particles similarly have two resonant frequencies, also
corresponding to the poloidal and toroidal motion. They are the toroidal
passing frequency:

n (1.11)

which corresponds to the toroidal motion of the passing particle, and
the poloidal passing frequency for the poloidal motion:

Vi = vj=aR: (1.13)

The bounce and the poloidal passing frequencies can be estimated
for alpha particles at ITER as  10°Hz. The transit frequencies for
these particles is on the order of  10*Hz.

1.3 MHD model

The description of tokamak plasmas can be done on di [erknt levels. The
most accurate self consistent level is the kinetic theory, whicjh involves

16



CHAPTER 1. INTRODUCTION

following the evolution of the distribution function of more than 10%°
particles. Unfortunately, this approach is computationally demanding,
and is not necessary for explaining certain all of events.

Plasmas can be viewed as a macroscopic system under certain con-
ditions, which are also the limitations of the approach. A formalism
describing the macroscopic events is known as Magnetohydrodynamics
(MHD). In this model, plasmas are seen as electrically conducting fluids
in the presence of an external magnetic field. Therefore, the equations
behind it couple the fluid Navier-Stokes and electromagnetic Maxwell
equations. The advantage in comparison to the kinetic description is
that the unknowns are only functions of space and time, and not ve-
locity. In the model, time evolution of the local density, temperature,
and fluid velocity of the plasma is followed, together with the evolu-
tion of the electric and magnetic fields.Another advantage is that it is
more easily compared to experiments. In fusion plasmas, this model
has proven to be useful for understanding and predicting the suitable
magnetic configurations and related instabilities.

1.3.1 Derivation of the MHD model

For the purpose of this thesis, it is necessary to describe the derivation
of the ideal MHD set of equations. The full derivation can be found in
various sources including [14, 15].

The derivation of the fluid equations starts with the definition of the
kinetic distribution function of the species a at the phase-space position
r: v at the moment of time t:

X
fa(r; Vi t) = (r ri@®)) (V' Vi) (1.14)
i=1
The evolution of the particle distribution function is described by
the Boltzmann eguation:

% = @cfa + V' @rfa+ E @vofa = Ca(F) (1.15)
t my

where f, (r; VY; 1) is the ensemble averaged distribution function of the
particles of the species a; F4 is the force acting on the particles, and for
tokamak plasmas Fa = ga (Ea+ V%2 Ba). This equations expresses
conservation of the particles’ density and momentum in phase space.
The collisional operator C,(f)accounts for all consequences of the non-
smooth behaviour of the electric E and magnetic B fields, representing
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dissipative processes like resistivity and viscosity. The collisional oper-
ator term in usually very small for hot plasmas, and makes the equa-
tion significantly harder to solve. For the sake of clarity during the
derivation, the term will be neglected for now, giving the ideal MHD
framework, with equation 1.15 becomes the Vlasov equation:

df F

(Ts = @y + V' @ F, + mf @fa = 0: (1.16)
For certain applications, the terms related to the collisional operator
play an important role in the description of MHD mode development
and have to be kept, and such MHD models are described in 1.3.3.

Moments of the distribution function As mentioned before, one
of the advantages of the MHD model is that the low order moments
of the distribution function have a physical meaning, and so the values
it gives can be measured experimentally. For example, the function is
defined in such a way that its 3D velocity integral is equal to the particle
density at a given radial coordinate:

Z
N particles _ Ces a0 #1430
~Volume = Ma(i) = fa(rvind’v (1.17)

Particle density is, therefore, the 0-th order moment of the ensemble-
averaged distribution function. In general, the k-th moment is defined
as:

Z
k-th moment =  V*Fa(r; v'; t)dv": (1.18)

The first order moment is the flow velocity:

R
VL (r; VY Hdv!

Va(r;t) = -
a

(1.19)

The second and third order moments of the distribution function are
the stress tensor and the energy flux density, denoted respectively:

Z
ar) = mavWVHL(r; Vi t)dv: (1.20a)
Z R
Ha(it)y = —2Va(r; v t)dv! (1.20b)

Here, the second and third order moments are defined in the laborat-
ory frame. However, defining the second order moment in the rest frame
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of the species a also has a physical meaning. Upon defining the total ve-
locity as the sum of the relative and the fluid velocities V'(r; t) = va+Va,
and substituting it in the definition of the stress tensor 1.20a follows:

a(r;t) = P(r;t) + magnavaVva (1.21)

Here, Pa(r;t) = R MaVaVafa(r; V; )dv! = pal + 4 is the pressure
tensor representing the overall pressure stresses for the species, both
isotropic and anisotropic. Its trace p, is a scalar pressure, representing
the isotropic expanse of the particles in the species rest frame. The
viscous tensor, 4, is a traceless symmetric tensor representing the an-
isotropic components of the pressure tensor existing due to, for example,
magnetic field e [edts or flows. The kinetic temperature of the species
a is then defined as Ty = ﬁ—z, since only the scalar pressure carries the
internal energy.

Analogously, the heat flux density is defined in the rest frame as:

z

ha(r;t) = mavav2fa(r; V' t)dv! (1.22)

Moments of the kinetic equation In similar fashion to sec. 1.3.1,
the k-th moment of the flgid equation can be derived by multiplying the
kinetic equation 1.15 by ~ v :::dv’. In the MHD model, only the first
three moments — the continuity equation, the momentum equation, and
the energy equation — are of interest:

@ a+1r (ava)=0 (1.23a)
a@tVa+ a(Va NVa+rpa+r a=0na(E+va B)+Rj
(1.23b)
@tpa +Va FpPa+pa r Va=( D(r hg a-TFVa)+Qq
(1.23¢c)
@(v) '

with :rv =() or Here, R, is a friction force, and Q;, is a
heat exchange being the moments of the collision operator, representing
the momentum and heat sources due to collisions between the plasma
species.

Alternative form of the momentum equation It should be men-
tioned that the momentum equation 1.23b can be presented in a di [ert
ent, less commonly used form. In 1.23b the definition of the pressure
tensor is P, = hwaval = pal + . Alternatively, one can use in the
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derivation the stress tensor 5 = hv"\!i. With the stress tensor being
used instead of the pressure tensor, the momentum equation becomes:

@c( va)+r a=Nala(E+Vva B)+Ry (1.24)

Closure problem The significant issue of the MHD derivation can
be noticed when looking at the set of equations 1.23: each of the lower
order equations is coupled to the higher order one. For example, the
zeroth order equation on density 1.23a includes fluid velocity, and the
first order momentum (velocity) equation 1.23b includes pressure, etc.
Furthermore, amongst known and measurable experimentally quantities
such as density and pressure, there are a few unknown quantities, such
as the viscosity tensor and the moments of the collision operator. This
non-terminating sequence is known as the closure problem.

There are two general classes of approaches in solving this problem:
truncation and asymptotic schemes. Truncation methods assume the
smallness of the higher order moments, which can therefore be neglected.
This significantly simplifies the solution of the MHD system, but a more
sophisticated systematic solution is provided by the various asymptotic
approaches that are not covered in detail here. The chosen closure
basically defines how accurate the MHD model is in comparison with
the fully Kkinetic approach. Since dilerent methods can be used, many
MHD models exist with dilerkent levels of accuracy and numbers of
terms from the original equations included. For example, one of the
most common and simple closures is the ideal gas law, directly relating
the pressure to the temperature and density: p = nT.

Maxwell equations For self consistent evolution of the electromag-
netic fields, the fluid equations are coupled to the Maxwell equations:

r E=—
0
r E= 0B (1.25)
r B=0
r B= oj+ o o@tE

In these equations, the magnetic sources (namely total charge and
current density) are expressed in terms of the previously defined fluid
moments: > >

= OaNa; j= GaNaVa (1.26)
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1.3.2 MHD ordering and domain of validity

As mentioned above, MHD is a model that describes the macroscopic
behaviour of the plasma. Thus, the chosen ordering leads to typical
timescales of mup  @=Vin, § and spacial scale of rmpp @, with vy,
being the ion thermal velocity and a being the typical size of the system,
for example the minor radius in the case of tokamaks. Here, the hypo-
theses necessary to derive the MHD system with a typical parameters
of LMmHuD, mHpD are listed:

1. One of the basic assumptions involved in the MHD derivation is
high plasma collisionality, which allows the plasma species to be
treated as fluids with Maxwell distributions and a temperature
Te = Tj T. For this condition to be true, the characteristic
times should be larger than the collisional times. Noting to
be a collision time between species and , one can show that

ei ie, and that i ee. Therefore, the condition is satisfied
when mHD i

However, in standard tokamaks, the characteristic times are typic-
ally mup Z 10 ‘sand i 10 °s, which obviously does not sat-
isfy the high collisionality condition. At the same time, MHD has
provided realistic explanations for experimentally observed events.
This ambiguity is best explained by Freidberg in [16], who argues
that MHD is valid since in perpendicular to the field direction
gyration of the particles plays a role somewhat equivalent to the
role of collisions limiting the transport and making their move-
ment isotropic. For the same reason, MHD models that do not
include collision e[edts cannot always be an accurate instrument
to describe the parallel dynamics. Models where these e [edts are
evaluated theoretically are called visco-resistive MHD and are out-
lined further in this chapter.

2. The other restriction used in the model is that the quasi-neutrality
Ne Njisimposed, resulting in 2r E 1 (itis important to dif-
ferentiate this relation from r E = 0 which is incorrect). This can
be true only if the electrons instantaneously compensate for the
charge separation and preserve the neutrality of the plasma, which
is equivalent to the conditions that the size of the MHD system be
significantly larger than the electron Debye length, Lpmup De>
and that the characteristic times be higher than the inverse of the
electron plasma frequency, mup  1=!Ipe.
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3. Itis assumed that the MHD velocities are negligible in comparison
with the speed of light: vmuD c. This assumption allows the
displacement current o o@:E in the Maxwell-Ampére law to be
neglected.

4. The last assumption allows to significantly simplify the momentum
equation for the electrons. First, the characteristic frequencies are
assumed to be significantly lower than the electron plasma and
Larmor frequencies: "mup Tce Tpe. This allows the electron
inertia term d¢Ve in the electron momentum equation to neglected,
while simultaneously conserving the ve B term due to the small-
ness of me.

Under these assumptions, the fluid equations together with the Max-
well equations give bi-fluid MHD:

@ i+r (ivi)=0 (1.27a)
@ e+ r (eve)=0 (1.27b)
i@vi+ i(vi Nvi= rpp r j+agn(E+v; B)+R;

(1.27¢)

E+ve B="Pe, F e Re (1.27d)
OeNe QeNe QeNe

@pi+vVvi rpi+pi r vi=( L(r hi i:irvi)+Qi (1.27¢)
Otpe +Ve FpPe+pe ¥ Ve=( D(r he e FVe) + Qe (1.271)
r E= @B (1.279)
- B=o0 (1.27h)
r B= o(qinivi +deNeVe) (1.271)

1.3.3 One fluid MHD

Further reducing the bi-fluid equations 1.27, one obtains the one fluid
MHD system. For now, for the sake of the simplicity of derivation, the
truncation approach to the closure problem is adopted, which means
that the terms r hg and s are neglected. This can be justified by the
assumption of the high collisionality, and therefore, Maxwell distribution
of the species. Also, the following MHD variables are defined, assuming
the plasma is fully ionized :

1. Since ions are significantly heavier than electrons, mj=m, 2000,
and quasi-neutrality is assumed N n; ne, the mass density of
the plasma is associated with ions: i = mijn.
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2. For the same reason, momentum is assumed to be carried solely

: . — MjnNjVi+MeNeVe A
by the ions: v = TRTLTTeReRe v

3. The one fluid pressure is a sum of the electron and ion pressure:
p = pi + Pe; consequently, T = T; + Te.

4. The total current is expressed as j = gnjVvi QneVe; consequently,
with v = v;j, electron velocity can be defined as ve =V j=gne.

In order to obtain the one fluid equations, the bi-fluid equations 1.27
for electrons and ions are summed:

@ +r (v)=0 (1.28a)
Gev+ (Vv r)v= rp+j B (1.28b)
Gp+Vv rp+p r v=0 (1.28¢c)

It is important to note that the ganaE term in the momentum equa-
tion was cancelled due to quasi-neutrality. Also, the resistive and heat
exchange terms for electrons and ions are related as Re = R; and
Qe = Qi respectively, and therefore also cancel.

Generalised Ohm’s law Substituting the resistive heat exchange
term in a form Re = ngmg je(Vi  Ve), Where e is the collisional-
ity between electrons and ions, and taking the one-fluid definition of
the electron velocity defined above in the momentum equation for the
electrons 1.27d gives:

r r R
pe+ e e _

gne gne gne
Pe F e NeMe g

E+ve B+

E+ (v j=gn B+ + Vi Ve)=
( J=q -e) ane aNe ane (Vi e)
E+y B 1L B P T - j=o: (1.29a)
gne gne gne

The last line in equation 1.29 is the Generalised Ohm’s law which de-
scribes the evolution of the electric field in the frame moving with the
plasma flow. It can be rewritten as:

2. . j B r P
resislige}:cerm I 9{.28-} | —q{lze—}

Hall term  diamagnetic term

E+v B=

(1.30)

The right hand side of this equation represents additional transport
terms. The MHD model where all the terms in the right hand side of
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the Ohm’s law are neglected is called ideal MHD, for which the plasma
is perfectly conducting. If the resistive term on the right hand side is
kept, despite its smallness, then the model is called resistive MHD. This
describes a major class of the MHD modes which, since they evolve over
much longer timescales than ideal MHD modes, allow the existence of
a new type of the resistive instabilities.

In summary, the one-fluid MHD system of equations is therefore as
follows:

0 +r (v)=0 continuity equation (1.31a)

Gtv+ (v r)v+rp J B=0 momentum equation (1.31b)
Gp+Vv rp+p r v=0 adiabatic equation of state

(1.31¢)

E+v B=0 ideal Ohm’s law (1.31d)

B+r E=0 Faraday’s law (1.31e)
r B=0 Gauss’s law for magnetism

(1.31f)

r B= g Ampére’s law (1.319)

Visco-resistive MHD In the derivation above, the truncation ap-
proach to the closure problem was used. However, many events observed
in magnetised plasmas can be included in the MHD model by including
new terms associated with the collisions. These asymptotic closures,
of which the one derived in [17] is the most commonly used, give the
predictions for the collisions-induced transport . This extended MHD
model is usually called visco-resistive, or ~ MHD. The right hand side
of the first four equations in the Ideal MHD set equations 1.31a-1.31d
are extended as follows:

@ +r (v)=r (Dpr> +Djrj)+S (1.32a)
Gv+ (v )v+rp j B= rv (1.32b)
@p+Vv rp+p r v=r ( >rzp+ jrjp)+Sy (1.32¢)
E+v B=j (1.32d)

The separate treatment of transport parallel and perpendicular to the
magnetic field is justified since the former is not constrained, and the
latter is limited by the gyroradius, and is majorly due to collisions.
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1.3.4 MHD waves

The MHD system is extremely non-linear and therefore is di Lculit to
solve analytically. Linearisation of the equations would therefore enorm-
ously simplify them allowing the identification of MHD modes and as-
sessment of their stability [14]. The principal assumption is that the
equilibrium is static, and therefore by applying a small perturbation
one can study how it aledts the general stability on a long timescale
(short timescale processes are ignored ). The system can either: 1) re-
turn to equilibrium, 2) oscillate around equilibrium, 3) move away from
equilibrium. Thus, all variables in the ideal MHD system 1.31 can be
rewritten in the following form:

A(r; 1) = Ao(r) + Ag(r; t); (1.33)

with }’:—‘1”. 1. Here, Ag represents the equilibrium time-independent
value, and A; small time-varying perturbation. The plasma is assumed
to be static with no equilibrium flow or current (vo = 0 and jo = 0),
and the equilibrium magnetic field By, density o, and pressure po are
uniform and constant. After substitution, the higher order terms are
neglected, so that the linear system can be rewritten as follows:

@ 1+ or vi=0 (1.34a)
1

0@vi + rps = (r B1) Bo=0 (1.34b)

@epr+po r vi=0 (1.34¢)

@tBl r (V1 Bo) =0 (1.34d)

In order to identify the normal modes of the system, the perturba-
tions are assumed to vary as A(r;t) = A exp(i(k r Tt)), and there-
fore @:A(r;t) = iTA(r 1), r A(rt) =ik A(rt), r At =
ik A(r;t). It follows that:

' 1+ ok vi=0 (1358.)

I vy + krpl i (k Bl) Bo=0 (135b)
0

Ipg+po k v1=0 (1.35¢)

1B, +k (Vl Bo) =0 (135d)
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Assuming a non-zero solution, egs. 1.35a, 1.35¢c, 1.35d lead to:

1= 'ok vi;, p1= Ko
1
B1= 7 (Bo(k vi) vi(k Bo)):
These definitions can be further substituted in eq. 1.35b, resulting
in:
00!? (k Bo)? vi=
= opo+Bf k (K Bo)Bo (k vi) (k Bo)(vi Bo)k (L37)

Without loss of generality, it can be assumed that the magnetic field
is directed along z axes B = Bge, and that the wave vector lies in the
y z plane k = kjjey +k-e,. Equation 1.37 reduces then to a eigenvalue
problem on vi:

1o 1
12 kj?jvf\ 0 0 Vy
0 12 K22 K33 kjkov3 X@v,A =0 (1.38)
0 k” k?V% 12 kﬁvé V7
Here, two new definitions are used: va = p% is the Alfvén speed,

(o
and vg = % is the adiabatic sound speed.

The solubility of equation 1.38 requires that the determinant of the
matrix be equal to zero, leading to the MHD dispersion relation:

(17 Kva (1Y KPP +vR)  (Kjkovsva)?) = O (1.39)

The equation has three independent solutions, corresponding to the
three types of waves which can propagate in the MHD plasmas. These
solutions are:

1. Alfvén waves with eigenfrequencies:
12 = K24 (1.40)

These are incompressible waves that are transverse to the mag-
netic field and that e [edtively bend the magnetic field lines like
strings. The plasma ions mass works as a string tension resist-
ing the bending. Alfvén waves are of particular interest for the
tokamaks since they are typically excited by the present currents,
pressure gradients, and are a[edted by geometrical e [edts.
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2. Fast and slow magneto-acoustic waves with eigenfrequencies:

(@) s 1

_ K®(vA + V) @1 1+ A'kj'zjv'z“vg A
S 2 k2(v3 + v2)

1z (1.41)

The fast magneto-sonic waves (which correspond to the plus sign
in 1.41) are usually stable, while the slow magneto-sonic (cor-
responding to the minus sign) waves can be considered as sound
waves modified by the presence of the magnetic fizeld, which can

be shown considering the low- limit with \‘/’TS 1. Under
A
this assumption, the frequencies become:
12 Kk24; 15 Kkivé (1.42)

1.4 Alfvén continuum
and Toroidal Alfvén Eigenmodes

Since the magnetic field, safety profile, and plasma density vary radi-
ally, the frequencies of the Alfvén modes 1.40 do as well, forming an
Alfvén continuum - a continuous spectrum, where each radial location
corresponds to several modes.

1.4.1 Continuum damping and the gap modes

The Alfvén waves cannot be excited in the slab geometry due to con-
tinuum damping[18, 19, 20, 21]. For a wave packet travelling in in-
homogeneous plasma there always exists a radius r, at which the wave
frequency matches the local Alfvén frequency: ! = Kjjva. In the ideal
MHD case, the resulting Alfvén continuum mode’s radial structure is
singular. In the presence of viscosity and resistivity, the shear of the
phase velocity leads to dispersion in dilerknt directions at the neigh-
bouring radii, and the initial perturbation is rapidly damped.

For toroidal geometry, it can be shown that the poloidal modes are
not independent and their coupling creates gaps in the continuum [22].
As pointed out in [23], the phenomena of the gap creation in physical
systems with periodic modulation of the refraction index is not unique to
the tokamaks, and is observed in for example fiber optics and conductors.
In tokamaks the existence of the gaps can be explained as follows: since
the magnetic field has a  1=R radial dependence, it causes the Alfvén
speed to vary periodically along the field line; the periodical variation
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Figure 1.8: (top) ldeal Alfvén continuum in the case of the cylindrical
(dashed line) and toroidal (continuous line) plasma geometries. The
gap created by the coupling of the m (pink) and m+ ldblue) harmonics
is located at the frequency =1, = 0:5 at a radius N = 0:5. The
grey dashed line indicates the approximate frequency of the TAE mode
located in the gap.

(bottom) The response of the system to an external perturbation with a
frequency corresponding to the one shown with the grey dashed line in
the plot above. The response exhibits the TAE mode structure consist-
ing of the two harmonics, m and m+1, together with a singularity in the
position where the external perturbation crosses the Alfvén continuum.

of the magnetic field along the field line in this case can be perceived
as a system of magnetic mirrors, which create a periodic modulation of
the refraction index. A new type of modes having a general name of
gap modes can exist in the gaps, since the counter-propagating waves
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are reflected o [the periodic modulation. These modes can be easily
excited since they do not experience the strong continuum damping due
to the absence of resonant surfaces.

An example of the ideal Alfvén continua is illustrated in fig. 1.8
(top). In cylinder geometry, a crossing of the continuum lines would be
observed, illustrated with the dashed lines. In the toroidal geometry,
the coupling of the m and m + 1 modes results in the formation of the
gap with the continuum shown in continuous lines.

1.4.2 Toroidal Alfvén Eigenmodes

Each deviation from the symmetry of the cylindrical geometry gives rise
to a new continuum gap of a higher order. For example, by introducing
the toroidal geometry, one causes the coupling of the m and m + 1
poloidal harmonics of the same toroidal number n, therefore creating
a Toroidal Alfvén Eigenmode (TAE) [24], [25]. The TAE frequency
can be estimated by knowing that it is located at a radius where a co-

propagating wave m with kj; = 5 meets a counter-propagating wave

m + 1 with kj; = %. They coincide at ¢ = (m + 1=2)=n where
their wavenumber is kj = n=2R, and the resulting Alfvén frequency
of the mode is ! = kjjva = va=2qR, corresponding to 50 200kHz
in modern tokamaks. The width of the TAE gap is proportional to
the strength of the magnetic field at the LFS and the HFS so that
f  gLes = R0 = 1+ 2a=Ry = 1+ 2= . Therefore, these gaps
are most pronounced for small aspect ratio tokamaks. For the mode to
be present, a potential well has to exist in the corresponding gap, with
the well created by the mixing of the poloidal harmonics. The mode
structure in this case is illustrated in fig. 1.8 (bottom). In the plot, the
ideal plasma response to a frequency noted with the grey dashed line
in the case of the Alfvén continuum at the top of the figure is shown.
Here, two types of response are visible. The right peak corresponds to
the case of crossing of the continuum line. In this case, the external
perturbation is subject to the continuum damping, and in ideal case
results in a singularity. With the finite resistivity taken into account
in the model, the response peak widens. On the left, the perturbation
excites the TAE mode, which in the absence of the strong continuum
damping exists in the gap. The mode constitutes of two harmonics, m
and m + 1, corresponding to the same harmonics that create the gap.
The gap modes in general and TAE in particular are potentially
dangerous for tokamaks since they extend radially from the core to the
very edge of the plasma, possibly leading to severe alpha particles losses,

29



CHAPTER 1. INTRODUCTION

as shown in [26].

1.4.3 The mode excitation by the fast particles

TAE modes, undamped waves in ideal MHD, are marginally stable.
However, as was mentioned in 1.2.2, the hot particles born as a result of
fusion reactions or external heating methods (such as NBI or ICRH 1.2)
can have characteristic frequencies high enough to match the frequency
of the TAEs, and therefore excite and destabilize. The total power
transfer between the wave and the particles can be expressed as v E,
where v is the particle velocity, and E is the electric field. In the case of
shear Alfvén waves, the dominant contribution comes from the particles
drift velocity [23].

Two conditions have to be satisfied in order for the energy to be
transferred from the particles to the wave. First, their frequencies must
satisfy the resonant condition:

I'+(+m)! nt : (1.43)

Here, 1 is the wave frequency, ! , I are the particle frequencies in the
poloidal and toroidal planes, respectively, and | is an integer representing
the Fourier harmonics of the particle drift velocity. Substituting the
known values of ! = ;% and ! = W for passing particles, and the

known value of g = m+nl=2 corresponding to the location TAE mode, one

can see that for the fundamental | = 1 resonance occurs at vjj = va
and Vij = va=3.

However, even when the frequencies match, it does not guarantee
the positive power transfer. The growth rate of the mode excited by the
particles with the distribution function described in terms of the three
constants of motion f(E; ;P ;t) can be defined as:

ef of
!@—E + n@T (1.44)

g—f is omitted in the equation since the magnetic momentum is not

modified by the Alfvén waves. Here, the first term, @@—I’;, is almost always

negative, since generally all hot particle distribution functions in toka-
maks monotonically decrease as the energy increases. Therefore, this
term is stabilising for the wave, and the wave excitation can occur due
to the presence of the spatial gradient of the distribution function.
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1.5 Content of the thesis

The thesis is focused on the modelling of the TAEs. The modes are
studied via fluid and hybrid fluid-kinetic codes, with the modes excited
by an external antenna and fast particles.

The modelling codes are described in chapter 2. The major part
of the simulations was performed with the resistive MHD code Jorek,
described in 2.1. The excitation of the TAE modes with an external
antenna required a use of the Jorek-Starwall code suite 2.2, and the
excitation by the fast particles was possible due to the JOREK’s kinetic
extension 2.3. Other codes used in the thesis are described in 2.4.

The experimentally observed features of TAE excitation are ad-
dressed with fluid codes in chapter 3. More specifically, while TAEs
excited with an external antenna were clearly visible in the limiter phase
of the discharge, their excitation and detection appeared to be nearly im-
possible once an X-point had formed during the evolution of the plasma
discharge. The experimental results described in [27] were assumed to
be related to the increase of the damping rates, but the source of the in-
crease was not clearly understood. The results presented in this chapter
therefore aim to address some of the di [cullties encountered in the ex-
periments, and discussed antenna wave propagation in the absence of
the hot particles. To exclude the influence of continuum damping, the
study is performed so that the TAE gap in the Alfvén continuum is kept
open. Numerical studies in the Castor and Jorek codes are presen-
ted which aim to identify the main causes of the said di [cullties arising
with transition from the limiter to X-point geometry. First, the study
performed in the Castor code describing the damping from the region
inside the separatrix with plasma boundary approaching the separatrix
is presented. Further, the results obtained with the Jorek code show
that the main source of increased damping is the region of the open-field
lines.

Chapter 4 describes modification of the purely fluid code Jorek
to include the kinetic terms provided by the code’s kinetic, i.e. dis-
crete particle, extension, therefore allowing the hybrid simulations of
the MHD modes excited by the hot fusion-born alpha-particles. Hy-
brid codes can be used not only for simulations of the destabilization
of TAE modes, but also to study the influence of the fast particles on
other classes of modes (such as sawteeth, fishbones, energetic particle
modes, etc. [28]). Moreover, they are an essential tool for studying the
non-linear MHD phenomena, helping to define the safe working regimes
of future tokamaks. The derivation of the hybrid fluid-kinetic schemes is
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presented together with the details of the implementation in the Jorek
code. The results of the first hybrid simulation performed with the
Jorek code are presented, together with the TAE linear growth rates
obtained for an ITPA benchmark case.

The last chapter 5 combines the subjects of chapter 3 and 4, examin-
ing the behaviour of TAE modes in the presence of both the perturbation
by an external antenna and fast particles. In this chapter, the question
is addressed whether information of the fast particle population can be
obtained by exciting the TAE modes by an external antenna and meas-
uring their resonance frequency and damping rate even in the case of the
fast particle population being too low to directly excite a TAE mode.
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Numerical tools

A rapid development of the computer technologies, and, therefore, avail-
able HPC (High Perfomance Computing) resources, allowed the use of
increasingly more sophisticated and rich numerical tools for explanation
of the experimentally observed phenomena and prognosis for the future
machines, both in regard of their design and stability of the operation.
While analytical models (like the ideal MHD model discussed above) can
give a basic understanding, they are not su Lcieht. The use of the com-
plex codes is necessary for being able to 1) solve more realistic MHD
models 2) take into account real tokamak magnetic field geometry 3)
provide results in the reasonable amount of time.

In this section, the modelling tools used throughout the thesis are
described. The primary tool, the Jorek code, is described in 2.1, to-
gether with its Kinetic extension 2.3, and the modified version coupled to
the Starwall code 2.2. The other codes used in this work include the
equilibrium code Helena and the linear resistive MHD code CASTOR,
described in 2.4.

2.1 The Jorek code

The MHD simulations presented in the following chapters have been
performed using the non-linear extended MHD code Jorek [29]. The
code was originally developed by G.T.A. Huijsmans with the purpose
of studying the edge localised modes (ELMSs) in the X-point geometry,
but was further extended and is now capable of performing simulations
in the the following domains:

ELMs: ELM crashes, cycles, inter-ELM activity, ELM control by
pellets, RMPs, ELM-free QH-mode regimes, impurity transport
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during ELMs

Disruptions: vertical displacement events, massive gas and shattered
pellet injection, halo currents, thermal and current quenches, run-
away electrons

ITG turbulence

The full list of applications and the current state of the code is thor-
oughly described in [30]. The aim of the Jorek code is to perform
nonlinear MHD simulations in the whole domain inside the vacuum ves-
sel, including the core plasma with closed field lines and the region with
plasma on open field lines (scrape-o [CIhyer), intersecting the physical
wall and divertor.

2.1.1 Finite elements method
and space descritisation

Two rather particular design choices used in Jorek will be discussed
further.

The first is the use of the finite elements method (FEM) for the con-
struction of the matrix to be solved from the original set of the MHD
equations. It is a common method for solving systems of partial di[ert
ential equations in fluid dynamics, heat transfer, and electromagnetic
potential reconstruction. In FEM, the original system of equations is
projected with the help of a pre-defined test function v , and integrated
over the whole simulation domain. This resulting equation is called a
weak form of the original equation. The process can be demonstrated
by considering the continuity equation:

z
@—z r (vy+r (Dr) v dv (2.1a)
gt z z/
@
v —dvV = vr (viidv+ vr (Dr )dv (2.1b)
ZV @t ZV ZV
Vv %tdv = r (v vydv + rv vdVv
v zV z
+ r (vDr )div Drv r dv =
zv z v
V VvndS+ rv wvdVv
z5 vz
+ Dvr ndS Drv r dv (2.1¢)
S v
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Several advantages of the FEM should be mentioned. First, the method
replaces the n-th order derivatives on the variables with (n  1)-st order,
moving them on the test functions v . Thus, the first order derivat-
ives on the variables are eliminated, and the second order derivatives
become a first order ones. Second, the method allows rather natural
implementation of the second and third type (i.e. Neumann and Robin)
of boundary conditions as they can be directly inserted in the surface
integral terms.

The second choice for Jorek concerns the spatial discretization.
Since the original purpose of the code was the study of ELMs, and
ELMS are only observed experimentally in the X-point geometries, the
spatial descritisation in Jorek was required to have a possibility to
create grids with X-point. The poloidal symmetry is lost due to the
presence of the open field lines in the X-point geometry. Therefore,
the poloidal plane is represented by a grid in Jorek, becoming the
code’s distinctive feature. In the periodic toroidal direction, the Fourier
representation is used. This reduces the degrees of freedom to represent
the smooth periodic functions in the toroidal direction (as compared to
a 3D grid). Another advantage in keeping the Fourier is that it allows
restricting the simulation to the specific toroidal harmonics n. The
choice of these harmonics depends on the specific application.

For the discretisation in the poloidal plane, bi-cubic Bézier finite
elements are used [31]. While the conventional FEM method is common,
the use of the Bézier elements is a particular feature of the Jorek code.
It allows an accurate representation of the smooth curves, while assuring
the continuity of the represented variables and their derivatives, and the
refinement of the elements.

For clarity, the Bézier curve should first be defined. The cubic curve
in the Bézier formalism is defined through two nodes, Py and P3, two
control points, P1 and P3, and a set of basis functions in the form of
Bernstein polynomials defined in a local coordinate s 2 [0; 1] as:

Bo(s) = (1 s)3; Bi(s) =3(1 s)s; (2.2a)
Bu(s) =3(1 s)s’; Bs(s) =s* (2.2b)
Therefore, a Bezier curve is represented as:
X
P(s) = PiBi(s): (2.3)
i=0

Since in Jorek these curves are used for the descritisation of the
poloidal plane, the points P; contain the coordinates (R;Z);. Other
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variables can be added to the vector, and therefore be estimated along
the curve. For example, in the application to Jorek, these are the MHD
variables (i.e the unknowns), which depend on the chosen model of the
code and will be discussed later. The common representation of space
and the variables is commonly called an iso-parametric representation.

The Bézier description of the cubic curves can be extended to the
bi-cubic surfaces with local coordinates s;t 2 [0; 1] given by:

XXX
P(s;t) = Pi;jBi(s)Bj(t) (2.4)
i=0 j=0

In this formulation, the loop over index i represents a loop over the 4
vertexes of the element, and the index j represents a loop over the four
basis functions.

The positions of the nodes and the control points of each element
are arbitrary. In Jorek meshing, their position is defined such that
the resulting elements are aligned with the flux surfaces of the initial
equilibrium. This allows more accurate representation of the radial and
poloidal anisotropies often encountered in MHD which rise from the
large diLerkences between the parallel and perpendicular transport. An
example of an X-point grid is presented in fig. 2.1. In Jorek, the final
decomposition of the vector P containing the coordinates and the MHD
variables in both poloidal and toroidal directions is:

X
P(s;t; ) =Po(s;t) + (Pn cos(s;t)cos(n ) + Pnsin(s; t)sin(n ));
n=0
(2.5)
where the subscript n = 0:::N corresponds to the toroidal mode number.

2.1.2 Time evolution scheme

Another important feature of the code is the choice of the implicit time
descritisation scheme. The main advantage of this scheme in comparison
with the explicit schemes is the absence of the Courant-Friedrichs—Lewy
(CFL) condition - the restriction on the ratio between the grid size and
the time step r=t. In MHD simulations using an explicit scheme,
the need to resolve the fastest waves in the system would result in the
severe restrictions on the allowable time step. The use of the implicit
scheme alands simulations over a wide range of MHD events on their
timescale of interest while being independent of the fastest timescales
in the system.
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Figure 2.1: Example of the Jorek poloidal grid in X-point geo-
metry. [32]

For an equation of type

OF(u)
ot
where u is a vector containing all the variables to be solved, and F; G

are the operators acting on these variables, a linearised scheme corres-
ponding to the one used in Jorek [33] reads:

@F " @G " n — n @F nt n 1.

a1+) o t o u' = etG" + U u'
(2.7)
where u"™ = u"™! u", and ; - numerical parameters that define
the type of the scheme used. In the case where the relation =05
is satisfied, the scheme guarantees second order accuracy. If parameters
are set to = 0:5; = 0, the equation 2.7 results in a Crank-Nicolson
scheme, and =1; = 0:5 results in a Gear’s scheme. Therefore, both

schemes are available in Jorek, and can be chosen depending on the
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application. It can also be noted that Jorek constructs and solves the
matrix on u", not on u"** directly.

Now, the main disadvantage of the implicit schemes of type 2.7
should be highlighted. In order to resolve it, it is necessary to solve a sys-
tem of equations, which results in longer computational times for each
time step. An estimation of the total size of the matrix can be made.
The total number of the nodes in the poloidal grid depends on the neces-
sary resolution, but can be estimated as Nnodes = Nradial  Npoloidal
1 10% Each node contains Nyariaples- This value in Jorek depends on
a chosen model, but typically it is Nyarianles = 7. For each variable in
each node of the poloidal grid, four degrees of freedom exist correspond-
ing to the four degrees of freedom per node of the cubic Bézier finite
elements. Taking into account the toroidal modes included in the sim-
ulation, the final number has to be multiplied by 2N, 1, consistent
with eq. 2.5. Therefore, the total amount of unknowns can be estimated:

Nunknowns = Nnodes  Nvariables 4 (2Ntor 1) 106 10" (2.8)

This means that the resulting matrix is of a size N2, owns  10%2,
which requires several hundreds of terabytes of memory for its storage
and is therefore numerically unfeasible. However, the matrices contain a
large number of zero elements, since only unknowns from neighbouring
nodes are coupled. This allows to store only the non-zero elements in a
form of a sparse matrix. In Jorek, the methods used for solving large
matrices include the PastiX library [34] and GMRES method [35].

PastiX is a parallelised multi-thread library. It uses the LU fac-
torisation (e.g. decomposition) of the original matrix into two factors,
L; U, corresponding to lower- and upper-triangular matrices. The ori-
ginal matrices are generally too large to be treated by PastiX directly, in
which case the iterative GMRES method is used. The MHD equations
are ill-conditioned such that the GMRES method requires a precon-
ditioner for it to converge. In Jorek, the diagonal blocks of the main
matrix, each corresponding to one of the toroidal Fourier harmonics, are
used as preconditoner. This type of preconditioner is called block-Jacobi
preconditioner. The convergence of the method depends on the strength
of the coupling of the toroidal modes. In the linear phase of the mode
evolution, the pre-conditioner can typically be reused for many simula-
tion timesteps since the coupling between the modes is still weak. But
once the simulation reaches its non-linear phase, the iterative solution
might not reach a satisfactory result in a given amount of iterations,
and a new pre-conditioner is calculated.
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2.1.3 Reduced MHD

There are several models present in Jorek, including, for example, a
full MHD model, a bi-fluid model model with ion and electron tem-
peratures treated separately, and a model for simulation of the massive
gas injection with an additional equation for the neutral density. The
simulations in this following chapters were performed using the reduced
MHD model.

The reduced model is deduced [36] from the standard MHD equa-
tions by using two definitions: 1) B=B +Bp = For +r r
2V = vjj +Vo =B+ R?r ru. These definitions are substituted
in the visco-resistive set of equations 1.32.

Since the toroidal field is constant, the high frequency fast magneto-
acoustic waves are not included in the system, simplifying the simu-
lations in terms of the required time resolution. The resulting set of
equations describes the evolution of the 7 variables, namely, - mass
density, T - temperature, - poloidal magnetic flux, vj; - parallel velo-
city, u - electric potential, w - vorticity, and j - toroidal current:

(O T (V)=r (D>r, +Djrj )+ r’(Dpypr? )+S (2.9a)I

B Qv+ (v )v= r(T)+j B+ r’v+ p,riv vs
i (2.9b)
R> rv a° Gv+ (Vv rv= )
i
r(T)+j B+ rv+r? ,rv. vs (2.9¢)
T+ vV rp+p r v=r ( 2r>p+ jjrjp)+ I pyprp+Sy
(2.9d)
@ = j+R[ ;u]l Fo@ u (2.9)
W=1T1 FpoUu (2.9f)
. 1
j= =R’r Srp (2.99)

R2
Here, the [A;B] =e rA rB notation is used to represent the Pois-

son bracket, and rpgA = @rAeR + @2Ae?. A temperature-dependent
Spitzer-like resistivity has been used in the simulations: = ¢(T=Tg) 3.

2.2 The Jorek-Starwall coupling

A significant part of the work described herein required the use of an
external antenna in the simulation. The Jorek code only covers the
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plasma domain inside the vacuum vessel, and therefore a solution in
the vacuum region that takes into account the external coils has to be
provided by other means. This was possible for the Jorek code thanks
to its coupling with the Starwall code [37]. Starwall, a code de-
veloped in Max Planck Institute in Garching, Germany, was originally
used for the simulation of the resistive wall modes. It includes the
vacuum and the 3D resistive elements with their inductances. When
coupled to Jorek, Starwall provides boundary conditions in a form
of a matrix defining the relation between the tangential and normal
components of the magnetic field at the boundary. This matrix is calcu-
lated by stating the continuity of the normal component of the magnetic
field [38]: N Bjorek = N BstarwarLL. A particular use of the code
in the thesis was the simulation of the external 3D antenna, i.e. 3D
magnetic field coils, with a time varying coil current flowing through
them.

2.3 The kinetic extension to the Jorek code

Another significant developement for Jorek is the recent kinetic exten-
sion described in [39]. The extension is extremely modular and o [erk
a wide range of possible applications. However, for the sake of brevity,
only the options used in the this work will be described here.

The particles extension uses the so-called "full orbit, full f* method.
This means that the paths of all the particles are followed, and no ap-
proximations to the particles position are made. In other hybrid codes,
the gyrokinetic approximation of the particle motion, i.e. following the
guiding centre of the particle orbit instead of its full orbit, is frequently
chosen since it significantly reduces the computational weight of the
simulation. However, keeping in mind that the kinetic extension will be
eventually used in the hybrid code, the full orbit was chosen to simplify
the calculation of the coupling terms.

The particles gyrate due to the Lorentz force, so the equation of
motion which has to be solved by the kinetic extension is the following:

dv;
miditl = Frorentz = Gi(E+Vi B) (2.10)
where the subscript i denotes the i-th particle of the population.
The electric and magnetic fields in equation 2.10 are provided by the
Jorek code. The characteristic times for the Kinetic particles typically
lie in range 10 ° 10 ’s, and the usual timestep used in the fluid part
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of the code is the Alfvén time, 10 & 10 . Therefore, the particles do
10 10° substeps in one fluid step, making the advance of the particles a
significant (and dominant in case of the hybrid runs since the population
of minimum 10% 107 particles to reduce the impact of particle noise)
part of the computational time expenses.

The extension also allows to account for several atomic processes like
recombination, ionisation, sputtering. While not employed in this work,
the necessity to include these processes dictated the use of Sl units for
the extension. Therefore, one should keep in mind the normalisation
required when providing to and requesting data from the MHD part of
Jorek.

2.3.1 Boris-Buneman integrator

Once the electromagnetic fields are defined at each particle’s position,
the equation 2.10 can be numerically integrated. For this purpose, a
widely used leapfrog-type scheme, a Boris-Buneman integrator [40], [41]
(better known as a Boris pusher) is utilized.

First, the original equation should be discretized according to the
leapfrog scheme. In this scheme, the positions are given at times t = t",
while the velocities are evaluated at t = t" 172:

Vn+1:2 4 1=2 Vn+l=2 v 1=2
m =q(E" +
t o 2

BM) (2.11)

rn+l pn -
—5 = vhti=2 (2.12)
Boris method is an explicit method that uses the following defini-
tions:
n 1=2 4 ngn.

vV =V
m 2

+ _ Vn+1=2 ngn.

v m2 '

The absolute value of the vector v is constant, and v™ is a result of the
rotation of the vector v by the magnetic field. Therefore, the velocity
and position evaluation points leap over each other, always remaining
displaced by half a step t=2. This constitution of these definitions into
the original equation, the pure rotation is obtained:

vt v

_ + n
mit = ﬁ((v v ) B" (2.13)
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The Boris method preserves the energy close to machine precision, whereas
the error in the toroidal momentum scales quadratically with the time
step. Its excellent conservation properties explain its wide use in the
field of plasma physics. For example, the Runge-Kutta method, despite
having forth order accuracy, causes numerical drifts. An additional cor-
rection on the angle of rotation can be added to the Boris method to
precisely reproduce the gyration frequency.

2.3.2 Particles initialisation

An assumption that the distribution function of the particles is Max-
wellian at the background ion temperature is used to simplify the particle
sampling from a 6D problem (in r and v spaces simultaneously) to two
separate 3D problems. First, the particles position can be sampled
from the arbitrary distribution function of the particles provided by the
user. For the purpose of preserving the original uniform distribution in
velocity space, instead of sampling the velocities from the Maxwell dis-
tribution, the adiabatic invariants (E, , P ) discussed in section 1.2.2
are used. First, the particle energy is obtained by inversion sampling of
the chi-square distribution with three degrees of freedom (since energy
is a sum of the squares of the three velocity components). Then, the
magnetic moment can be presented as:

B V3,

E v??+vj2j’

(2.14)

and can be shown to be related to the distribution. Therefore, the
value ﬁB can be sampled from the inverse of the known cumulative
distribution function (CDF) of the distribution. Lastly, the gyrophase
is sampled from the uniform [0;2 ] interval. The initial velocities are
recalculated from the invariants. Note that since the leapfrog method

is used, all initialised velocities must be shifted by half a particle step.

2.3.3 Moments projections

In order for the particles to interact with the background plasma, their
moments of the distribution function must be mapped to the finite ele-
ments. This mapping is done via a projection P, a mapping such that
P2 = P. An equation defining the projection P of the value X can be

constructed in its weak form:
Z Z

(Pv)dv = Xv dv; (2.15)
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where v is a test function, and X is the moment to be projected. Since
the particle’s position in space can be described by a -function, the right
hand side of the equation can be reduced to a sum. However, the solution
in this case is often be too noisy. For the purpose of noise reduction,
smoothing terms can be added to the left hand side of equation 2.15 in
the following way:
Z
(PV +SrP rv +sp,pr?Prav +s;rP rjv)dv =
X (2.16)
(X XjwiXv
i
Here, wj is the particle weight, and parameters s, Shyp, Sj define the
strength of the smoothing e[edt. P is defined as:

X
PX)=  pijkHij(s;)H «( ); (2.17)
ijk

where Hij(s;t) are the finite element basis functions in the poloidal
plane, and H . are the toroidal Fourier harmonics. Solving eq. 2.16
yields the finite element expansion coe Lciehts.

2.4 The Helena and Castor codes

These two codes work together in a suite with Helena [42] provid-
ing the reconstruction of the equilibrium and coordinate system for
CASTOR [43] and numerous other codes derived from it.

Helena is a 2D equilibrium code which generates an accurate recon-
struction of the magnetic flux by solving the Grad-Shafranov equation:

= RW() SFYC) (218)

where prime denotes a derivative in . This equation can be obtained
from the MHD momentum equation in static equilibrium:

rp=j B; (2.19)

and represents the balance of forces between the pressure gradient and
the Laplace force. An important consequence of relation 2.19 is that
pressure is constant on the magnetic field lines: rp B =0.

The Helena code, similar to Jorek, uses bi-cubic finite Hermite
elements, along with Picard iterations [44] in order to converge to the
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solution. The code takes experimental data, such as density, temperat-
ure, and g-profiles, in a standard eqdsk format that is used across the
tokamaks. The reconstructed equilibrium is compatible in format with a
number of the common fusion codes, and one of such codes is CASTOR.

Castor is a resistive MHD code that solves the following linearised
system of equations:

@@tl = r (ov1) (2.20a)

0@@th = rpp+ (r Bo) (r A]_) + (I’ r Al) Bo
(2.20b)

0Ty _

OE = ov1 IrTpg ( 1) oTor V1 (2.200)

@@At‘l =vi B, r r Ay (2.20d)

The code uses the Galerkin finite element method. However, the
X-point geometry is not included, and so the simulation domain can
only be extended up to the separatrix. Assuming the time evolution of
the variables is of a form a(r;t) = a(r)e !, one can construct a matrix
eigenvalue problem of type:

A u= B u (2.21)

where A and B are complex matrices, and u is a vector containing the
variables.

Several other codes derived from Castor were used in this work,
among them are:

1. Castor version with external antenna. In this version, mat-
rix 2.21 is replaced with a driven responseone: A u i ¢B u=fy.
The stationary solution is oscillating with a drive frequency g,
and the driving term fy can be obtained by solving the vacuum
equations in the presence of the antenna. Similarly to the Jorek-
Starwall coupling, the boundary condition imply the continuity
of both tangential and normal components of the magnetic field
at the plasma-vacuum boundary. The detailed description of the
code can be found in [45].

2. CSCAS calculates the ideal Alfvén and sound continua for a flex-
ible plasma geometry taking the equilibrium provided by Helena.
The code is described in [46], [47]. It can only provide the ideal
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continuum, since the approximation of the singular and logar-
ithmic in nature dependence of the radial velocity and magnetic
field used in the code are valid only in ideal limits [18], [48]. There-
fore, the resulting continuum might slightly di Cerl from the resist-
ive one [49].
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Chapter 3

TAE excitation by the
external antenna

The behaviour of the Alfvén modes, and TAEs in particular, is hard to
predict and study since the drive is a function of a constantly changing
hot particles distribution, and the mode itself varies with the plasma
parameters. However, in the absence of a strong hot particles drive,
Alfvén modes excitation with an external antenna can be used as a
diagnostic tool to obtain information on the plasma parameters. Such
approach to the Alfvéen modes studies is called active MHD spectroscopy.

The idea behind the active MHD spectroscopy relies on a simple
principle. The frequency of the Alfvén mode can be easily evaluated as
described in 1.4.2. One can therefore run a current through an external
antenna with a frequency sweeping around the assumed value of the
mode. Once the applied frequency matches the exact frequency of the
plasma mode, the mode is being excited and can be detected by the
magnetic diagnostics (e.g. pick-up coils). The antenna current in this
case is chosen to be large enough for the mode to be detectable, and
in the same time it should be creating perturbation small enough to
not cause a significant e [edt on the bulk plasma stability and transport.
The mode frequency can be then traced, therefore providing information
on the evolution of the Alfvén continuum’s structure. Moreover, since
the Alfvén continuum structure depends on the g and density profiles,
additional information about them can be inferred.

In the course of experiments it has been found that while the method
was extremely successful in the limiter plasma discharges, the transition
to a plasma shape with an X-point immediately posed problems on the
mode detection and tracking. This chapter is devoted to the study of the
di Lerknce of the TAEs excitation in the limiter and X-point discharges.

47



CHAPTER 3. TAE EXCITATION BY THE EXTERNAL ANTENNA
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Abstract

Experimentally it is observed that TAE modes are di [Cculit to excite with
an external antenna when the plasma is in x-point geometry. Here, the
e [edt of the X-point geometry on the e [ciehcy of the TAE excitation
with the external antenna is investigated. In the first part of the paper
the influence of the near-LCFS (Last Closed Flux Surface) layer from
the core side on the damping of the TAE modes is calculated using the
linear resistive eigenvalue MHD code CASTOR. The resistive damping
is identified as the main cause of the TAE damping in the open gap
in the Alfven continuum. It is shown that one aspect of the di Cculty
of excitation of the TAE modes in X-point geometry is an increased
damping from the region inside the separatrix. However, the increased
damping with the plasma boundary approaching the separatrix is not
general, and depends on the density profile shape. The second part of
the paper discusses the influence of the TAE behaviour in the limiter and
X-point geometries including the scrape-o Clayer (SOL) in the reduced
MHD code JOREK. It is shown that the dominant e [edt on the damping
of the original TAE mode observed in the limiter configuration is caused
by the additional damping in the region of open field lines, i.e. the SOL.

3.1 Introduction
Fusion plasmas are characterized by the presence of high energy particles

produced as a result of the fusion reactions, or generated by lon Cyclo-
tron Resonance, and neutral beam heating. The high performance of
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fusion devices requires the confinement time of these particles to be
long enough for them to be thermalized and transfer energy to the bulk
plasma before escaping the core region. A number of issues related to the
redistribution and loss of these suprathermal particles was discovered.
In tokamaks, one of the issues is the excitation of global shear Alfvén
modes with their discrete eigenfrequencies existing in the gaps of the
Alfvén continuum. These modes bear a generic name of gap modes.
They can be driven by the free energy contained in the pressure gradi-
ent of the fast particles via wave-particle interactions since their velocity
can be comparable with the Alfvén velocity: v Vajfven = Btor=' 0 ,
where Byor is the toroidal magnetic field, and is the plasma mass
density. Toroidal Alfvén Eigenmodes (TAES) [24] is the name of modes
located in the gap of continuum occurring due to the toroidicity which
causes the coupling of m and m + 1 poloidal harmonics. Being a global
mode, TAEs can lead to fast particles redistribution in space at nearly
constant energy, and therefore aledt fast particle confinement, reduce
heating and current drive e [Ciehcy, cause damage to the first wall, and
decrease overall plasma performance. Therefore, a clear understanding
of the Alfvén modes dynamics is required for a careful operation of a
fusion reactor.

TAE studies in the presence of fast particles are complicated due
to the fact that the fast particle drive of the mode is changing since
TAEs can cause redistribution of the particles. In order to exclude the
e [edt of the altering particles drive, the dynamic of the TAE modes
can be investigated by launching electromagnetic waves by an external
antenna and detecting the TAE response in the form of resonance peaks
with the saddle and pickup coils measuring perturbed radial and poloidal
magnetic fields correspondingly with a synchronous detection technique.

The numerical results of the TAE excitation by an external antenna
presented in this paper were motivated by the experimental observations
on the JET tokamak, where excitation of TAE modes with an external
antenna has been very successful [50]. There, the in-vessel saddle coils
were used to drive an n=1 perturbation as an excitation source for the
TAEs. The driving current is typically 30A and is chosen to be such
that the magnetic field perturbations are of the order of B=B 10 °,
which is small enough to avoid magnetic configuration distortion and
direct changes in the fast particle confinement.

In order to detect the TAE modes, the applied frequency of the
antenna sweeps over the frequency position of the potential TAE gap
until the mode is detected via magnetic diagnostics. As an initial guess

49



CHAPTER 3. TAE EXCITATION BY THE EXTERNAL ANTENNA

for a TAE frequency, a rough estimate of 1o = va=2(R can be made,
where q is the safety factor and R is the major radius, and typically is

100 200kHz. Once the mode has been detected, frequency sweeps
are reduced from the range which allows to cover the whole toroidicity-
induced gap to a range following the TAE resonance full width. An
example of the frequency sweep range transition can be seen in the
top figure in fig. 3.1 at t = 58s for discharge #42870. Knowing the
response over the full resonance width, the resonance frequency and the
damping rates determined as HWHM (half width at half maximum) of
the resonant peak can be calculated (fig. 3.1(bottom)). A more detailed
overview of the JET antennas used for the TAE excitation in the series
of experiments used in this paper can be found in [51] and references
therein.

The analysis of the detected TAE peaks is based on a fitting of the
transfer function presented in detail in [52]. The transfer function de-
scribes the amplitude of the output signal as a function of the frequency
of the input signal:

Y(iY) _ FRy(tg,
X(@i1) ~ Ffx(Dg’

H@Gi!) = (3.1)
where H(j 1) is a transfer function, y(t) and x(t) are output and input
signals, F fy(t)g and F fx(t)g denote the Fourier transform of the signals.
In order to derive the transfer function for TAE detection, one simply
needs to divide the output signal from diagnostics (such as pick up coils)
by the input antenna current.

Presence of the Alfvén eigenmodes means existence of the poles in
the derived transfer function, so that it can be represented as:

HG!) = T ; (3.2)

where N is a total number of resonances (corresponding to the total
number of the TAEs in one gap), ! is the frequency of the input signal,
and px = K + 1Yk is a pole describing the k-th resonance. Fitting the
transfer function to all the available signals provides the values for g
— the TAE peak position, and - its damping rate in the absence of
the fast particle drive. An example of such fit for discharge #42870 is
shown in fig. 3.2, where orange lines correspond to the fitted function
and blue lines correspond to the raw signal.
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However, while TAEs excited with an antenna were clearly visible in
the limiter phase of the discharge, they disappeared when the X-point
formed in the magnetic configuration, possibly due to an increase in
the damping rates [27]. This e[edt can be seen in fig. 3.1. There, the
TAE frequency of 150 kHz and a damping rate =1 1:5% can be
detected in the earlier stage of the discharge, and disappear after the
transition to an X-point configuration occurring att  51:3s. Similarly,
the TAE can again be detected after the transition back to the limiter
configuration around t  58:2s. It has to be clarified that the TAEs
exist in toroidal plasmas, independent of whether or not the driving
source is present in the experiment, and the commonly used formulation
of TAEs not existing simply means that the modes don’t have a high
enough amplitude to be detected by the magnetic diagnostics or cause
a significant redistribution of particles.

The previous extensive studies (e.g. [53], [54], [55], [56], and ref-
erences therein) were performed to better understand the dynamics
and damping mechanisms of global AE modes, showing that the damp-
ing rates increase significantly with shaping of the plasma and the gap
between plasma and the external antenna, strongly depend on the vari-
ation of the plasma profiles at the edge, and are independent of the
toroidal rotation shear.

The aim of the present work is to investigate in detail the e[edt
of the X-point geometry on the e [ciehcy of the TAE excitation with
the external antenna and related damping rate. In this first study the
simplest visco-resistive fluid MHD model is assumed to su [cel It is
clear that a further study should aim to include more possible (kinetic)
damping mechanisms [53]. However, this is left for future work. In the
first part of the paper the influence of the near-LCFS (Last Closed Flux
Surface) layer from the core side on the damping of the TAE modes
is investigated using the linear resistive MHD code CASTOR [43]. The
second part of the paper discusses the influence of the TAE behaviour in
the limiter and X-point geometries including the scrape-o [CTayer (SOL)
in the non-linear reduced MHD code JOREK [29]. The code allows to
fully represent not only the core of the plasma, but the realistic geometry
including the wall, the antenna, and the X-point with the SOL. The
e [edts of the distance between the antenna and the width of the SOL
on the TAE resonance behaviour were studied.
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3.2 Dependence of the damping rate on the near-
LCFS layer

3.2.1 Code description

In the first part of the paper the behaviour of the TAE in proximity of
the separatrix with plasma’s boundary approaching the separatrix from
the core side is studied. Here, three codes are used in order to first
reconstruct the equilibrium, then reconstruct the Alfvén continuum for
a given equilibrium and density profile, and then calculate the plasma
response to an external antenna signal. The electron density profile was
measured in these discharges with the LIDAR diagnostics, while the ion
mixture nt : Nnp was measured by the relative intensity of T and D
spectral lines of T and D atoms at the plasma edge, and also by Neut-
ral Particle Analyzer and Active TAE diagnostics from the variation
in va [27]. The EFIT code [57] was used in order to first reconstruct
the experimental equilibrium. Further, the CSCAS [58] code was used
for calculation of the the radial structure of the n=1 Alfvén continuum
determined for the given input density and equilibrium previously pro-
duced by EFIT. CSCAS is based on the model described in [46], [47].
In this model an approximation of the dependence of the radial velo-
city and the magnetic field to be singular and logarithmic in nature is
used according to [18], [48]. This approximation is only correct for the
ideal MHD model, therefore plasma resistivity is not considered, and
the resulting ideal continuum can only be used as a tool for finding an
approximate TAE frequency and the location of TAE gap. This is due
to an eledt known as the Alfvén paradox discussed in [49], where it is
demonstrated that the resistive MHD continuum is not identical to the
ideal MHD continuum even when ¥ 0.

The analysis of the plasma response to the sweeping antenna signal
was performed with the code CASTOR. The set of linearised resistive
MHD equations solved by CASTOR is as follows:

= r (ow (3.3)
0@@Vt1= i+ (r Bo) (r AD+(r r A Bo (34)
o@@Ttl= ovi rTo (1) oTor vi (3.5)
@g\tlzvl Bo r r A (3.6)
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where , p, vandT are plasma mass density, pressure, fluid velocity and
temperature, B and A are magnetic field and magnetic vector potential,

is the resistivity, and is the specific heat ratio. The values with
a subscript 0 denote the equilibrium quantities, and the ones with a
subscript 1 denote the perturbations. Assuming that the variables evolve
exponentially in time (as a(r; t) = a(r)e 1), this system can be rewritten
in a form of an eigenvalue problem of the form:

R u= S u 3.7

where R and S are complex matrices, and u is a vector of variables. The
version of CASTOR used in this work [59] includes the external antenna
which works as a driving source of a given frequency 'y. The system
of equations can be represented instead of an eigenvalue problem in the
following form:

(R i14S) u=aq(tq); (3.8)

where ag(!q) is a driving term. This system provides a stationary state
solution. With the drive frequency !4 sweeping around the TAE fre-
guency imitating the experiment, the radial structure, frequency, and
damping rate of the TAE can be determined. In the code, the main
plasma is surrounded by a vacuum and an ideally conducting wall. The
antenna is situated inside the vacuum. In a resistive plasma, the bound-
ary conditions for the tangential and normal components of the mag-
netic field are the so-called free-boundary conditions, i.e. continuity of
the magnetic field across the plasma-vacuum interface. The continuity
of the total pressure (kinetic and magnetic) implies that the pressure
perturbation goes to zero at the boundary in a resistive plasma. The
shape of the ideally conducting wall is taken to be the shape of the JET
vacuum vessel.

3.2.2 Case setup

The equilibrium produced by the EFIT code from JET discharge #42870
discussed earlier was used in this work. For the analysis, two equilibria
at t = 52:3s and t = 54:8s with the plasma in the X-point configura-
tion were analyzed. Here the plasma boundary is taken to be a closed
field line flux surface approaching the separatrix. Both CASTOR and
CSCAS can model shaped equilibria closely approaching the separatrix,
but cannot take into account the actual X-point due to the choice of the
straight field line flux surface coordinate system.
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Figure 3.3: Plasma equilibria reconstructed with the EFIT code for equilibria
taken at t = 52:4s (left) and t = 54:8s (right). Black lines correspond to the
flux surfaces, blue line - to the real JET limiter.

The Alfvén continua for both equilibria taken at the times t = 52:3s
and t = 54:8s were reconstructed using the CSCAS code, with the equi-
libria reconstructions corresponding to the X-point phase of the dis-
charge at t = 52:4s and t = 54:8s are illustrated in fig. 3.3. The toroidal
rotation was not taken into account in the simulations as its e[edt is
expected to be negligible in the purely Ohmic dicharge.

The Alfvén continuum with the g and normalised density profiles for
the equilibria at t = 54:8s are illustrated in fig. 3.4. The experimental
electron density in this moment was equal to 5 10°m 3. It can be seen
that the TAE gap is closed due to an overlap with a continuum branch
near the boundary. This means that the antenna signal of any frequency
across the TAE gap will experience a strong continuum absorption when
the propagating signal’s frequency equals the local Alfvén frequency
when crossing the continuum lines.

In order to exclude the e[edt of the continuum absorption, the ori-
ginal experimental density was varied in order to make the gap open
to exclude the crossings and, therefore, the strong damping. Here the
equilibrium at t = 54:8s will be taken as an example. The original raw
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Figure 3.4: Ideal n=1 Alfvén continuum reconstructed with the CSCAS code
for the equilibrium taken at t = 54:8s, together with the corresponding exper-
imental density (red dashed line) and g (blue dash-dotted line) profiles. The
experimental density profile was obtained with the LIDAR diagnostics.
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Figure 3.5: a) Raw and fitted experimental (in green, labeled "raw exp" and
"fitted exp'™) and 2 modified, red (labeled 1) and blue (labeled ""2™), density
profiles for equilibrium taken at t = 54:8s. b) ldeal n=1 Alfvén continua cor-
responding to the three di Lerbnt density profiles illustrated in a). It can be seen
that the experimental profile corresponds to the continuum with a closed TAE
gap, therefore not allowing the TAE identification due to the strong continuum
damping. Therefore, the modified density profiles were chosen in such a way
that the the TAE is less open (like in the case of the first modified profile), or

more open (like in the case of the second modified profile). -
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and fitted experimental density profiles are illustrated on the left in the
fig. 3.5 in green, together with the corresponding Alfvén continua on the
right in the same figure also in green. The experimental density profile
was modified, and the two modified density profiles (corresponding to
blue and red lines in the same plot) were chosen such that only the outer
part of the continuum was changed, varying the width of the open TAE
gap. While varying density, the equilibrium is kept constant, meaning
that the pressure profile doesn’t change, and the change of the dens-
ity profile leads to a compensating change of the temperature profile.
The uncertainty in the measured data allows such an assumption of a
density variation in the pedestal region. The resulting Alfvén continua
are on the right in the fig. 3.5 in red and blue, and an open gap in the
normalised frequency range of '=1,  0:23 0:4 in the case in red and
in the range '=1, 0:23 0:47 in the blue case is now present.
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Figure 3.6: Dependence of the power absorbed by plasma calculated in the
CASTOR code as a function of the applied antenna frequency for the three
density input profiles shown in fig. 3.5(a). The response function corresponding
to the initial experimental density (in green solid line) shows that the TAE in
this case in undetectable.

The sensitivity of the plasma response to the edge density profile
is seen in the fig. 3.6 where the plasma response as a function of the
applied antenna frequency is demonstrated with the use of the CASTOR
code. It can be seen in the figure that the response corresponding to the
original density profile (solid line) doesn’t allow to identify the TAE,
whereas clear TAE peaks corresponding to two new density profiles are
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visible. According to [60], a possible e [edt of the TAE damping induced
in the open continuum gap in the proximity of the continuum tips can
be taking place. Therefore, in this work it was decided to study the
sensitivity of the TAE peaks to the shape of the density in the edge. The
two di Lerknt modified density profiles with lower density in proximity of
the separatrix were chosen, leading to the di[lerknt widths of the gaps.
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Figure 3.7: Dependence of the power absorbed by plasma from sweeping an-
tenna signal on the plasma resistivity. The increase of the damping as a func-
tion of plasma resistivity suggests the dissipative nature of the TAE damping
in the absence of the continuum damping.

One of the important parameters in the CASTOR code used here
which influences the TAE damping in the absence of the continuum
damping ([18], [19], [20], [21]) is the plasma resistivity. It defines the
resistive damping, and, therefore, the width of the TAE peak, as il-
lustrated in fig. 3.7. It can be seen that the damping approximately
scales as rl,f,fm. For the following studies in this chapter, a realistic
temperature-dependent Spitzer resistivity profile was used with the res-
istivity value of = 2:6 10 ® m, comparable to the experimental
one of 5 10 & m. A slightly lower value of the resistivity than

the experimental one was chosen in order to avoid high damping. The
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plasma viscosity is not taken into account.
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Figure 3.8: Dependence of the amplitude of the TAE peak on the number of
the grid points. The good convergence is achievable from the grid number of
601 points which is used in the simulations.

A study of the convergence of the damping rate/peak heights on the
radial resolution of the grid (the number of points in the radial direction)
was performed. As was discussed above, in ideal MHD sound and Alfvén
waves both cause singularities at the radial positions where the antenna
frequency coincides with the local continuum frequency. The radial
width of this singularity is determined by the strength of the damping
mechanisms in plasma, therefore, resistivity in CASTOR. Therefore, the
grid resolution in the simulations should be high enough to resolve the
width of the near-singularity. The dependence of the maximal absorbed
power (height of the TAE peak) on the grid resolution is shown in fig. 3.8.
Simulations presented hereafter are performed with a radial resolution
of six hundred radial cubic finite elements that was su [cieht in order
to achieve a good convergence.

The goal of the presented work is to study the e [edt of the transition
from the X-point to limiter configuration on the TAE stability/damp-
ing rate. For this purpose, the original equilibria was "cut™ along a
certain flux surface so that there are only closed flux surfaces present
in the modelling domain. This maximal outermost flux surface taken
into account (which will be called max in this work) can be chosen
arbitrarily. Therefore, by varying max = 0:95;:::;0:995 with pax =1
corresponding to a separatrix, it is possible to evaluate the change of
the TAE damping rate with plasma simulation boundary approaching
the separatrix.
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Figure 3.9: Example of calculation of the a) frequency scan, dependence of the
power absorbed by the plasma as a function of the applied antenna signal, and
b) the damping rate, determined as HFHM of the TAE response peak. Both
are calculated for di Lerent normalised poloidal fluxes max at the boundary of
the computational domain.

For a fixed max the simulation with the CASTOR code was per-
formed by sweeping the frequency of the applied antenna signal, mim-
icking the experiment. As an example, let us consider an equilibrium
at t = 54:8s and the first density profile corresponding to the Alfvén
continuum in fig. 3.5 in red. The sweep across the open gap around
0:25 0:4 1=1,4 results in response functions corresponding to di [erknt
fixed max are illustrated in fig. 3.9a). Two TAE response peaks can be
identified: the first minor peak with a lower frequency at f  100kHz,
and the second main peak with a higher frequency at ¥ 130kHz. The
corresponding damping rates of the two identified peaks calculated as
HWHM are illustrated in fig. 3.9b). The damping rates of the first minor
peak are not indicated for the max = 0:99;0:995 as the damping rates
are so high that the peak is not distinguishable. The main resonance
at ¥ 130kHz shows a damping rate similar to the experimental values
of 1-2.5% in this discharge. The damping rate increases by a factor of
three with the boundary approaching the separatrix, i.e a8 max ¥ 1.
Mode structures for both TAEs at t = 54:8s are illustrated in fig. 3.10.

It is worth mentioning that the Alfvén continulgdiscussed before did
not include sound waves with frequencies 's =k, p= . The inclusion
of them is illustrated in fig. 3.11 as a combination of Alfvén and sound
continua in black in comparison with the same continua but only with
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inclusion of the Alfvén waves in red. This will result in the overlap
of the sound continuum with the toroidicity-induced open Alfvén gap
leading to the change of the damping rate due to the absorption of
the antenna wave energy by the sound wave at the locations where the
antenna frequency matches the local sound wave frequency.
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Figure 3.11: Alfvén continuum with inclusion of the sound waves (in black)
and without them (in red).
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Figure 3.12: Mode structure of the n=1 TAE peak for the equilibrium at
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imaginary parts of the radial component of the velocity as a function of s = ,
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Sound waves were included in all the simulations described in this
chapter. Their inclusion can be noticed if looking closely at the mode
structure of the parallel velocity, where sharp singularities correlate to
the crossings of the sound continuum discussed above. In comparison,
the mode structures corresponding to the same case but with  set to
zero is illustrated in fig. 3.12.

To determine the influence of the damping due to the sound waves,
a set of simulations for the main TAE peak at f  130kHz without
the inclusion of the sound waves was performed by setting = 0. The
results are demonstrated in the fig. 3.13. It can be seen in the figure
that even though the sound waves have an influence on the damping
rates, the dilerknce does not change the global trend of the damping
rate increase with increase of max. The influence of the sound waves
increases with the value of the poloidal beta, which in this case is , =
0:74, in agreement with results demonstrated in [59], [61]. It should
be mentioned, that for a high | values a more sophisticated kinetic
treatment is required.

e densl, =53 ¥
e dens2,=5/3
31 % densl,T=0
% dens2,[=0
*
%2 * ; i
3 Py .
° °
. °
1= *
H
¥
0.95 0.96 0.97 0.98 0.99
Wmax

Figure 3.13: Damping rates as a function of ,ax for the two modified density
profiles as illustrated in fig. 3.6 and with ( = 5=3) or without ( = 0) inclusion
of the sound waves.

Similarly to the example above, for four cases total with both two
equilibria and two density profiles the frequency sweeps across the TAE
gap range were performed, and in each case two TAEs are identified.
Only one TAE can be traced in the experiment, but it is likely that the
dominant resonance with higher frequency is measured.
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Figure 3.14: Damping rates as a function of ,ax for the first TAE peak with
the lower frequency.
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The damping rates for the first TAE with lower frequency and the
second TAE peak with higher frequency for all four cases are shown in
fig. 3.14 and in fig. 3.15 respectively. Overall, damping rates of 1-3% of
the main resonance are consistent with the experimental observations
for the same discharge. It can also be seen in these figures that damping
rates for the first density are overall higher for both TAE peaks in both
equilibria due to the fact that the first density is higher at the edge,
which leads to lower temperatures and higher resistivities taking into
account constant pressure. The eledt is less pronounced for the lower
frequency peak since it is localised closer to the core, and the change
of resistivity in the edge does not influence it as much as the higher
frequency peak. The sudden decrease in the damping rate for max
increasing from 0.97 to 0.98 can be explained by the change of q profile:
the maximal value of g changes from q = 4 to q = 5, therefore the
mode structure and consequently frequency changes. As expected, the
damping rate increases when approaching the separatrix. This result
indicates that one aspect of the di [culty of excitation of the TAE modes
in X-point geometry is an increased damping from the region inside the
separatrix. However, the increased damping with the plasma boundary
approaching the separatrix is not general, and depends on the density
profile shape.

3.3 TAE excitation in X-point geometry

Section 3.2 was concentrating on the change of the TAE behaviour with
the plasma boundary approaching the separatrix from the core side. In
the second part of the paper the causes of the TAE damping are studied
in the JOREK code in full X-point geometry.

3.3.1 Code description

The simulations were performed using the non-linear MHD code JOREK.
The MHD model used in this work is a single-fluid visco-resistive re-
duced MHD. The reduced model is deduced [36] from the standard
MHD equations by substituting B = B + Bp = For +r r

and v = vj; + v, = v;B + R?r ru, therefore assuming constant
in time toroidal magnetic field. Here, Fog = BgRg is the strength of the
magnetic field at the geometric axis R = Rg, and is a toroidal angle.
The resulting set of equations describes the evolution of the 7 variables,
namely, - mass density, T - temperature, - poloidal magnetic flux,
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vj; - parallel velocity, u - electric potential, j - toroidal current, and w -
vorticity:

%t = r (V)+r(Dsr2 )+ r’(Donypr’ )
(3.9)
@(@tT)z vrr(T) ( DTr v
+r( 2r2T)+ 1% (2nypr3T) (3.10)
%t: j+R[ ;u] Fogu (3.11)
Bz@@tk k;@é’t BF Uve v UGB
%@3 v2B2 +% h ;v|3ij2I
%@3[3 %[p; ] (3.12)
Rr R? r- %l: = R* w;u % R* ;R%jrouj?
REp +[ 0] b+ Rrfw (319
W= U (3.14)
i= — Ry %rpol : (3.15)

Here, the [A;B] = e rA rB notation is used to represent
the Poisson bracket, and rp,A = @rAeR + @zAe%. A temperature-
dependent Spitzer-like resistivity has been used in the simulations: =

o(T=Tp) 32, with ¢ =2:6 10 ° m. The value of the resistivity was
required to be lower than experimental in order to avoid high damping.
The value of the viscosity was set to 4 10 °kg/(m s, which was chosen
such to facilitate the convergence of the simulations, and does not have a
significant e [edt on the value of the resulting damping rate. s, and does
not have a significant e Ledt on the value of the resulting damping rate.
The hyper-di [idivities Dopyp = 10 8m#/sand hyp =5 10 kg m/s
were used in the simulations to improve the numerical stability.

Cubic Bezier finite elements are used for the spatial discretisation
in the poloidal plane, while a Fourier representation is used in the tor-
oidal direction. The choice of the finite elements in poloidal plane allows
a very flexible discretisation with the geometry including the accurate
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representation of the X-point. Finite elements are constructed in such
a way that they are aligned with the flux surfaces of the initial equilib-
rium, which allows to accurately represent the fast parallel trans port
in the SOL. The time discretisation uses the implicit Crank-Nicolson
scheme such that the time step necessary for simulations is not restric-
ted by the grid size. The simulations were performed with a time step of

t = 0:5="""¢ o s which is su Lciehtly small to resolve the typical TAE
frequencies (up to 200kHz).

The JOREK code is coupled with the STARWALL code which allows
to include active coils [37] enabling the simulation of the excitation of
TAE modes with an external antenna in full X-point geometry, includ-
ing the scrape-o [1dyer. The JOREK domain includes the main plasma
and the SOL. In the JOREK-STARWALL code, the JOREK domain
is surrounded by a vacuum and a resistive wall. As for the CASTOR
code, the antenna is situated in the vacuum, and the free-boundary con-
ditions, i.e. continuity of the magnetic field, are used. The magnetic
field boundary conditions are calculated by the STARWALL code once
before a JOREK simulation for a given plasma and wall geometry. The
resulting so-called response matrices are used in JOREK for the mag-
netic boundary conditions and the time evolution of induced currents
in the resistive wall. Here the resistive wall is modelled on the JET va-
cuum vessel (see fig.3.20). The wall resistivity is taken to be 2:5 10 !

/m. On the open field lines, leaving the JOREK domain, the bound-
ary conditions on the density, temperature and parallel velocity are so-
called divertor sheath boundary conditions: the parallel velocity is set
to the local sound speed, the condition on the heat flux links the parallel
convected and conducted energy through a sheath transmission factor.
The density is flowing out naturally. The potential is set to zero on the
boundary. On the parts of the JOREK boundary where it is aligned
with the magnetic field, the conditions on the temperature, density ,
parallel velocity and electric potential at the boundary of the JOREK
domain are such that the perturbations with respect to the initial state
are set to zero on the JOREK boundary (i.e. outside the SOL).

Unlike CASTOR, the JOREK code was used in a time dependent
mode. The plasma-vacuum-antenna system is evolved in time until a
stationary state is obtained. The plasma behaves as a driven oscillator,
and therefore the response function will look dilerently for a resonant
and o [zrésonant cases. An example of such temporal evolution of the
kinetic energy of n = 1 mode for a limiter case is illustrated in fig. 3.16.

Here, the dashed curve in grey corresponds to the resonant case
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Figure 3.16: Temporal evolution of the kinetic energy of n = 1 mode for a
resonant case with applied antenna frequency ! = 114kHz (in dashed gray) and
an o [=résonant case with frequency with applied antenna frequency ! = 120kHz
(in black).

Figure 3.17: The grids used in the JOREK simulations in the case without
the SOL (left) and with the SOL (right).
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with frequency f = 114kHz, and the solid black curve corresponds to
the o[=résonant case with f = 120kHz. In this example it can be seen
that plasma behaves as a driven damped harmonic oscillator, with its
non-resonant response initially growing, but eventually settling down
to a steady pattern. Contrarily, its resonant response amplitude grows
monotonically until it reaches its final value. The time needed for the
steady solution to be reached is inversely proportional to the damping
present in the system. The typical simulation time therefore depends
on the chosen resistivity, and requires  10° Alfvén times in this set of
simulations.

3.3.2 Case setup

In order to isolate a specific e [edt of the presence of the scrape-o [layer
(SOL) the initial equilibrium taken from the JET shot #42870 at the
moment of time t = 54:88s which corresponds to the X-point phase of
the discharge was analyzed in two ways. In the first case the plasma
boundary was set at the flux surface norm = 0:995, therefore not in-
cluding the SOL, and in the second case the whole equilibrium with a
real X-point and the SOL was taken. The examples of the grids for
both cases are illustrated in fig. 3.17. The n=0 mode of the equilib-
rium and initial profiles are kept constant throughout the simulation for
both cases, only allowing excitation of the n=1 mode without a change
of the Alfvén continuum. The density profile, and, therefore, Alfvén
continuum correspond to the ones referred to as first modified density
profile used previously in the studies with the CASTOR code shown in
fig. 3.5 in red.

The scans across the frequency range performed for both cases to-
gether with the corresponding CASTOR case are shown in fig. 3.18.
In the no-SOL case (marked with squares in the figure), two TAE
peaks are found which are split into a main resonance with a frequency
T, = 114kHz and a smaller peak just at the upper edge of the TAE gap
with a frequency f, = 136kHz. Since in the no-SOL case the X-point
geometry is not taken into account, the result can be compared to the
one produced by the CASTOR code for the same equilibrium. The case
analyzed with the CASTOR code is presented in the same figure in a line
with star markers with the height of the peak normalized to the same
value as the main resonance in the no-SOL JOREK case. The two peaks
demonstrate good agreement with the main TAE peak in CASTOR hav-
ing a slightly higher frequency of f = 125kHz, and a lower damping rate
of =1 = 2:1% in CASTOR versus =! = 4:2% in JOREK. A direct
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Figure 3.19: Mode structures of the main TAE peaks in JOREK (top row) and
CASTOR (bottom row) simulations. Real and imaginary parts are presented
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Mode structure of the TAE with Mode structure of the TAE with
lower frequency in the case without  higher frequency in the case without
inclusion of the SOL. inclusion of the SOL.

Mode structure of the TAE with Mode structure of the TAE with

lower frequency in the case with higher frequency in the case with
inclusion of the SOL. inclusion of the SOL.

Figure 3.20: Poloidal cross-sections representing the mode structure of electric
potential of the n = 1 mode. The mode structures at the top row clearly
demonstrate that this an even (left) and odd (right) mode. The red squares
visible slightly below the midplane to the right of the main plasma are the
antennas used for the TAE excitation.
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comparison of continua in the two codes is not possible since JOREK is
a time-dependent code, and the continuum for it cannot be calculated
directly. As both codes are run using the same initial equilibrium and
input profiles, and the n=0 mode JOREK is not evolving, one can say
with a significant confidence that the Alfven continua are identical at the
beginning of the simulations. A possible explanation for the di[erknce
on the resonance frequency between the CASTOR and JOREK results
is the presence of the viscosity terms in the JOREK model which are
not included in the CASTOR MHD model. This may lead to a small
modification of the frequency of the TAE modes. The peaks in both
codes have a similar mode structure illustrated in fig. 3.19.

If in the no-SOL case the strong resonance observed both in the
experiment and in the CASTOR code is recovered, it disappears in the
case with the SOL and X-point included. The result of the simulation
for this case with X-point is illustrated in fig. 3.18 in a line with circular
markers. As can be seen, only one of the two original resonances remains,
namely the secondary peak at f, = 136kHz.

The 2D poloidal mode structures for the no-SOL and SOL cases
are shown in fig. 3.20. Note that the amplitude of the modes in the
figure have di Lerknt scales. In the case with no SOL included (top row),
the first mode exhibits an even mode structure [62] with a maximum
amplitude on the low field side, whereas the second mode with a higher
frequency is an odd mode, and its amplitude is higher on the high-field
side. Comparing the dominant modes in the no-SOL and SOL cases
(on the left in the fig. 3.20, top and bottom respectively) it is clearly
visible that the mode disappears, when the second mode with a higher
frequency (on the right in the figure) remains.

As in the case with the CASTOR code, the necessary poloidal res-
olution has to be used in the simulations to properly resolve the thin
resistive layer. The results of the simulations performed with a di Lerknt
poloidal resolution of the grid are shown in fig. 3.21, while the frequency
of the antenna and its position were not changed. A resolution of 101
poloidal points was used in the simulations without the X-point, while
the X-point cases required a more accurate grid with 151 points.

3.3.3 Antenna position

The eledt of the distance between the antenna and the plasma could
influence the identification of the mode. A scan of the antenna position
with regard to the plasma boundary, i.e. the last surface taken into
account, was performed while keeping the antenna shape and frequency
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Figure 3.21: Dependence of the kinetic energy of the n=1 mode on the poloidal
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of the oscillation constant. Note that in both cases the antenna remains
outside of the JOREK grid. The results of the scan for both SOL and
no-SOL cases are illustrated in fig. 3.22. In both cases the amplitude
of the mode has significantly increased (by more than 50% in the SOL
case and by 30% in the no-SOL case) with antenna getting closer to the
plasma boundary.
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Figure 3.22: Dependence of the kinetic energy of n = 1 mode on the distance
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For two dilerknt antenna positions the frequency scans were per-
formed, with results presented in fig. 3.23. As expected, the damping
rate does not depend on the antenna position. However, moving of
the antenna closer only influences the amplitude of the mode, therefore
complicating the excitation and consecutive identification of the mode.
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Figure 3.23: Dependence of the kinetic energy of n = 1 mode on the ap-
plied frequency of the antenna for the no-SOL case with two di [erbnt antenna
positions: 12:5cm and 17:5cm away from the plasma boundary

3.3.4 Influence of the SOL width

A possible explanation of the increased damping in the X-point phase
of the discharge is the existence of the SOL. A set of simulations with
the SOL width being varied from 0 cm (corresponding to the case of no
SOL present) to 2 cm was performed in attempt to follow the evolution
of the TAE mode. Note that the SOL width here denotes the actual
physical width of the SOL in the midplane taken into account in the
simulations, not the e-folding length. In the fig. 3.24 (left) the midplane
temperature and density profiles are illustrated, with the close ups on
profiles in the SOL region on the right of the figure.

The results of the SOL width scan are presented in fig. 3.25. In
the figure, the initial response peaks of the kinetic energy of n = 1
TAE mode with the SOL width dso. = 0 cm corresponding to the
no-SOL case discussed above at f = 113 kHz (main peak) and f =
137 kHz (secondary peak) are shown in circular markers. While the
secondary peak remains at its place with the increase of the SOL width,
the main peak is experiencing a strong damping with its amplitude
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Figure 3.27: Mode amplitude (top) and damping rate (bottom) as a function
of the midplane SOL width. The gradual decrease of the of both the mode amp-
litude and the damping rate refutes the assumption of the continuum damping
on the open field lines as was illustrated for coronal loops in [63].

A possible explanation of the increased damping in the SOL is exist-
ence of an Alfvén continuum on the line-tied open field lines in analogy
to what was proven to exist in [63] for coronal loops, which could cause
the continuum damping of the mode in the SOL.

If the theory applies to the tokamak case, one would expect a sudden
change in the damping rate with the increase of the SOL width once
the resonant surface is included in the SOL. To check this theory, the
damping rates can be calculated knowing the peak width as was done
in the Sec. 3.2, and the results are shown in fig. 3.27 (bottom) with the
amplitude of the main peak evolution (top). In can be denoted from the
figure that the damping increment is a smooth function, which disagrees
with the suggestion of the existence of the continuum. Therefore, the
main cause of the increased damping coming from the SOL region is
believed to be a wave cut-o [y the SOL with short fieldline lengths,
but this assumption requires further investigation.

3.4 Conclusions

This paper discusses the e [edt of disappearance of the TAE mode peaks
occurring with the transition from the limiter phase of the discharge to
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the X-point phase observed experimentally on JET with the saddle coils
used as an external TAE antenna and made an attempt to identify the
reasons causing this e [edt.

In the first part of the paper the influence of the near-SOL layer
from the plasma core side with the use of the linear resistive MHD code
CASTOR was studied. The results for two di[lerent magnetic config-
urations and two density profiles chosen such that the gap in Alfvén
continuum is kept open to exclude the continuum damping were ob-
tained. In both cases two TAE resonances located in the open gap were
identified, with damping rates of up to 6% for the first minor peak with
lower frequency and of 1 3% for a major peak with higher frequency,
which are comparable values with the typical experimental results. The
TAE with a lower frequency does not exhibit any specific trend with
the domain boundary approaching the separatrix. However, the main
TAE peak with the higher frequency in all four cases has a trend of the
increased damping coming from the near-SOL region.

The second part of the paper was concentrated around a study of
the presence of the separatrix and the SOL on the mode behaviour in
the non-linear resistive MHD code JOREK coupled to the STARWALL
code, allowing to directly model the experiments with the sweeping an-
tenna signal. Including X-point and SOL, the results similar to the
ones obtained before in the experiment were recovered, namely the ab-
sence of the detectable mode in the X-point case. The influence of the
distance between the plasma and the antenna and the damping in the
SOL were addressed. The antenna positioning had aledted the TAE
amplitude with the move from 10 cm to 1cm away from the boundary
causing the mode amplitude increase by 30%. It was shown that the
dominant e[edt on the damping of the original mode observed in the
limiter configuration is caused by the change of the SOL width.
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Chapter 4

Hybrid Kkinetic-fluid
extension of the JOREK code

As was discussed in chapter 1, while MHD codes can be used as a
powerful instrument for the description of the plasma stability, not all
the e [edts can be captured by the MHD fluid model due to the averaging
of the microscopic fluctuations. One notable example is the influence of
the presence of energetic particles on the MHD stability. There are sev-
eral approaches allowing to capture these e [edts extending the standard
MHD model.

For example, one can assume that the mode structure of the resulting
instability is given by the ideal linearised MHD model itself, and does
not depend of the properties of the fast particles. This allows writing
the evolution equations of the amplitude of the given MHD modes as a
function of the fast particle content. The particles then evolve in the per-
turbed electric and magnetic fields due to the linear MHD modes. This
approach is, for example, used in the code Hagis [64]. A disadvantage
of this approach is that it does not describe instabilities that are essen-
tially created by the fast particles, i.e. there is no underlying linear MHD
mode structure. An example of this are the so-called energetic particle
modes (EPMs) [28]. To study the influence of fast particles without the
assumption of a given mode structure, non-linear MHD codes have been
extended to include fast particle e [edts. Examples are the MHD codes
Mega [65] and Nimrod [66], and the reduced MHD code Hmgc [67]. In
these non-linear MHD codes, the gyro-center orbit of the fast particles
is used to trace their movement. In the Xtor code [68], the full orbit of
the fast particles is used. The Jorek code is therefore the only of the
aforementioned ones that uses the reduced MHD model in combination
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with the full orbit kinetic extension.

A possibility of the MHD mode excitation in the presence of the
high energy particles exists under certain conditions. Since the stand-
ard MHD model does not account for these events, a special treatment
of the energetic particles in the scope of the MHD theory is required.
Namely, the system of the MHD equations has to be extended to a so-
called kinetic-MHD hybrid scheme. Such schemes, while still making
approximation on the particle population, preserve the advantages of
the fluid model in terms of the simulation time reduction, simultan-
eously allowing the significant extension of the covered phenomena. In
the current chapter, the overview of the hybrid schemes and their im-
plementation in the Jorek code is discussed, and further the results of
the benchmark are provided.

The two commonly used schemes are referred to as the PCS [69]
(pressure coupling scheme) and the CCS [70] (current coupling scheme).
They were first applied to the tokamak cases in [71, 72] (PCS) and in [73]
(CCS). Here, an overview of the derivations summing up the work in the
aforementioned references will be presented in the section 4.1, with the
schemes implementation in the Jorek code discussed in section 4.2. In
section 4.3 results of the benchmark case using the implemented model
are presented.

4.1 Derivation of the fluid-kinetic model

In order to demonstrate the origin of the new terms appearing in the
fluid equations, one should follow the derivation of the one-fluid MHD
system starting from the bi-fluid system 1.27. In the derivation, the new
terms coming from the hot particles are distinguished in blue.

First, as previously explained in section 1.3.2, one of the basic as-
sumptions used in the MHD model, the quasi-neutrality, should be sat-
isfied. Therefore, in the presence of the hot population the definitions
of the total charge and the current density as in eg. 1.26 change to

= GeNe + GeNi + GnNh,  Jt = JeNeVe + QiNiVi + GhNpVh = jp + jn COI-
respondingly. The subscripts , and  hereafter correspond to the bulk
plasma consisting of electrons and ions and the hot particles popula-
tion. Consequently, the Kinetic (i.e. hot) population now influences the
magnetic field created by the plasma:

r B=jt=ih+]n (4.1
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As shown in, for example, [74] and [72], one can then write the
equations of motion for the bulk plasma ions electrons, and add the third
equation describing the hot particles in the same form as in eq. 1.24:

iGvi+ i(vi vi= rpi r i+agn(E+vi B)+R;
(4.2a)
e@tVe+ e(Ve NMVe= rpe r +gn(E+Vve B)+Re
(4.2b)
@t hWvh= ¥ nh+dhE+jn B (4.2¢)

It has to be underlined that in the equation 4.2c the stress tensor r
contains the (v r)v term, while the equations 4.2a, 4.2b both contain
the pressure tensor. Summing all three equations, one arrives to the
following equation describing the evolution of the hot particles and the
background plasma together:

dtv+0@ hvh= rp r =+ (Qini+0eNe +0nnp) E
+ (QiniVi + geNeVe + gnNhvh) B (4.3)
div+0t hwwh= rp r ,+j B

The new equation of motion which describes the evolution of the plasma
but also taking in to account the influence of the kinetic particles in the
CCS can thus be achieved by subtracting the equation 4.2c from the
equation 4.3:

dv= rp dnnhE+ (e jn) B (4.4)
Otherwise, in order to obtain the moment equation in the PCS,

one should subtract from equation 4.3 only the parallel component of
equation 4.2c:

dtv+ 0@t hvh2 = rp (r n)o OhhEx+je B, (4.5)

and further assuming that 1) the perpendicular momentum of the hot
component is negligible in comparison with the one of the bulk plasma
0t hVh? = 0; 2) Ey is small in comparison with E-, and therefore can
be omitted resulting in the PCS:

dv= rp (r h)->+jt B; (4.6)
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It is clear that the PCS scheme involves more approximations made
during the derivation compared to the CCS scheme. Some authors,
for example, in [75, 76], claim that these approximations lead to the
scheme being non-Hamiltonian, therefore having poor energy conserva-
tion properties and causing the growth of numerical instabilities. These
instabilities could be avoided in the scope of the CCS coupling scheme.
However, the use of the PCS model is more widely adapted in the cur-
rently used tokamak codes. First, only one moment of the particles
distribution, namely the total pressure, needs to be projected in the
PCS scheme. But the main reason of the preference towards the PCS
in the community can probably be explained by the higher noise intro-
duced in the simulation by the CSS. The issue of the noise handling in
the hybrid simulation within the Jorek code will be addressed later.

4.2 Implementation in Jorek

Since the additional terms enter the system of the MHD equations, their
weak formulations in the scope of the reduced MHD have to be derived.
In the reduced MHD model the projections of the momentum equation
is used twice, in the equation describing evolution of the parallel ve-
locity 2.9b and in the electric potential 2.9c. In order to derive these
equations, the momentum equation has to be multiplied by v B (:::)
and R2 rv  a® (:) respectively. Therefore, for each of the chosen
schemes the new terms will figure in two equations too.

The coupling of the fluid and particle contribution requires the ex-
pression of the discrete kinetic particles properties in terms of moments
that can be added to the fluid equations. As described in section 2.3.3,
this is done by projecting the particle properties X onto the finite ele-
ments representation of the moments P:

z
2 2 r r —
(Pv +srP rv + ShypFr“Preov + Sjj ij iV v =

Z x< 4.7
= (x  xp)wiXv dV

Here, w;j is the weight of each particle at position x;j, and s, Shyp, Sjj are
the projection smoothing coe [ciehts. The X variable will be defined
separately for each scheme further.
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421 CCS

For the CCS, there are two additional terms entering the momentum
equation.

1. The hot particles current term (jv jn) B

In the equation on the electric potential, the current term in the
weak form becomes:
z z

RZ rv  a (¢ jn) B)dV = J

=+, v Jav
v v R N

(4.8)

The projection of the momentum equation in the reduced MHD
formulation removes the poloidal currents from the equation, such
that only the toroidal currents from both the particle distribution
and fluid part appear, in consistency with the reduced MHD as-
sumptions. Here, the projected variable entering the equation 4.7
is defined as X = gnnnv,, o, With ¢ being a normalisation coef-
ficient between kinetic and fluid parts of JOREK, the kinetic one
being written in Sl units. No additional terms appear in the par-
allel velocity equation since B ((jt+ jn) B)=0.

2. The hot particles charge density gannE

The electric field in Jorek can be represented as E = Fgru +
@ a3. This definition can be substituted in the charge density
term. Then, the weak form of the electric potential reads:

Z
R> rv a® gnnhForu+gnnn@; ad dv =
v z (4.9)

= ghnpFoR[u;v JdV
\Y

The weak form of the term added to the parallel velocity equation
is:
z
gpnpv B Foru+@; ad dv =
z v, (4.10)

F F F
= gnhpv R—%@3U+E°[u; ]+R—2@t dv

\

The projected variable is defined as X = qhnhp 0= 0.
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4.2.2 PCS

Only one term is entering the momentum equation in the PCS - the
Kinetic pressure tensor (r  )-. Since the perpendicular part of the
tensor is used, its projection on the magnetic field vanishes (B (r )-» =
0), and therefore the new term does not enter the equation on the parallel
velocity.

The results presented hereafter are obtained with the use of a sim-
plified PCS where the o [=diagonal terms in the pressure tensor are neg-
lected. Further, instead of the component of the pressure tensor perpen-
dicular to the magnetic field, a component perpendicular to the toroidal
direction is taken:

Z Z

R> rv a@ (rppdV = R[v ;ppldV =
v zV z
= pn[R;v ]dvV = Rpp@zv dV
v v

(4.11)

This simplification allows to utilize the commutative property of the
Poisson bracket to lower the order of the hot particle pressure. This is
the advantage of the use of the weak form in the finite element method:
only the moment of the hot particle pressure is required, not the gradi-
ents of this pressure.

The variable X for projection is defined as X = 1 o(vZ g + V2, +
V2 ).

4.2.3 Time evolution

The time evolution of the hybrid scheme in Jorek is done through a
simple explicit scheme. The schematic representation in fig. 4.1 illus-
trates the following steps:

1. The initialisation of the fluid variables, either through the import
of the restart file, or through solving the Grad-Shafranov equation.

2. The particles are also either initialised from the background plasma
parameters according to section 2.3.2 (a) or imported from the re-
start file (b).

3. The Kinetic timesteps are performed going forward in time, start-
ing from the last know fluid step t,, 1. The Kinetic timestep, ini-
tially chosen to resolve the full orbit, is then slightly altered so
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Figure 4.1: The scheme of the time evolution of the hybrid fluid-kinetic sim-
ulations.

that i tyinetic = truig, Where i is an integer. The typical values
of the kinetic timesteps for the alpha particles used in the simula-
tions below are 10 0s. Since the typical hot particle timestep
is significantly smaller than the fluid one, for a typical applica-
tion there are at least 100 1000 kinetic time steps in one fluid
step. Since the fluid variables, and therefore the fields in which
particles evolve, are only determined at the moment of time t, 1,
the kinetic particles evolve in static fields between t, 1 <t < t,.

Once the kinetic time stepping is complete, the kinetic contribu-
tion at the time t, in the form of the pressure tensor or the current
is projected onto the Jorek grid.

. The MHD timestep is performed, evolving the plasma parameters

from the time t, 1 to ty. A typical MHD timestep used in the
simulations is 10 ’s.

The kinetic particles are now evolving in the new electric and
magnetic fields given at tp.

. Then, the cycle continues with the Kinetic timestepping at the

time from t, to th+1.
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4.3 Benchmark

4.3.1 Description

The standard ITPA (International tokamak Physics Activity, experts
groups addressing ITER issues) benchmark case [77] was used for the
verification of the models in the Jorek code. In this section, the descrip-
tion and results of the benchmark will be discussed. For the benchmark,
a large aspect ratio circular tokamak with a major radius of R = 10:0
m, a minor radius of a = 1:0 m is considered. The bulk hydrogen
single fluid plasma is initialised with a flat density profile n, =2 10%°
m 3. The temperature is chosen to correspond to the pressurlg profile
p=717 10%+6:811 103s+3:585 10%s? Pa, where S =" norm,
and is a toroidal magnetic flux. The equilibrium is reconstructed in
the Helena code without taking into account the additional Shafranov
shift due to the fast particle pressure. The resulting n=6 Alfvén con-
tinuum and g-profile are presented in fig. 4.2. The TAE gap with a
normalised frequency of 1=1, = 0:282 existing due to the crossing of
the m = 10 and m = 11 harmonics is centered around s = 0:5 and is
clearly visible in the figure.
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Figure 4.2: The n=6 Alfvén cong:puum (left) and g-profile (right) of the ITPA
benchmark case. In the figures, = is a normalised square root of a poloidal
flux.

The energetic particle population is represented with deuterium ions
with a Maxwellian energy distribution, with the fast particle temper-
ature varying in the range [100;700] keV. The radial density profile
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with a maximum gradient at the location of the TAE gap is given by
Nep (S) =Nocz exp & tanh ((p§ Sp) =C2) , where ng = 1:44 10Y/

m 3, co = 0:49123, ¢; = 0:298228, c, = 0:198739, cg = 0:521298, res-
ulting in a profile presented in fig. 4.3.
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0.0 0.2 0.4 0.6 0.8 1.0

v t»Unorm

Figure 4.3: Particles radial density profile.

In the reduced MHD framework which the version of the Jorek code
described in this work is based on, one of the MHD variables is a poloidal
flux p. The toroidal flux v is therefore not directly calculated, but
can be accessed through the definition of the safety profile, namely g =
@ t=@ p. The proper fit can thus be obtained for the sake of the hot
particle initialization from the background parameters. The resulting
fit for the normalised flux is 1 =0:955 p +0:045 2.

4.3.2 Modelling setup

In the benchmark, a mesh with n, = 50 radial elements and ny, = 32
poloidal elements was used. All of the dissipative parameters such as
resistivity, viscosity, and smoothing parameters are chosen such the sim-
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ulation is numerically feasible, but the resulting damping is negligible
in comparison with the growth rates of interest, and will be discussed
later. The linear simulations were performed in such a manner that the

Potential

-1.970e-05 -9.7e-6 0 9.7e-6 1.929e-05

HI\I\IHWHHIH

Figure 4.4: The 2d structure of the electric potential. The TAE mode
illustrated in the figure is excited by the 400 keV particles. The zone

N = [0:01; 0:575] where the evolution of the plasma is allowed is marked
with blue lines.

n =6 MHD modes are allowed to evolve around the mode radial local-
isation from p§n = 0:012 to N = 0:575, as illustrated with blue lines in
fig. 4.4. Outside this region, the plasma parameters are restricted from
evolving since the numerical noise induced in the background plasma
by the kinetic particles complicates the calculation of the energy of the
system, and therefore contributing to the error in the energy growth
rate.

The equilibrium, i.e. the n = 0 component, is kept constant through-
out the simulation. Normally, the initial perturbation has to be present
in the MHD simulations in the absence of external drives. However, in
the presence of the kinetic drive, the initial perturbation is not neces-
sary, and was set to zero for the flux and velocity perturbations. This
guarantees that the imposed perturbation does not have an influence on
the final mode structure and the mode evolution.

90



CHAPTER 4. HYBRID KINETIC-FLUID EXTENSION OF THE JOREK CODE

To further precise the growth rate value, instead of setting the initial
perturbation value at all, as discussed above, or setting it to a constant
small value as done normally in the MHD simulations, it can be initial-
ized with a perturbation repeating the expected TAE mode structure
rescaled below the noise level. This can be achieved self-consistently
the following way. First, the mode is evolving in the presence of the
fast particles, therefore creating the correct mode structure of the n =6
mode. Then, restarting the simulation after the mode has saturated by
multiplying the perturbations by a small number. In the simulations
presented here, the perturbations were rescaled to 1% of its saturated
level. This allows an easier evolution of the mode in the presence the
noise to prolong the exponential phase of the linear growth.

4.3.3 Noise level reduction

Figure 4.5: The energy (left) and electric potential (right) traces in the
sample hybrid simulations using the PCS model performed with N =
108;107; 108 particles. The noise level in energy in the initial phase up
tot 200 is due to the noise induced by the finite number of particles.
For a small number of particles this initial noise level clearly reduces
the phase in which the linear exponential growth can be observed. The
time traces of the electric potential at the position of the TAE mode
show a similar behaviour.

The main di Cculty confronted in the simulations is treatment of
the noise level in energy. Firstly, the energy traces can be be used in
calculation of the mode growth rates. These traces for the PCS method
are illustrated in fig. 4.5 (left). A notable di Cculty in the analysis was
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the uncertainty in the calculation of the growth rates themselves. The
moment of transition from the linear growth rate phase to the saturation
phase cannot be clearly defined. This is majorly due to the presence of
the oscillation of the mode amplitude. Therefore, it has always be kept
in mind that the resulting growth rates have quite large error bars of
up to  10% depending on the choice of the start and the end points of
the linear fit. These traces can be therefore used as an initial indicator
of the mode growth, but the exact values of the growth rates can be
further refined.

Figure 4.6: The energy noise level calculated as an average value in the
time interval [20;100] in Jorek time units, corresponding to [4; 20]
10 s for the CCS in blue and PCS in black.

Further, the intrinsic feature of the kinetic simulations is the depend-
ency of the noise level in the variab&s on the number of the particles[78],
and the expected dependency is 1= N, where N is a number of particles.
This dependency is confirmed when looking at the noise level in energy
calculated using both PCS and CCS schemes for the excitation of the
TAE mode by the 400 keV particles for the total number of particles
Nparticles = [10°:::108], illustrated in fig. 4.6.

Here, the noise level is defined as an average value in the time in-
terval [20;100] in Jorek time units, corresponding to [4;20] 10 6s.
Since energy is a quadratiﬁﬁlue, the expected Bceﬁendency for the en-
ergy is inverse linear: (1= N)? = 1=N. The 1= N dependency is also
confirmed for the noise level in the electric potential traces illustrated
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in fig. 4.5 (right). Given the high noise level of the CCS scheme, the
results presented further in the thesis are obtained with the use of the
PCS scheme. Further, a total number of N, = 107 is used in order in
the parameter scan cases, and N, = 102 particles in the final benchmark
runs.

4.3.4 Benchmark results

In order to further precise the growth rate values, instead of using the

energy growth rate, the variables growth rate was used. For example,

in the case of the 400 keV particles, the mode structure evolution is the

period of time of t = [1000; 9000] Jorek time units, corresponding to

t=[2 10 41:8 10 3]s for electric potential u and the magnetic flux
illustrated in fig. 4.7.

Figure 4.7: The example of the evolution of the m = 8:::13 components
of the electric potential u (left) and magnetic flux (right) n = 6 mode
excited by the 400 keV particles.

In order to calculate the growth rates, the time dependence of the
values of the m = 10; 11 components of and u are taken at the fixed
positions of § = 0:2575 and N = 0:275 respectively and are illus-
trated in fig.4.8. Since the energy is a quadratic value, unlike the in-
dividual variables, the growth rates calculated from both traces diler
by a factor of two. In this case, the growth rate calculated at the time
period [400; 800] s with the energy traces has a value of =13:8 108
s 1, while the one calculated with the amplitude of the poloidal har-
monics yields =175 10%s 1. The growth rate determined from the
harmonic amplitudes is more accurate due to the lower noise level.

Further, several parameters which define physical and numerical
damping in the system and the choice of the suitable values for this
parameters to be used in the benchmark is discussed.
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Figure 4.8: Time evolution of the n = 6 total mode energy in the left
plot and amplitudes of flux and potential in the right plot for the case
of the 400 keV particles for N = 107,

Damping rate dependence on the resistivity and viscosity To
evaluate the values of the dissipative parameters in the system, first the
simulation is run until a moment where the TAE mode excited by the
fast particles is linearly growing. At this moment, the kinetic particles
are artificially removed from the system, therefore the drive is ceased.
Then, the damping rate can be evaluated, similarly to the growth rate,
as an slope of the exponentially decreasing energy.

Figure 4.9: The dependence of the visco-resistive damping rates on the

values of resistivity and viscosity. The scans for resistivity with a

value of viscosity fixed at = 10 8 (blue circles) and viscosity —with a

value of resistivity fixed at =10 8 (grey rhombi) scale as 272 and
1=10
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A scan in both parameters, resistivity and viscosity, is presented in
fig. 4.9. The scan shows that the normalised values of n = §n =10 &,
corresponding to as aforementioned =6 10 8 mand =16 10 °
kg/m s in Sl units, cause a visco-resistive damping of only 0:15=103 1/s,
which is negligible in comparison with the growth rates of interest lying
in a range of (5 20)=10% 1/s. The scaling demonstrates a dependence
on and as 2=3 and 1710 The scaling indicate a very weak
dependence on viscosity caused by a resistance-dominated dissipation
regime for the chosen parameters.

The resistivity and viscosity values used in the benchmark are there-
fore chosen to be su [ciehtly low to not have a significant e [edt on the
growth of the mode, but high enough to avoid causing numerical in-
stabilities. These used values are y = n = 10 8.

Growth rate dependence on the radial and parallel smoothing
In a similar way, a study of the radial and parallel smoothing parameters
in the projection matrix described in section 2.3 was performed. For the
scans the 400 keV kinetic particles with a particle timestep of 1 10 s
were used.

Figure 4.10: The noise level as a function of the parallel smoothing
parameter. The noise level is estimated by averaging the energy trace
(left) signal at the time period of ty = [100; 200] in the beginning of the
simulation the amplitudes of the m = 10; 11 harmonics of the magnetic
flux at the radial positions of § = 0:2575;0:275 respectively.

The parallel filter was originally supposed to be used in order to
reduce the noise level in energy and amplitude of variables in the initial
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phase of the simulations, therefore prolonging the linear growth phase.
The noise level in the energy traces was indeed reduced by the filter, as
shown in the fig. 4.10 (left). However, the parallel filter did not have
a significant aledt on the noise level of the amplitude traces, fig. 4.10
(right). It can be also shown here, that even while reducing the noise
level in the energy, higher values of the used smoothing parameter s;;
lead to the artificial decrease of the linear growth rates, as illustrated in
fig. 4.11(left).

Figure 4.11: Dependence of the growth rate of the m = 10; 11 harmonics
of the magnetic flux (blue circles) and electric potential (grey rhombi) at
the radial positions of § = 0:2575;0:275 respectively as a function of
the parallel smoothing parameter (left) and hyper smoothing parameter

(right).

Contrary to the expected trend of the decrease of the growth rate
with increase of the value of the smoothing parameter, similar to the
case of the parallel filter, no clear dependence of the growth rates on
the value of the hyper radial filter snyp, was found, as illustrated in
fig. 4.11(right). However, it can be shown that the e [ciehcy of the
filter is increasing with the size of the grid. Based on the scan of the
parameters, the parallel filter was not used in the simulations, and the
value of the hyper filter was set to spyp = 10 13,

Growth rate dependence on the kinetic particles timestep At
last, the convergence with the size of the particles timestep was studied.
The scans performed for the particles with two initial energies, 200 keV
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and 400 keV, are shown in fig. 4.12. For 200 keV, a clear trend of increase
of the growth rate converging around the value of 2 10 ° s accounting
for the error bars is seen. For 400 keV, the trend is not as clear, with
values of the growth rate staying relatively constant in the whole range
of timestep values. Taking into account the large error bars and the
uncertainty posed by them, it was decided to choose the moderately low
values of the timesteps of t = 1: 10 1%s for 400 keV and 2 10 1°s
for 200 keV to perform the benchmark.

Figure 4.12: Dependence of the growth rate on the kinetic particles
timestep for the particles initialised with an energy of 200 keV (blue
circles) and 400 keV (grey rhombi).

Cross-code comparison The final result of the benchmark, the growth
rates of the n = 6 TAE mode as a function of the particles’ kinetic en-
ergy for the case where the finite Larmor radius eledts are included,
is demonstrated in fig. 4.13 together with the results from a range of
other fast particle codes. As was described in 2.3, the particle exten-
sion in Jorek uses the full-f method for particles tracing, therefore is
distinguished from the other codes represented in the benchmark. The
Jorek results are in good agreement with the results provided by the
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other codes. The slightly lower growth rates observed in Jorek may be
explained by the distinctive combination of the used methods, namely
the full-f method for the kinetic extension and a reduced MHD model
for the fluid part.

Figure 4.13: The growth rate of the n = 6 TAE mode as a function of
the particles’ kinetic energy for dilerent codes. The full description of
the benchmark results can be found in [77].

4.3.5 Conclusions

The coupling scheme implemented in Jorek is the PCS dug to the
high level of noise in the CCS scheme. With the confirmed 1= Nj, de-
pendence of the noise level in the variables on the number of the hot
particles, and the 1=Nj, in energy, it is shown that the minimal amount
of the particle used in the simulations is N, = 107, and the optimal
value is N, = 108. However, this value is only used to obtain the fi-
nal results since simulations with N, = 102 particles are costly. The
scan in the simulation parameters such as kinetic timestep, smoothing
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coe Lciehts, resistivity, and viscosity is performed. The final benchmark
results demonstrate good agreement with the other codes, while being
on the lower side of the range of the other codes’ results. The slightly
lower growth rates observed in Jorek may be explained by the distinct-
ive combination of the used methods, namely the full-f method for the
kinetic extension and a reduced MHD maodel for the fluid part.
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Chapter 5

Antenna excitation of TAE
modes In the presence of the
Kinetic particles

5.1 Introduction

The excitation of the TAE modes by an external antenna has been very
successful in providing a direct measurement of the damping of TAE
modes by the background plasma [50]. However, a question whether
one can derive the information on the fast particle population from the
TAE antenna spectrum, even if the fast particle pressure is too low
to directly excite a TAE by the fast particle pressure, has not been
addressed. Up to now, the excitation of TAE modes by fast particles
and by external antennas has been discussed as separate issues, both in
experiments and in simulations[79]. Usually, the antenna excitation is
performed in plasmas without a significant fast particle population, and
the e [edt of fast particles on TAE modes is only observed once the TAE
mode is driven unstable.

Previously in this thesis, the excitation of TAE modes by an ex-
ternal antenna and the influence of the plasma geometry was studied
in chapter 3. Chapter 4 discussed the implementation of the coupling
of the kinetic particles with the fluid MHD background where the TAE
mode excitation by fast particles was used a benchmark. In this final
chapter, the two subjects discussed in the previous two chapters are
combined to investigate the influence of fast particles on the antenna
excitation of TAE modes.

In experiments, the TAE antenna excitation is usually performed
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with a standing wave antenna perturbation. However, it is known (and
also demonstrated in chapter 4) that the fast particles only drive one
direction of the two travelling waves that constitute the standing wave.
The travelling waves which propagate in co- and counterclockwise tor-
oidal directions will be addressed further as right/left waves. Thus, to
clearly identify the influence of the fast particles we perform simulations
of the TAE excitation of the right and left traveling waves separately by
suitably adjusting the amplitudes and phases of the external antennas.

In the next section the setup of the simulations is presented in detail,
followed by the results of the antenna excitation of the left and right
travelling waves in the presence of fast particles. Finally these results
are compared with the standing wave case.

5.2 Simulation setup

The tokamak geometry and the magnetic configuration used in the sim-
ulation are the same as those used in the benchmark described in sec-
tion 4.3. As previously, a circular tokamak with a major radius of R = 10
m and a minor radius of r = 1 m is used, with he main hydrogen plasma
having a flat density profile with density being np =2 10 m 2, and
a pressure profile p=7:17 10%+6:811 103s+3:585 10%s? Pa. The
strength of the magnetic field on the magnetic axis is Bo =3 T.

Figure 5.1: The n=2 Alfvén continuum (left) with the TAE gap at
! = 416 kHz and corresponding g-profile (right). In the figures, = s
a square root of a normalised poloidal flux.
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The principal diLerence between the benchmark case and the simu-
lations described in this chapter is the choice of the toroidal harmonics
n for the TAE excitation. Previously used n = 6 mode was not suitable
for the current simulations since the resulting mode structure is rather
narrow, it only exists inside the N = 0:575 surface. The excitation of
such mode with an external antenna is very di Ccult since the antenna
perturbation does not penetrate far enough to reach the central TAE
mode. A TAE with the lowest toroidal mode number existing in the
given magnetic configuration with g-profile shown in fig. 5.1 (right) is
the n = 2 TAE, considered here. It is located in the gap due to the cross-
ing of the m = 3 and m = 4 harmonics at the frequency 1=1, = 0:285
(or I =416 kHz) and radially centered around s = 0:5.

The deuterium ions of 400 keV with a Maxwellian energy distribution
and the radial density profile given by:

c p_
Nep (S) = NgCz exp 5 tanh S Sp =Cp

where ng = 1:44 10 m 3, co = 0:49123, ¢; = 0:298228, ¢, = 0:198739,
c3 = 0:521298, were used. The number of particles used in the simula-
tions is N, = 107.

Figure 5.2: The dependence of the n = 2 TAE mode growth rate on the
hot particle density.

A scan in the particle density was performed in order to obtain the
density value at which the TAE mode is marginally stable. Fig. 5.2
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shows the growth rate of the fast particle driven TAE mode without an-
tenna excitation as a function of the fast particle density. Consequently,
the marginally stable value of n, = 10 m 3 was chosen as the fast
particle density aiming to maximise the e [edt of the fast particles on
the antenna excitation without exciting a fast particle driven mode.

In order to allow the excitation of both travelling in co- and counter-
clockwise toroidal directions (which will be addressed further as right/left
direction) and standing n = 2 m = 4 waves, a set of 64 coils is used.
They are equally distributed in eight poloidal and toroidal locations, as
illustrated in fig. 5.3. In such configuration, the general expressions for

Figure 5.3: The unwrapped view of the simulation setup including: the
wall, the 64 antennas used in the simulation, and the plasma magnetic
flux n = 2 component with a TAE mode excited by the antennas.

the coil currents are:

right/left travelling wave ( /+ signs correspondingly):
Ji=Jo(cos(m i n j)cos(rt) sin(m; n j)sin(!t)),

standing wave (a sum of the right and the left wave):
ji = 2jocos(m i n j)cos(1t),

where ;  are the poloidal and toroidal angles of the i-th coil, jo is the
current amplitude, and ! corresponds to the applied frequency.

The travelling and standing waves have a di Lerknt response in plasma
in terms of the time evolution of the magnetic and kinetic energy of
the waves. For the standing wave, the energy is constantly oscillating
between the kinetic and magnetic one, unlike in the case of the travelling
waves where the kinetic and magnetic energies are constant. The time

104



CHAPTER 5. ANTENNA EXCITATION OF TAE MODES IN THE PRESENCE
OF THE KINETIC PARTICLES

Figure 5.4: The traces of the kinetic energy of the n = 2 TAE mode
excited by the external antenna in the case of excitation by the travelling
waves in grey and black and a standing wave in grey.

traces of the kinetic energy of the TAE modes excited by the standing
ans travelling waves are illustrated in fig. 5.4.

Several parameters in the simulation are interdependent. The higher
values for the viscosity and resistivity than in the benchmark were
chosen in order to facilitate the wave penetration into the plasma, and
reduce the simulation time before the saturation is achieved. Further-
more, the resulting damping rate should be high enough for the e [edt
of the inclusion of the fast particles to be observable. The chosen val-
ues are = = 10 . With these values the resulting damping rate

= 0:37 10 kHz is still significantly lower than the growth rates
of interest. The value jo, the maximal current running through coils,
was chosen such that the the energy of the resulting TAE mode was
higher than the background noise level due to the presence of the finite
amount kinetic particles of a given density. The number of particles
(Np = 107 in these simulations) was chosen as a compromise value to
limit the CPU time while keeping the noise level su Lciehtly low. At the
given parameters, the antenna signal propagation at the peak frequency
takes 10° Jorek times to reach the saturation, which corresponds to
2:05 10 7 s. For simplicity, Jorek time normalisation will be used
throughout the chapter. One hybrid antenna-particles simulation run-
ning on 1500 cores took 1 day (of CPU time) to perform 10000
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Jorek timesteps (corresponding to 20 ms), thus limiting the number
of the particles statistics.

5.3 Results

In chapter 4, it has been shown that the waves excited by the fast
particles are in fact travelling waves. Here, in order to resemble the
experiment, the simulations start with an antenna excitation of the TAE
mode. Once the mode is saturated, the particles are initialised, allowing
to observe the change in the mode dynamics. First, the e Ledt of the hot
population on the left and right travelling waves will be examined. Then,
the standing waves, are investigated.

Similarly to what was previously done in the benchmark case, in or-
der to minimise the noise and therefore exclude the changes in the energy
deposited outside the mode itself, the saturation energy was calculated
as an energy inside the region N = 0:475. The energy calculated this
way will be referred to as the mode energy.

Figure 5.5: The total volume (left) and the mode (right) kinetic energies
of the left travelling wave for several values of the antenna frequency.

The result of such treatment is illustrated in fig. 5.5, where the total
volume (left) and the mode (right) kinetic energies of the left travelling
wave are shown. The dilerence in the behaviour of the total and the
mode energies at the beginning, in the time period [0;2000], may be
attributed to the gradual programmed increase of the coil current in the
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external antennas. Such increase helps avoiding the creation of the large
edge currents which slow down the propagation of the wave. Also it can
be noted that the total energy has an o [selt, independent of the antenna
frequency. This o[sek is due to the non-resonant components of the
antenna spectrum. The plasma response to the non-resonant harmonics
is independent of the antenna frequency. The mode energy in the core
of the plasma does not have such an oLselt since it is entirely due to the
resonant excitation of the TAE mode.

Since the studies presented here concern only the mode energy, all
the energies discussed further in this chapter are referring to the mode
energy, excluding the outer layer.

Figure 5.6: The response of the right and left travelling waves in the
absence of the fast particles.

Figure 5.6 shows the steady state amplitude of the kinetic energy of
the TAE mode as a function of the antenna frequency for both directions
of the travelling waves in the absence of the hot partices, with the plasma
response nearly identical for the left and right travelling waves with a
peak in the response at ! = 404 kHz. An identical response is to be
expected for the visco-resistive MHD model without diamagnetic e [edts
and in the absence of equilibrium rotation. The cause for the small
asymmetry in the response may be due to small asymmetries introduced
by the antenna discretisation in triangles in the Starwall code.
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5.3.1 Travelling waves

The kinetic particles are expected to be able to excite only one of the
left/right travelling waves according to equation 1.44. This is also
evident from the n = 6 benchmark results described in the previ-
ous chapter 4, where only the left travelling wave was excited by fast
particles. To confirm this, the particles are initialised at the time mo-
ment t = 50000 tjorek Of the simulations with the TAE previously
excited by the antenna with di [erent perturbation frequency. The time
traces of the kinetic energies in such simulations for the left and right
waves are illustrated in fig. 5.7 together with the energy traces modified
by the fast particles. There, the traces of the antenna energy not altered

Figure 5.7: The mode energies for the left(left) and right(right) trav-
elling waves with a TAE mode excited by the external antenna. The
individual traces diverge at the moment t = 50000 tj;orex When the
kinetic particles are added to the simulation.

by the presence of the particles are shown together with the modified
traces. For the left wave, after t = 50000 tjorek the two traces are
visible to indicate the dilerknce in the energy with and without fast
particles.

The mode behavior right after the moment of the particles initialisa-
tion indicates the direct influence of the particles on the mode. For the
right travelling wave, the mode energy is initially sharply decreasing,
indicating that the particles do not drive the TAE mode, but can be
considered to provide an additional source of damping. In the case of
the left propagating wave, on the contrary, the particles are providing
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an additional drive, increasing the amplitude of the TAE mode.

The initial sharp response, visible on a timescale of ~ 10° Alfvén
times, is followed by a slower reaction causing changes of the saturation
amplitude at a given frequency. The slower changes in the saturation
amplitude happen on a much longer timescales of over several 10* Alfvén
times. These changes are significant only for the left travelling waves,
i.e. the wave with the resonant interaction with the particles. The
saturation amplitude of the right travelling wave is much less a[edted.

Such behaviour results in the change of the frequency response demon-
strated in fig. 5.8. The resonance peak in the absence of the fast particles
marked with circles is identical for both right and left waves. Once the
particles are initialised, the left peak is shifted in frequency from 404
kHz to  402:5 kHz, while the right one remains in its original posi-
tion. Moreover, apart from the frequency shift the amplitude of the left
travelling wave response is lower, consistent with a small increase in the
width of the resonance, indicating an increased damping. The observed
increase in damping may be surprising as one could have expected a
deceased damping due to the fast particle drive.

Figure 5.8: The frequency responses for right (blue curves) and left
(grey curves) travelling waves in the absence (circles) and in the presence
(squares) of the fast particles.
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The mode structures of the absolute component of the electric poten-
tial corresponding to the resonant left wave before and after the particles
were added are illustrated in fig. 5.9. The peaks correspond to the wave
frequencies of 404 kHz (left peak) and 402:5 kHz (right peak). It can be
seen, that while the mode structure was not altered by the presence of
the kinetic particles, the amplitude of the mode decreased proportion-
ally to the decrease of the energy. As expected, the dominant harmonics
of the n = 2 TAE mode are m = 3; 4.

Figure 5.9: The mode structure of the absolute value of the electric
potential of the n = 2 TAE mode excited by the external antenna in
the absence of the (left) and presence (right) of the Kkinetic particles.
The modes are taken at antenna frequencies frequencies ! = 404 kHz
to ! = 402:5 kHz respectively, which corresponds to the peaks of the
resonance peaks.

To further confirm the eledts of the presence of fast particles, an
additional set of simulations with the fast particle density n, = 5
1017 m 3 (twice as low as previously) was performed, and the related
response peak is illustrated in grey in fig. 5.10. From the plot one can
conclude that the shift of the response peak is proportional to the density
of the fast particles.

The damping rates can be calculated as HWHM (half width at half
max). The value derived from fig. 5.10 gives the following values: ¢ =
0:375 kHz in the absence of particle, ¢ = 0:425 kHz with a particle
density np =5 10 m 3, and 4 = 0:46 kHz with a particle density
N = 1018 m 3.

Alternatively, the damping rate in the simulation can be estimated
as follows. As before, first the antenna is exciting the TAE mode in the
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Figure 5.10: The saturation energy level for the left waves as a function
of the particle density.

absence of the hot particles. Then, the hot population is added. Once
the energy level nears the saturation, the antenna is being "switched
ol[™li.e. the coil current is set to zero. An example of such energy
trace of such a simulation is shown in fig. 5.11, with the three zones
indicated in color correspond to the time periods where only antenna,
antenna and hot particles, only hot particles respectively are influencing
the mode evolution. The damping rate then can be calculated as a slope
of the exponentially decaying energy trace, giving the value = 0:46
kHz. It is also important to notice that this plot demonstrates that
the particles indeed do not provide the dominant contribution to the
growth of the TAE energy, since despite their presence the energy decays
without continuing excitation by the antenna.

These results can be compared with the values obtained by calculat-
ing the HWHM. The value in the absence of fast particles, as stated in
the simulation setup, is ¢ = 0:37 10%, and when the particles with a
density n, = 108 m 2 are present, the value increasesto 4 = 0:46 10°.
Therefore, the results are consistent.

The change in the mode dynamics fan be concluded as follows. The
right propagating wave, since it is not excited by the kinetic particles,
is not significantly altered, with the hot particles providing a source of
additional damping, therefore widening the frequency response peak.
The left propagating wave, on the other hand, is strongly a[edted by
the particles, with the frequency of the mode shifting linearly with the
particles density.
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Figure 5.11: The mode energy during three phases of the simulation:
the antenna excitation (blue background), the antenna excitation in the
presence of fast particles (purple), and the phase with antenna current
set to zero but with fast particles remaining (red). In this final phase
an exponential decay of the mode is observed, allowing to calculate the
damping rate in the system.

5.3.2 Standing wave

The standing waves are of a particular interest since these waves are usu-
ally excited in experiments with TAE antenna excitation. The standing
waves can always be decomposed into the two counter-travelling waves
of the energy twice as low as the original wave. The examples of the
energy traces of such wave in the case of the frequencies for the o[=1
resonance frequency 402:5 kHz and the resonance frequency 404 kHz
are demonstrated in fig. 5.12, with the particles added to the simula-
tion at t = 50000. Here, the initial response demonstrates the trans-
ition from the typical purely oscillating trace for the standing wave to-
wards a combination of not just the oscillatory, but also a non-oscillatory
part characterising the travelling waves, similar to what was previously
demonstrated in fig. 5.4.

On a longer timescale, one can consider the behaviour of the travel-
ling and standing waves for a fixed resonant frequency of ! = 403:9 kHz,
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Figure 5.12: The mode energy for the standing waves excitation for the
frequencies ! = 402:44 kHz in blue and ! = 403:9 kHz in grey. At the
time moment t =5  10* the fast particles with a density of ny = 10'8
m 3 are initialised.

with the time traces of their energies demonstrated in fig. 5.13. There,
as was previously covered, the energy of the left wave significantly de-
creases as the resonant peak shifts in frequency, and the amplitude of
the right wave does not change significantly. In order to compare their
individual behaviour with the standing wave, one can sum their ener-
gies, with a resulting trace demonstrated in orange. Note, that since
simulations for the left and right waves have reached their saturation
around t = 65000, their energies were extrapolated further in time in
order to be able to compare them with longer saturating standing wave
energy.

It can be observed that the standing wave in the presence of the fast
particles is demonstrating the beating pattern with constant amplitude
and an oscillating part. The resulting wave is therefore part standing
wave and part travelling wave, with the oscillating parts being a com-
bination of the right and left travelling waves forming a standing wave,
and the constant o[Sekt formed by the part of the energy of the right
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Figure 5.13: The energy traces of the left (grey), right (black), and
standing (blue) waves in the presence of the hot particles. The orange
curve is the sum of the responses of the left and right waves, and the
orange curve is the moving average of the standing wave energy over the
40 time points.

travelling wave not summed with the left wave. This can be deduced
when looking at the moving average of the standing wave over 40 time
points shown in red in fig. 5.13, and comparing it to the aforementioned
orange curve corresponding to the sum of the left and right waves.

A further confirmation can be observed when looking at the fre-
quency response of the standing wave in the presence of the hot particles
in fig. 5.13. The decrease in the amplitude at ! = 403:9 kHz and in-
crease at ' = 402:5 kHz is consistent with the results in the previous
section, i.e. the shift in the resonant frequency for one part (i.e. the left
part) of the standing wave, and the remaining amplitude in the other,
right, part.
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Figure 5.14: The frequency response for the right (blue), left (grey), and
standing (black) waves with and without the fast particles.

5.4 Conclusions

In this chapter, the influence of the fast particles on the excitation of
TAE modes by an external antenna was investigated, with a particular
interest in the dilerknce between left and right travelling waves and
standing waves.

In the absence of fast particles, both left and right travelling waves
predictably result in an identical plasma response. In the presence of
fast particles, the dynamics of the travelling waves confirms the expect-
ation that only one of the travelling waves is aledted. In the cases
demonstrated here, an initial fast increase of the TAE mode excited by
the left wave and a decrease for the TAE mode excited by the right wave
are observed. In both cases, the fast particle density was chosen such
that the fast particles do not drive a TAE mode unstable. The initial
dynamics is followed by a longer relaxation to a new frequency response.
The resonant frequency of the right wave in the presence of fast particles
is not significantly altered. The left wave, however, shows a down-shift
of about 0:3% together with a modest increase in the damping rate (i.e.
the width of the resonance). These e[edts are proportional to the fast
particle drive.

The standing wave, in the absence of fast particles, responds with a
resonance peak equal to the sum of the left and right travelling waves
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(again, in accordance with the predictions). With the fast particles,
the standing wave demonstrates the split of the resonance peak, again
corresponding to the sum of the separate responses of the left and right
travelling waves. The observed beating pattern of the energy traces
indicates a transition of the original standing wave into the sum of the
altered left and right waves with di Lerent amplitudes.

In conclusion, the influence of the fast particles on a standing wave
TAE mode, excited by an external antenna, is to cause a split of the
resonance into two resonant peaks. The separation of the two resonances
is a linear function of the fast particle drive. Thus, at least in principle,
the antenna excitation of TAE modes allows to extract information of
the presence of fast particles, even in the case where the fast particle
drive is too small to destabilise the TAE mode. In the MHD simulations,
the resonant response of the antenna excitation can be trivially extracted
by integrating over the plasma volume where the TAE mode is localised.
In experiment, this may be more complicated as only the total, resonant
and non-resonant, response is measured on the outside of the plasma.
Exciting the left and right travelling waves separately instead of exciting
a standing wave TAE mode may allow a more direct way to extract
information of the fast particle population.
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Chapter 6

Conclusions and outlook

The current thesis is concentrated on the study of one type of the MHD
modes — Toroidal Alfvén Eigenmodes. Here, the modes have been stud-
ied in the scope of both fluid and hybrid fluid-kinetic theory, with the
modes excited by an external antenna and by the fast particles. The
TAEs are global Alfvén modes existing in the gaps of the Alfvén con-
tinuum created due to the coupling of the poloidal harmonics in the
toroidal geometry. These modes are of a particular interest for fusion
reactors since being global they can cause a significantly enhanced trans-
port of the confined hot particles from the plasma core to the outboard
region of the tokamaks.

Chapter 3 discusses the dilerknce in the excitation of the TAEs in
the limiter and X-point geometries, namely, the experimentally observed
di Cculities with the excitation and detection of the TAE modes in the
X-point geometry with an external antenna are addressed. To exclude
the influence of the continuum damping, the study is performed in such
a way that the TAE gap in the Alfven continuum is kept open. The
resistive damping is identified as a main source of the TAE damping.
Further, the two sources of the increased damping which arise with
transition from the limiter to X-point geometry are found. First, the
study performed in the Castor code shows that the damping from
the region inside the separatrix with plasma boundary approaching the
separatrix can be a source of an increased damping. However, this result
depends on the density profile shape. Second, the results obtained with
the Jorek code show the main source of increased damping is the region
of the open-field lines. The simulations are in good agreement with
the experimentally observed di Cculty to drive TAE modes in Xx-point
geometry.
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Chapter 4 describing the modification of the purely fluid code Jorek
to include the kinetic terms provided by the code’s kinetic extension,
therefore allowing the hybrid simulations of the MHD modes excited
by the hot fusion-born alpha-particles. The derivation of the hybrid
fluid-kinetic schemes, using the full particle orbits, is presented together
with the details of the implementation in the Jorek code. The res-
ults of the first hybrid simulation performed with the Jorek code are
presented. A comparison of the noise induced in the pressure coupling
scheme (PCS) and the current coupling scheme (CCS), showed that the
noise in the CCS scheme was significantly larger than using the PCS
scheme. This implies that the CCS scheme requires a larger number of
the particles than the PCS scheme to reduce the noise level below an
acceptable threshold. The TAE linear growth rates are obtained for the
ITPA benchmark case, and the results are in a good agreement with the
results demonstrated by the other fusion codes. In the future, the origin
of the large source of noise in the CCS scheme should be established.
Also, the PCS implementation can be extended by including the terms
that have been neglected in this initial implementation, as it is done in
Xtor code [68]. In addition, the use of the guiding or gyro-centre orbit
approach instead of using the full particle orbit can be attempted. For
applications where the full orbit e [edts are not essential compared to
using the gyro-centre and an average over the finite Larmor radius, a
gain in computation speed of 100 or more can be obtained.

Chapter 5 combines the approaches used in the previous chapters by
examining the behaviour of TAE modes excited by an external antenna
in the presence of fast particles. The influence of the antenna excitation
of standing and the two directions of travelling waves has been studied.
The simulations show a significant shift of the resonance frequency of one
of the travelling waves, whereas the resonance of the other wave direction
is mostly una [edted. As a result, the single resonance of a standing wave
excited by an external antenna without fast particles is split into two
resonances with one peak at the original resonance frequency and one
peak downshifted due to the interaction with the fast particles, with the
downshift being linearly proportional to the fast particle drive. Thus,
information of the fast particle drive, such as fusion born alphas, can
be extracted by exciting, separately, the two directions of the traveling
TAE waves and measuring the dilerknce in their response frequency.
The split in resonance frequency can be measured even in the case where
the fast particle population is too small to drive a TAE instability, as
demonstrated here.
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