
 

"Sampling the reference set" revisited : in honour of Sir
Ronald A. Fisher
Citation for published version (APA):
Berkum, van, E. E. M., Linssen, H. N., & Overdijk, D. A. (1996). "Sampling the reference set" revisited : in
honour of Sir Ronald A. Fisher. (Memorandum COSOR; Vol. 9626). Technische Universiteit Eindhoven.

Document status and date:
Published: 01/01/1996

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can be
important differences between the submitted version and the official published version of record. People
interested in the research are advised to contact the author for the final version of the publication, or visit the
DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please
follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 21. Jun. 2021

https://research.tue.nl/en/publications/sampling-the-reference-set-revisited--in-honour-of-sir-ronald-a-fisher(8e3ac9ce-e204-475f-a103-a24befd37772).html


tea
Eindhoven University

of Technology

Department of Mathematics
and Computing Science

Memorandum COSOR 96-26

"Sampling the reference set"revisited
in honour of Sir Ronald A. Fi.sher

E.E.1VI. van Berkul11
H.N. Linssen

D.A. Overdijk

Eindhoven, August 199G
The Netlwrlands





o Introduction

What value to assign to the epistemological probability of statistical inference is still subject
of debate. Some hold that it should be equated to the value of a posterior probability. Some
may maintain that it is the truth probability of the inference when the same population
is repeatedly sampled. Simple examples (Fisher (1973) and Dawid (1982)) show that the
latter point of view may lead to unsound inferences. These examples serve to show that not
the whole sample space but only a subset of it, the 'reference set', should be sampled, as a
statistical experiment may be an ancillary mixture of subexperiments.
The reference set for any observation is contained in the sample space of the subexperiment
to which the observation belongs. The recognition of the appropriate reference set is an
important and necessary step in any process of verification of statistical inferences.

0.1 Sampling the reference set (Fisher, 1961)

Consider the inference concerning the mean of a normal population. The sample size nand
the sample variance 13 2 are known characteristics of the reference set. In the process of ver
ification of any table for the population mean JI, the table is applied only if the generated
sample has the same characteristics. Consider the table that gives the parameter statement
JI > x - c.s/vn \vhere c is some constant and x represents the sample mean. Its conditional
truth probability equals q,(c.s/a) and depends on the incidental (or 'nuisance') parameter 0'.

Of course, some values of 0' are more likely than others, given the observation 13
2

• Tables for
0' can be defined by using the pivot (II - 1 )132 /0'2, where n is ancillary. These tables can be
represented by a fiducial distribution for a, i.e. the confidence level of any statement for 0' in
any of the tables can be evaluated by integration of the fiducial density of a over the region
defined by the statement.
Now the process of verification can lw defined. The observations can be sufficiently repre
sented by n, x and 13 2 • The re[er<:'I1<'(' set is sampled as follows. First an arbitrary value of
Jt is chosen. Then a value of a is sampled from its fiducial distribution. Now a value of x is
generated according to the simultaneous distribution of n, x and 8 2 with parameters Jl and
0'2, conditioned on the observed vaI\1es of 11'a nd 8 2 • The ta ble is applied, yielding a statement
for JI. that rnay be either true or false. The confidence lewl of the table is now taken to be
equal to the truth probability of this eXjwrimellt.
The fiducial distribution for a is verified similarly. Now n characterizes the reference set. An
arbitrary value of a is chosen and a value of 13 2 is generated according to the simultaneous
distribution of nand 8 2 , conditioned on the observed value of 11. The fiducial probability (or
confidence level) of any statement for a is the truth probability of this simple experiment.

0.2 Sampling the reference set (General)

The above well-known example is described here in some detail to illustrate the process of
verification in an uncomplicated setting. Tn this article Fisher's concept of sampling the ref
erence set is generalized in order to bi' able to cope with more complica.ted settings. One
complication is that the ancillary information (i.e. the observed va.lue of the ancillary statis
tic and its distribution) may allow for inference \vith respect' to only a part of the incidental
parameter. Another is that the relevan t truth probabilities of the table under consideration
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1.6 Let (X, F) be a measurable space. The set of probability measures on F is denoted
by F. For A E F consider the map

(1.6.1) AA(p) := p(A) E [0,1], p E F ,

from F into the unit interval. The a-field of Borel subsets of the unit interval is written as
B[O, t]. The a-field generated by the collection

{AA I A E F}

of maps from F into the measurable space ([0, 1], B[O, 1]) is denoted by F; see (1.5.1). We refer
to (F, F) as the space of probability measures on the a-field F. Let P C F be a collection
of probability measures on F. vVe refer to (P, FIP) as a space of probability measures on F;
see (1.3.1).

1.7 Let F 1 , F 2 be two a-fields on a sct X. The a-fields F 1 and F 2 are called algebraically
independent, notation F 1 .1 F 2 , if cvC'ry inclusion between sets of F 1 and F 2 is trivial, i.e.
for all A E F 1 and 11 E F 2 we have

(1.7.1) A C B :::} A = 0 or B = X .

1.8 Let (X, F) be a measurabk spac<' and let P C F be a family of probability measures
on F. The space of all probability ll\C'asures on F is written as (i?", F); see (1.6). The a-field
Fa C F on X is said to be regular. if t hen' exists a measurable map P from (X X P, F a0FIP)
into (F, F) such that

(1.8.1) JP(x,p)(B)p(dJ:) = p(A nil)
A

for all A E Fa, B E :F and pEP. Here F u 0 FIP is the product a-field on the cartesian
product X x P corresponding to the a-fields Fa and FIP on X and P resp<'ctively. For pEP
we refer to the map

(1.8.2) P(·, p): (X, Fa) --'0 (F, F)

as the regular conditional probabilit.y I!l<'asnre on F given Fa corresponding to pEP.

A measurable map S from (X,F) into a measurable space is said to be a statistic on (X,F),
if the a-field a(S) C F on X generat ed by S is regular.

1.9 Let (X, F) be a measurahl<' Sp'ICl'. The nO!l('mpty set.A E F is said to be an atom in
F, if for all B E :F we have

(1.9.1) B C A :::} B = 0 or B = /1 .
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J := {A(p) E O"(Ad I p E 'R.,,} .

The collection J is independent of " since it follows from 0"( A) 1. R that

for all 8 E rand pEP.
The probability structure of the incidental experiment is given by

sample space:

probability model:

(n,O"(Ad) ,

(.1. er(Adl.]) .

We assume that every sufficient and every ancillary statistic on (n, 0"( Ad) is trivial. If this
is not the case, then O"(Ad should be reduced according to the minimal sufficient statistic
and the distribution of the observation in the incidental experiment should be conditioned
on the value of a maximal ancillary slatistic. We now establish t he a-field of interest in the
incidental experiment.

4.2.1.1.1. Interest specification and crosscoherence

For the specification of the interest in the incidental experimen t the a-fields 0"( A) IR." and
O"(fJ) on R." are relevant. Here a(;3) is t.hl:' a-field on R." generated by the map fJ in (4.2.1.3)
from R." into the unit interval. The illcidental experiment is introduced to construct the
appropriate weighting distribution for the function fJ on R.". Therefore the O"-field O"(A)IR."
should be reduced in relation to a(;3). For this reduction we use the concept of crosscoherencej
compare'tVilkinson (1977).
Two components of the a-field a( /\ 11 f{ .... can b0 disti nguis hed: on0 is relevant for O"(fJ) whereas
the other is not. Let the O"-fields F o and F] be s1lch that

and the a-field F] is not informative with l'C'spect to a(a(/3) UFo), i.e.

see 1.7. The latter condition cannol hI:' replaced by the weaker condition F 1 1. O"(fJ) and
F] 1. Fa; see Example 5.5. Now tl1<' sub-a-field Fa of a(X)!H-, is said to be crosscoherent
with a(fJ) if Fa is minimal with resjlect to inclusion, i.e, for every reduction Fa of O"(A)IR."
in the above sense \ve have

Fa c Fa => Fa = F o .

We now specify the 0"-field I." of intNest ill the i llcidental experi ment. Let F-, c 0"( A) IR." be
crosscoherent with 0"(,6). The a-field F." identifies the interest in the incidental experiment.
It follows from the theorem in 1.4 that the a-fields F." and
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are isomorphic. So 1"1 is the u-field of interest in the incidental experiment, and the inference
model in the incidental experiment is given by

sample space

probability model

a-field of interest

(n, a(A1)) ,

(J,a(AdIJ) ,

Remark. Failure to take crosscoherence into account resulted in the unsharp inference
rule for the Behrens-Fisher problem (Fisher (1961)) as expressed in the New Cambridge
Elementary Statistical Tables (1984 ). The sharper inference (Welch (1947)) to be found in
the Biometrica Tables for Statisticialls (1970) is not proper. Linssen (1991) claims to give an
inference rule for the Behrens-Fishel' problem that is both sharp and proper (see 0.3).

4.2.1.1.2 Fiducial averaging

The appropriate weighting distribution for ,8 on R", is constructed by use of inferential distri
butions. These inferential distributions are discussed in Berkum 01. al. (1996). The incidental
experinwnt is an inference problem it.self. So the SCIRA reduction and conditioning scheme
should be .applied. First we discuss the case that the trace depth equals zero for every element
of the sample space of the incidental experiment.
According to Berkum et al.(1996) we introduce the reference space

where a(Atl @ 1"1 is the product a-field on the cart.esian product n X J corresponding to the
a-fields a(Atl on nand l-y on J. Let U C a(AdQ ["I be a nonempty collection of tables, see
4.1, and let 0' be a function from U x n into the unit interval such that O'(U,·) : n ---+ [0,1]
is Borel measurable for all U E U. Th(' pair (U, 0') is called an inference rule with inferential
function 0' if 0' is monotone, i.e.

for all U1 , U2 E U and wEn. In the sampling experiment the inferent.ial function 0' of the
inference rule (U. 0') is taken to be equal to the confidence level. Since in this case the trace
depth is zero 0'( U, w) is equal to th(' largest lower hound of the in ference's repeated sampling
truth probability, i.e.

O'(U,w) = inf p(Up ) ;
pEJ

see (4.2.1.2).
According to Berkum et al.(199G), in general tllerc exists a collection {pAt{1J),'" I TJ En} of

inferential distributions corresponding to the inference rule (U,o'). i.e. for all TJ En p A lt1J),"1
is a probability measure on R1J,-1 := a( {(TIl I U E U}) C I, such that for all U E U
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