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A Capacity Region Outer Bound for the Two-User Perturbative Nonlinear Fiber Optical Channel
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Abstract—We study a nonlinear fiber optical channel impaired by cross-phase modulation and dispersion from the viewpoint of an interference channel. We characterize an outer bound on the capacity region of simultaneously achievable rate pairs, assuming a two-user perturbative channel model.

I. INTRODUCTION

In wavelength division multiplexing (WDM), independent data are multiplexed into a single optical fiber using several transmitters, with corresponding demultiplexing at the receiver side. The nonlinear Kerr effect in an optical fiber causes the signal in one wavelength to interfere with the signals in other wavelengths. A very difficult form of interchannel nonlinearity to compensate for is cross-phase modulation (XPM), which combined with chromatic dispersion introduces memory into the channel. The fundamental limits of communication over such channels with nonlinearity and dispersion fall within the domain of multiuser information theory, which investigates tradeoffs between the rates at which all different users can operate.

The dominant paradigm in optical multi-user channels, however, has been the study of achievable rates for individual users in the system. For instance, Secondini and Forestieri \cite{1} studied the capacity of a single user in a WDM system and proved that it grows unbounded with power as opposed to Gaussian achievable information rates. Agrell and Karlsson \cite{2} studied the impact of different behavioral models for the interfering users on the capacity of a specific user in the system. Such works attempt to reduce the analysis of a multi-user problem to more familiar single-user problems. Moreover, as far as capacity upper bounds are concerned, the only known ones for a general nonlinear Schrödinger (NLSE) channel are that of Yousefi et al. \cite{3}, Kramer et al. \cite{4} and Keykhosravi et al. \cite{5}, the first two of which coincide with AWGN channel capacity.

In the multi-user information theory literature, multiple one-to-one communications over a shared medium with crosstalk between the users is known as an interference channel \cite{6} Chapter 6]. Optical interference channels have attracted some attention in the literature. For instance, Taghavi et al. \cite{7} analyzed the benefits of multi-user detection in WDM systems by modelling it as a multiple access channel (which is nothing but full receiver cooperation in an interference channel). Ghozlan and Kramer \cite{8} studied an interference channel model based on logarithmic perturbation and introduced interference focusing to achieve the optimal pre-log factors.

We observe that a study of the set of simultaneously achievable rates that captures the contention amongst the different users accessing the optical channel transmission resources has received very little attention in the literature, with the aforementioned exceptions \cite{7} \cite{8}. Moreover, capacity upper bounds are as of today missing in the framework of optical multi-user channels.

In this paper, we propose a novel outer bound on the capacity region, i.e., the region of all simultaneously achievable information rates, of a multi-user/WDM channel where both transmitters and receivers are independently operated. The investigated channel is a simplified version (memoryless) of the perturbative multi-user model where both chromatic dispersion and Kerr nonlinearity are assumed during fiber propagation.

II. CHANNEL MODEL

We study the two-user WDM system shown in Fig. 1 where the interference channel $p(y, z|x, w)$ encompasses the electro-optical (E-O) conversion, the WDM multiplexing, the physical channel, the WDM demultiplexing, and optical-electrical (E-O) conversion. We assume single-polarization transmission over a single span of standard single mode fiber (SSMF). The output at the receiver of user $-1$ can be expressed using a first-order regular perturbative discrete-time model \cite{9}, \cite{10}

$$Y_k = X_k + \sum_{l,m,p} c_{l,m,p} W_{k-m} W_{k-p}^{*} X_{k-l} + N_{k}^{x}$$

(1)

where $X_k$ represents the input of user $-1$ at time instant $k \in [1 : n]$, $W_k$ is the input of the other user at instant $k$, while $W_{k-m}$ represents the corresponding input at a time lag of $m$. Note that an $n-$length block of output symbols is denoted by $Y^n \triangleq (Y_1, Y_2, \ldots, Y_n)$ in Fig. 1 and henceforth in the sequel. The complex channel coefficients $c_{l,m,p}$ are given in \cite{10} are computed numerically, and depend on the properties of the optical link and the transmission parameters. In \cite{10}, $N_{k}^{x}$ models amplified spontaneous emission (ASE) noise from the erbium-doped amplifier (EDFA). The ASE noise is assumed to be circularly symmetric complex Gaussian with mean zero and variance $\sigma^2$ per complex dimension. Similarly, the second channel is specified by

$$Z_k = W_k + \sum_{l,m,p} c_{l,m,p}^{w} X_{k-m} X_{k-p}^{*} W_{k-l} + N_{k}^{w}$$

(2)
We assume length-$n$ codewords with per-codeword power constraints:
\[
\frac{1}{n} \sum_{k=1}^{n} E[|X_k|^2] \leq P_1, \quad \frac{1}{n} \sum_{k=1}^{n} E[|W_k|^2] \leq P_2.
\]
Though we assume that self-phase modulation (SPM) is ideally compensated in (1)–(2), the bounds can be generalized to take into account SPM as well as XPM.

\section{Capacity Region Outer Bounds}

In this section, we analyze the region of simultaneously achievable rate pairs $(R_1, R_2)$. Before stating the outer bound, we need some definitions. An $(n, 2^nR_1, 2^nR_2)$ code for this channel consists of two message sets $[1 : 2^nR_1]$ and $[1 : 2^nR_2]$, two encoders where $\text{Enc}$ 1 maps a message $\hat{M}_1 \in [1 : 2^nR_1]$ into a codeword $X^n(M_1)$ and $\text{Enc}$ 2 maps a message $M_2 \in [1 : 2^nR_2]$ into a codeword $W^n(M_2)$, and two decoders where $\text{Dec}$-1 assigns an estimate $\hat{M}_1$ (or an error message) to each received sequence $Y^n$ and $\text{Dec}$-2 assigns an estimate $\hat{M}_2$ (or an error message) to each received sequence $Z^n$. The probability of error is defined as
\[
P_e(n) = \Pr((\hat{M}_1(Y^n), \hat{M}_2(Z^n)) \neq (M_1, M_2)).
\]
A rate pair $(R_1, R_2)$ is said to be achievable if there exists a sequence of $(n, 2^nR_1, 2^nR_2)$ codes such that $\lim_{n \to \infty} P_e(n) = 0$. The capacity region $C$ is the closure of the set of achievable rate pairs $(R_1, R_2)$.

Capacity region analysis for the full model specified by (1)–(2) is involved due to the channel memory. Hence as a first step towards capacity region outer bounds, we focus on the following approximation
\[
\hat{Y}_k = X_k + c_{0,(x)}(0,0)\mathcal{W}_k^2 X_k + N_k^{(x)},
\]
\[
\hat{Z}_k = W_k + c_{0,(w)}(0,0)\mathcal{X}_k^2 W_k + N_k^{(w)}.
\]
In particular, note that the approximated model ignores all the elements in $c_{0,(x)}$–$c_{0,(w)}$ that introduce memory.

We now present an outer bound on the capacity region of the approximated channel in (4)–(5). For convenience, let us denote $c_{0,(x)}(0,0) = g(x) = g_w(x) + jg_i(x)$ and $c_{0,(w)}(0,0) = g(w) = g^R_w + jg^I_w$ in terms of the respective real and imaginary parts.

\begin{table}[h]
\centering
\caption{Model Parameters}
\begin{tabular}{|c|c|}
\hline
Parameter & Value \\
\hline
Memory length & 5 \\
Distance & 250 km \\
Nonlinearity parameter $\gamma$ & 1.2 $W^{-1}$km$^{-1}$ \\
Band Rate & 32 Gbaud \\
Fiber attenuation $\alpha$ & 0.2 dB/km \\
Group velocity dispersion $\beta_2$ & $-21.7$ ps$^2$/km \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2}
\caption{Outer bounds versus input power}
\end{figure}

\textbf{Theorem 1.} The capacity region of the approximated channel (4)–(5) is upper bounded by the set of $(R_1, R_2)$ pairs such that
\[
R_1 \leq U_1 \triangleq \log \left( 1 + \frac{(1 + 2g_0^R P_2 + 2|g_0^I|^2 P_2^2) P_1}{2\sigma^2} \right),
\]
\[
R_2 \leq U_2 \triangleq \log \left( 1 + \frac{(1 + 2g_0^I P_1 + 2|g_0^R|^2 P_1^2) P_2}{2\sigma^2} \right),
\]
\[
R_1 + R_2 \leq U_{\text{sum}} \triangleq 2 \log \left( \frac{2U_1 + 2U_2}{2} + \frac{|g_0^x|^2 P_1^2 P_2 + |g_0^w|^2 P_1^2 P_2}{2\sigma^2} \right).
\]
\textbf{Proof.} See Appendix A.

\section*{Appendix A}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{Group velocity dispersion $\beta_2$}
\end{figure}
IV. NUMERICAL RESULTS

The parameters used in our numerical results are summarized in Table I. The rate bounds on user−1 (U1) and the sum rate bound Usum in Theorem 1 are plotted in Fig. 2 against the input power for the symmetric case of $P_1 = P_2$. For comparison, the linear Gaussian capacity upper bound given by $\log(1 + P_1/(2\sigma^2))$ from Yousefi et al. [3], [4] is also shown, along with the lower bound obtained by treating the interference terms in (1)–(2) as Gaussian noise.

In Figs. 3(a)–(c), we plot the trade-off between the rates of the two users for fixed (and equal) powers of $-2.9$ dBm, 0 dBm and 2 dBm, respectively. In Fig. 3(a) for instance, it can be seen that when user-1 transmits at its maximum rate of 0.39 bits, user-2 must lower its rate to a maximum of 0.1 bits to respect the sum rate constraint. The exhibited rate trade-off region must be contrasted with the more equitable strategies normally employed in optical systems that operate at a rate of $\frac{1+0.39}{2}$ bits for each user, i.e., at the mid-point of the dominant face of the pentagon. We have also depicted the respective rate regions obtained by treating the interference terms in (1)–(2) as Gaussian noise for comparison (in blue), that only achieve the rectangular region defined by the single-user rate constraints. It is observed that with increasing powers (the evolution from Fig. 3(a) to Fig. 3(c)), the outer bound rate regions grow in size while the interference as noise regions eventually vanish in the highly nonlinear regime.

The rectangular region implied by the $\log(1 + P_1/(2\sigma^2))$ outer bound of Yousefi et al. [3], [4] are shown by red dotted lines in Figs. 3(a)–(c), while the triangular regions shaded in red represent the additional points that are ruled out of the capacity region by our outer bound in Theorem 1. On the other hand, the trapezoidal regions shaded in gray in Figs. 3(b) and 3(c) represent the set of points already ruled out by the outer bound [3], [4].

V. CONCLUSIONS

We took a multi-user information theoretic view of a two-channel WDM system impaired by XPM and dispersion, and derived a capacity region outer bound. This is the very first step towards characterizing the tension between the rates of the interfering users. Future works include extension of the results to more than two users and obtaining tight achievable regions or inner bounds.
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APPENDIX A

PROOF OF THEOREM 1

We establish the outer bound using information theoretic inequalities. The rate of user−1 can be upper bounded as follows.

\[
nR_1 = H(M_1) \overset{(a)}{=} H(M_1|W^n)
\]
\[
= H(M_1|W^n) - H(M_1|W^n, \tilde{Y}^n) + H(M_1|W^n, \tilde{Y}^n)
\]
\[
\overset{(b)}{\leq} I(M_1; \tilde{Y}^n|W^n) + 1 + P_e(n) n R_1
\]
\[
= I(M_1; \tilde{Y}^n|W^n) + n(1/n + P_e(n) R_1)
\]
\[
\overset{(c)}{=} I(M_1; \tilde{Y}^n|W^n) + n \epsilon_n
\]
\[
\overset{(d)}{\leq} I(X^n; \tilde{Y}^n|W^n) + n \epsilon_n = h(\tilde{Y}^n|W^n) - h(N^{(x)}|\tilde{Y}^n) + n \epsilon_n
\]
\[
\overset{(e)}{=} \sum_{i=1}^n h(\tilde{Y}_i|W_i) - \sum_{i=1}^n h(N^{(x)}_i) + n \epsilon_n
\]
\[
= \sum_{i=1}^n \mathbb{E}[h(\tilde{Y}_i|W_i = w)] - \sum_{i=1}^n h(N^{(x)}_i) + n \epsilon_n
\]
\[
(j) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{1}{2} \log \left( \frac{\det(\text{cov}(\tilde{Y}_i^R, \tilde{Y}_i^I|W_i = w))}{\det(\text{cov}(N_i^{(x)R}, N_i^{(x)I}))} \right) \right] + n \epsilon_n \tag{10}
\]

where (a) follows since \( M_1 \) is independent of \( W^n \), (b) follows from Fano’s inequality, (c) follows by defining \( \epsilon_n = (1/n + P^{(R)} R_1) \) with \( \epsilon_n \xrightarrow{n \to \infty} 0 \), (d) follows from the data processing inequality since \( M_1 \to X^n \to Y^n \) forms a Markov chain, (e) follows since conditioning does not increase the entropy and the fact that the additive noise is i.i.d., while (f) follows from the fact that Gaussian random vectors maximize the differential entropy under a covariance constraint. Similarly, we obtain for the second user
\[
nR_2 \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{1}{2} \log \left( \frac{\det(\text{cov}(\tilde{Z}_i^R, \tilde{Z}_i^I|X_i = x))}{\det(\text{cov}(N_i^{(w)R}, N_i^{(w)I}))} \right) \right] + n \epsilon_n. \tag{11}
\]

For the sum rate upper bound, we can write the following chain of inequalities following similar reasoning.
\[
n(R_1 + R_2) = H(M_1, M_2) = H(M_1, M_2) - H(M_1, M_2|\tilde{Y}^n, \tilde{Z}^n) + H(M_1, M_2|\tilde{Y}^n, \tilde{Z}^n) \leq I(M_1, M_2; \tilde{Y}^n, \tilde{Z}^n) + n \epsilon_n \leq I(X^n, W^n; \tilde{Y}^n, \tilde{Z}^n) + n \epsilon_n \leq n \log(1 + 2g^{(R)}_v |w| + \sigma) \tag{11} \]
\[
\leq \sum_{i=1}^{n} \mathbb{E} \left[ \log \left( 1 + \frac{1 + 2g^{(R)}_v |w| + \sigma}{2\sigma^2} P_{1i} \right) \right] \leq n \mathbb{E} \left[ \log \left( 1 + \frac{1 + 2g^{(R)}_v |w| + \sigma}{2\sigma^2} P_{1i} \right) \right] \leq n \log \left( 1 + \frac{1 + 2g^{(R)}_v |w| + \sigma^2 P_{2i}}{2\sigma^2} \right) = nU_1, \tag{18}
\]

where (a) and (b) follow from the concavity of the \( \log(\cdot) \) and Jensen’s inequality. Dividing throughout by \( n \) and letting \( n \to \infty \) (which makes \( \epsilon_n \to 0 \)) completes the proof for the bound on the individual user rate. Similarly, we obtain
\[
\det(\text{cov}(\tilde{Z}_i^R, \tilde{Z}_i^I|X_i = x)) \leq \left( \frac{1 + 2g^{(R)}_v |x|^2 + \sigma}{2} \right)^2, \tag{19}
\]

which along with (11) gives
\[
n(R_2 - \epsilon_n) \leq n \log \left( 1 + \frac{1 + 2g^{(R)}_v P_{1i} + 2g^{(w)}_v P_{2i}}{2\sigma^2} \right) = nU_2. \tag{20}
\]

Finally for the sum rate term, the determinant of the covariance matrix can be computed along similar lines
\[
det(\text{cov}(\tilde{Y}_i^R, \tilde{Y}_i^I, \tilde{Z}_i^R, \tilde{Z}_i^I))
\]
\[
\var{\tilde{Y}_1^R} + \var{\tilde{Y}_1^I} + \var{\tilde{Z}_1^R} + \var{\tilde{Z}_1^I} \\
\leq \left(\frac{\sigma^2}{4} + 1 \left( (1 + 2g^R_{x}P_{2i} + 4|g_x|^2P_{2i}^2)P_{1i} + (1 + 2g^R_{w}P_{1i} + 4|g_w|^2P_{1i}^2)P_{2i} \right) \right)^4.
\]

Equation (21)

Expressions (12) and (21) together give

\[
n(R_1 + R_2 - \epsilon_n) \\
\leq \sum_{i=1}^{n} 2\log \left( \frac{1 + 1}{4\sigma^2} \left( \frac{1 + 2g^R_{x}P_{2i} + 4|g_x|^2P_{2i}^2)P_{1i}}{1 + 2g^R_{w}P_{1i} + 4|g_w|^2P_{1i}^2)P_{2i}} \right) \right) \\
\leq 2n \log \left( \frac{2U_1 + 2U_2}{2} + \frac{|g_x|^2P_{1i}^2P_{2i} + |g_w|^2P_{1i}^2P_{2i}}{2\sigma^2} \right). \tag{22}
\]

Dividing throughout by \( n \) and letting \( n \to \infty \) (which makes \( \epsilon_n \to 0 \)) completes the proof.
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