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ABSTRACT

Slug flow through piping systems may cause severe mechanical vibrations. Finite element models, commonly used to predict dynamic pipe stresses and fatigue, require the slug excitation force as boundary condition.

In this paper, a stochastic mechanistic model of the slug force acting on a pipe bend is proposed. The force induced by continuous hydrodynamic two-phase slug flow is modelled by the momentum balance over the bend using slug quantities as liquid holdup and phase velocity. The two-phase flow is described by a train of slug units. Each unit is divided into a film zone with a constant liquid height and a slug zone with aerated liquid. Two-phase flows have a stochastic character, but models based on a fixed slug length cannot predict stochastic force variations. A new approach is introduced that includes the stochastic character of slug flow in the force calculations. A unit slug model is adapted with a log-normal distribution as closure for the slug zone length, resulting in an improved model with stochastic properties. A Lagrangian approach is used to solve the governing equations.

Results of the new model are compared with bend force measurements found in the literature. Most of the published measurements were done with air and water under atmospheric conditions. In many field applications, the fluids and operational conditions are different from those used in laboratory experiments. The stochastic mechanistic approach, where the main equations are based on physical laws, increases the models applicability outside the atmospheric air and water conditions used for the validation.

1. Introduction

Multiple phases are often simultaneously transported through pipelines. Heat recovery installations in power plants are producing steam by heating water flowing in tubes inside the exhaust gas ducts. The steam is used to generate electricity by driving a steam engine or for other processes in the plant. Due to the evaporation of the water, a two-phase flow exists in the tubing. A similar process is used for the cooling of nuclear power reactors, where the liquids used to cool the reactor core are evaporating. Multiphase flow is common for oil and gas production where gas, oil, and water are transported through the production piping.

Depending on the volumetric flow rates of the different phases, the pipe diameter, and the fluid properties, different flow patterns can exist in gas–liquid pipe flow. Slug flow is a frequently observed flow pattern where aerated liquid pockets (the slug zone) and large gas bubbles (the film zone) are alternating in the pipeline. The irregular gas and liquid fractions in the pipe cause velocity, pressure, and density fluctuations, which are inducing fluctuating forces on bends and other flow-turning or flow-resisting elements.

Unsteady forces on the pipe bends will result in pipe vibrations and an elevated risk of fatigue failure. Whether the vibrations will result in severe damage depends on the design of the piping system and the frequency spectrum of the slug-train force. Finite element methods are generally used (Pontaza and Menon, 2011; Urthaler et al., 2011; Pontaza et al., 2017) to evaluate the design of the piping system by simulating the stress response to fluid forces. The required fluid excitation forces can be calculated by Computational Fluid Dynamics (CFD) (Mack et al., 2018; Pontaza, 2014; Hossain et al., 2019) or scaling rules can be used to reconstruct the force spectrum (Giraudeau et al., 2013; Belfroid et al., 2018).

A new, alternative method is developed herein to predict the excitation force of slugs flowing through a pipe bend. The results are compared with measured data found in the literature. The model is based on the momentum balance over the pipe bend when slugs and...
bubbles are flowing through it. The liquid holdup, defined as the fraction of the pipe cross-section occupied by liquid, and the different phase velocities within the unit slug are described by a one-dimensional unit slug model satisfying the conservation of mass and momentum for both zones. Empirical sub-models are required to complete the system of equations. Conventionally, the unit slug model assumes a fixed slug zone length and therefore cannot predict the observed stochastic flow variations (Taitel and Barnea, 1990; Gomez et al., 2000a). To model the missing stochastic character, the fixed slug zone length has been replaced by a probabilistically distributed length. The proposed adaption results in an improved slug model with stochastic slug lengths. The corresponding film lengths are calculated from a mass balance.

The model solution requires neither spatial discretization nor a lengthy iterative solver, which hugely shortens the calculation times compared to CFD calculations. Depending on the high-performance computer systems used for the latter, the expected speed-up of the mechanistic model using one processor is a factor $10^4$ to $10^5$. However, the introduced simplification will cause errors in the slug flow properties. The comparison with measured data will reveal whether a unit slug model with a stochastic slug length closure can be used to reliably calculate forces on pipe bends.

### 1.1. Previous studies

Several approaches to calculate the frequency spectrum of the fluid forces can be found in the literature. Yih and Griffith (1968) proposed a method based on their force measurements of two-phase flow in a vertical pipe, hitting a horizontal plate when flowing out of the pipe. Using correlations for the Root Mean Square (RMS) value of the force, two constants describing the (log-log) triangular shape of the spectrum, and the peak frequency, the measured Power Spectral Density (PSD) could be reconstructed for the given volumetric flow rates and fluid properties. Riverin et al. (2006), Riverin and Pettigrew (2007) and Giraudieu et al. (2011, 2013) adopted the frequency-domain approach of Yih and Griffith (1968). Different pipe diameters and bend radii were used in the upward two-phase flow force measurements. Similar to Yih and Griffith, the scaling rule to estimate the RMS value was based on the Weber number $We$:

$$W e = \frac{\rho l u_m^2 D}{\sigma} \tag{1}$$

where $D$ is the pipe inner diameter, $\rho_l$ the liquid density and $\sigma$ the surface tension. For artificial velocities, the symbol $u$ is used. The mixture or average velocity $u_m$ is defined as the sum of the superficial gas and liquid velocities $u_g$ and $u_l$, i.e. the instantaneous injected gas and liquid volume flows divided by the pipe cross section. The RMS force is:

$$F_{rms} = C \rho_l u_m^2 A W e^{-0.4} \tag{2}$$

where $A$ is the cross section of the pipe and $C$ is an empirical constant. Both $C = 10$ and $C = 25$ have been proposed to fit the measurements. Nennie et al. (2013) used slug tracking and a zone-specific density to predict slug forces on bends. A stochastic time dependency was introduced by a normally distributed slug frequency. Pressure fluctuations were included in the model, but details were not disclosed. Belfroid et al. (2018) extended the RMS formula (2) with a dependency on liquid volume fraction $\lambda_l = u_l/u_m$:

$$F_{rms} = C \rho_l u_m^2 A W e^{-0.4} \begin{cases} 5 \lambda_l, & \text{if } 0.01 < \lambda_l < 0.2 \\ 1, & \text{if } 0.2 \leq \lambda_l \leq 0.8 \\ 5 (1 - \lambda_l), & \text{if } 0.8 < \lambda_l < 0.99. \end{cases} \tag{3}$$

Belfroid et al. (2018) suggested a value for $C$ in Eq. (3) depending on the bend radius: $C = 24$ for a bend with a 1.5D radius and $C = 30$ for one with a 3.0D radius. The formula is based on force measurements on horizontal pipe bends with different pipe diameters and bend radii (Belfroid et al., 2010; Nennie et al., 2013; Belfroid et al., 2018), extended with published bend force data by Giraudieu et al. (2013), Tay and Thorpe (2014, 2017) and Liu et al. (2012). Its dependency on gas and liquid surface tension $\sigma$ is questionable, as the empirical formula is based on air and water measurements only. Both the measurements done by Zukoski (1966) of the Taylor bubble velocity and the measurements done by Tay and Thorpe (2004) of slug force on a bend showed not more than a minor effect of surface tension. Since all measurements were performed under nearly atmospheric conditions, where the gas density is low compared with the liquid density, the model does not include the gas density so that any effect of high pressure on the bend force is not included.

Tay and Thorpe (2004, 2014, 2017) published the Piston Flow Model (PFM), a time-domain approach to estimate the forces on pipe bends. The slug flow was modelled as a train of alternating pure liquid pistons and pure gas pockets with constant lengths, equal to the measured average slug and bubble lengths. The bend force was calculated with a momentum balance:

$$F_{bend} = \int_{CS} \rho n dA - \int_{CS} \int_{CV} \rho(v \cdot n) dA - \frac{d}{dt} \int_{CV} \rho v dV. \tag{4}$$

where $CV$ is the control volume as shown in Fig. 1 and $CS$ is the control surface. Density $\rho$, pressure $p$ and velocity $v$ are time depending quantities. In Tay’s approach, both gas and liquid pockets were flowing with the translational gas–liquid interface velocity $v_T$ (Nicklin et al., 1962a):

$$v_T = 1.2 u_m + v_{drift}. \tag{5}$$

For the drift velocity $v_{drift}$, a closure formula depending on surface tension was proposed by Tay and Thorpe (2014). Since a constant translational velocity $v_T$ was assumed, the predicted force fluctuations are only caused by density and pressure variations in the control volume. Tay and Thorpe (2014) determined the pressure at the control volume boundaries by calculating the frictional loss of the liquid and gas pockets in between the bend and the outlet, assuming a fixed pressure at the outflow. For all tested flow conditions, a good match was found between the measured and predicted peak forces. Despite the good results, the validity of the model is questionable. The assumption that both slug and bubble travel at the translational velocity $v_T$, which is more than 1.2 times the average velocity $u_m$ (Eq. (5)), violates the conservation of fluid mass and momentum. Since average slug and film lengths were used, the bend-force time-signal is periodic and the power spectrum is, contrary to observations, not continuous but discrete. Furthermore, using measured slug and film lengths as input into a model limits its practical use.

Liu et al. (2012) measured two-phase flow forces on a vertical to horizontal bend. A strong correlation between the liquid holdup and the force fluctuations was observed. Based on a force balance over a bend, the same equations as Tay and Thorpe (2014) were found, except for a new term that included a local impact force. Besides a comprehensive review, Miwa et al. (2015) modelled the additional term introduced by Liu et al. (2012) by considered possible water hammer effects (pressure
spikes of extremely short duration, i.e. microseconds to milliseconds) caused by slug impact on a solid wall.

Scaling rules will introduce errors so that safety margins in the design are required, and these may result in over-dimensioned piping structures. The conservatism in the bend-force estimation can be reduced by Computational Fluid Dynamics (CFD) simulations. Pontaza (2014), Pontaza et al. (2017) and Mack et al. (2018) presented accurate results of CFD calculations, but they also mentioned the extensive computational time required which limits the use of CFD in design and optimization. Hossain et al. (2019) used CFD to calculate flow quantities as liquid holdup, pressure, and average velocity, to solve a force balance over a pipe bend. Unlike Pontaza (2014), Hossain used a relatively coarse mesh and a simplified turbulence model, which reduced the computational time. Results were compared with the measured data from Liu et al. (2012). The RMS values of the momentum force contribution were well predicted, but the RMS value of the total force showed a different trend. Since the downstream piping of the measurement setup was not included in the simulation, the simulated pressures at the control volume differed from the measured pressures.

2. Mechanistic model

A stochastic mechanistic model is proposed to estimate the force of slug flow on pipe bends. The two-phase flow is represented by a train of slug units. The lengths of individual slug zones in the train are randomly selected from a probability distribution function. The fluctuating slug flow quantities (liquid holdup and fluid velocities) are estimated with a slug model. Per zone, constant quantities are assumed. The liquid holdup $H_l$ of a typical slug train is shown in Fig. 2, where the slug zone has a higher liquid holdup than the film zone. To calculate the force on the bend, time-varying quantities are substituted into the momentum balance of Eq. (4). The pressure at the control volume surfaces is calculated assuming a constant pressure at the pipe outflow.

Variations in velocity and liquid holdup between individual realizations of slug or film zones are much smaller than those between the zones themselves and therefore neglected; the force model assumes for simplicity that flow fluctuations can approximately be described by two alternating constant liquid holdup levels.

2.1. Unit slug model

New necessary adaptations to a unit slug model are proposed to include the stochastic character. A unit slug model is a simplified one-dimensional model describing slug flow as an aerated liquid zone and a film zone. The latter consists of a large bubble and a liquid film connected to the pipe wall. The model considers only one unit and consequently assumes that all slug units have the same length. Several unit slug models have been described in the literature, see Refs. Taitel and Barnea (1990), Gomez et al. (2000a), Zhang et al. (2003) and Smith et al. (2013). For its simplicity, the unit slug model of Gomez et al. (2000a) is used in this study. It consists of the continuity equation for both gas and liquid phases at cross-sections in the slug zone and in the film zone, a mass balance over the slug unit in the observer’s reference frame and in a coordinate system moving with the constant translational velocity $v_T$, and the momentum balance in the film zone. Details can be found in Gomez et al. (2000a).

Fig. 3 shows schematically the unit slug, given superficial gas and liquid velocities $u_g$ and $u_f$, densities $\rho_g$ and $\rho_f$, viscosities, surface tension, wall roughness, and pipe diameter, one unique solution of the five balance equations exists. The liquid velocity in the slug $v_{ls}$, the film liquid velocities of the gas and liquid $v_{gf}$ and $v_{lf}$, the film liquid holdup $H_{lf}$ and the fraction of the unit slug occupied by the slug zone $l_s/l_u$, are calculated. Herein is the unit slug length $l_u = l_s + l_f$, the sum of slug and film length. The system of equations needs to be completed with empirical or mechanistic sub-models for:

- The slug liquid holdup $H_{ls}$, which is estimated by the empirical correlation proposed by Gregory et al. (1978), noting that Gomez et al. (2000a) used the empirical correlation of Gomez et al. (2000b). Both Pereyra et al. (2012) and Al-Safran (2009) concluded that the empirical correlation of Gregory et al. (1978) outperformed other empirical slug liquid holdup relations published in the literature, including Gomez et al. (2000b).
- The gas–liquid interfaces velocity $v_T$, which differs from the slug zone velocities due to mass exchange between the zones, Eq. (5), the bubble velocity for two-phase flow in a pipe proposed by Nicklin et al. (1962b), is used. The drift velocity $v_{drr}$ is modelled with the Taylor bubble correlation of Bendiksen (1984), which is
valid for bubbles with size of the same order of magnitude as the pipe diameter.

- The gas velocity in the slug \(v_{gs}\) is also calculated from Eq. (5), but the correlation of Harmathy (1960) for bubble sizes much smaller than the pipe diameter, is used. The correlation is valid for both vertical and horizontal flow.

- The pipe wall friction, estimated using the relation of Churchill (1977) which covers both the laminar and turbulent flow regimes. The wall friction of the liquid acts at the wetted part of the pipe and the friction of the gas acts at the dry part of the pipe. Additional roughness due to the presence of droplets and/or rivulets is not included. The Reynolds numbers used to calculate the friction factors are based on hydraulic diameters where only for the gas phase, the free interface width is included Gomez et al. (2000a).

- For the friction between gas and liquid in the stratified (flat) film, the 2008 version of the correlation proposed by Andritsos and Hanratty (1987), Andritsos et al. (2008) has been used, whereas Gomez et al. (2000a) used the 1987 version of the correlation (Andritsos and Hanratty, 1987).

The pressure gradient \((dp/dx)_f\) in the film zone is calculated from the local momentum balance and the pressure gradient \((dp/dx)_s\) in the slug zone is calculated using the homogeneous no-slip model. Deviating from the model of Gomez et al. (2000a), a mixing pressure gradient term is added to the slug pressure gradient to incorporate the liquid film acceleration when it merges into the faster flowiing slug. The mixing pressure gradient \((dp/dx)_{mix}\), used by Kokal and Stanislav (1989) and Zhang et al. (2003) in their work, is essential to properly predict the pressure gradient in the slug. The force \(F_{ij}\) required to accelerate the liquid film is:

\[
F_{ij} = \frac{dm}{dt}(v_{ls} - v_{lf}) .
\]

(6)

where the liquid mass exchange flow rate \(\frac{dm}{dt}\), flowing from film into slug, is:

\[
\frac{dm}{dt} = \rho_i A H_f (v_f - v_{lf}) .
\]

(7)

The momentum exchange at the slug-bubble interface will therefore introduce an additional pressure gradient for the entire unit slug:

\[
\frac{dp}{dx}_{mix} = \frac{\rho_i H_f (v_f - v_{lf}) (v_{ls} - v_{lf})}{l_s} .
\]

(8)

Both Kokal and Zhang assumed that the liquid in the film will completely be accelerated to the slug velocity \(v_{ls}\). For shorter slugs, the liquid film will not accelerate completely before the liquid is released at the tail of the slug. A new mixture pressure drop correction for short slugs is proposed and used as an additional parameter in the model: when the slug zone is less than 0.2 of the unit length, the mixture pressure drop is scaled with the relative slug length \(l_s/l_o\) to incorporate the partially accelerated liquid film.

A pipe bend causes a pressure drop. This minor loss is estimated with a single-phase standard correlation (Idel’chik, 1996) for steady flow. The minor pressure gradient for the slug zone, \((dp/dx)_{mix}\), is calculated using slug mixture properties. The minor pressure gradient for the film zone, \((dp/dx)_{f}\), is calculated using gas properties and the gas velocity in the film zone.

The model is valid for fully developed slug flow. The gas is modelled as an incompressible gas and consequently the model is only valid when the pressure drop is low, the gas density is approximately constant and phase changes can be neglected.

2.2. Stochastic slug model

The unit slug model predicts the constant fraction \(l_s/l_o\) and hence \(l_s/l_o\) but not one of the lengths \(l_f\), \(l_s\), or \(l_f\). In published slug models, constant lengths are assumed. In practice, the slug and film length vary, but this stochastic character does not follow from current theory. A new approach is proposed to include the stochastic character in the slug model by means of a statistical distribution. In the literature, both the inverse-Gaussian and the log-normal distribution have been proposed. Based on Al-Safran et al. (2008), the log-normal probability function is used herein:

\[
P_{\mu,\sigma}(\xi) = \frac{1}{\xi \sqrt{2 \pi} \sigma} \exp \left( -\frac{(\ln(\xi) - \mu)^2}{2\sigma^2} \right), \quad \xi > 0 .
\]

(9)

where \(\mu\) and \(\sigma\) are the mean and standard deviation of \(\ln(l_f/D)\), the natural logarithm of the dimensionless slug length. The correlation for \(\mu\) proposed by Al-Safran et al. (2008) has not been validated for high pressures and a different approach, based on slug frequency \(f_s\) defined as \(v_f/l_o\), is used herein. Schukles (2011) proposed a frequency correlation based on measurements including oil and gas under high pressure:

\[
f_s = 0.016 \frac{u_i}{D} \left( 2 + 3 \frac{u_i}{u_m} \right) \begin{cases} 12.1 Re_f^{0.37} & \text{Re}_f < 4000 \\ 1 & \text{Re}_f \geq 4000 . \end{cases}
\]

(10)

in which \(\text{Re}_f = \rho_i u_i D/\mu_l\) is based on the liquid density \(\rho_l\) and dynamic viscosity \(\mu_l\). The slug length ratio \(l_s/l_o\), calculated with the unit slug model, determines the mean slug zone length \(\mu\) in the distribution:

\[
\mu = \frac{v_f}{f_s D} .
\]

(11)

Utilizing a constant slug length ratio ensures mass conservation when the stochastics is introduced into the slug model. For \(\sigma\), the expression proposed by Al-Safran et al. (2008) is used:

\[
\sigma = 0.298 - 1.027 H_f + 0.995 \frac{H_f (u_m - v_f) (v_f - v_{lf})}{d_m^2} .
\]

(12)

Individual slug lengths \(l_s\) are calculated by randomly selecting lengths according to the distribution Eq. (9). The corresponding film length \(l_f\) is calculated from the predicted slug length fraction \(l_s/l_o\). Typical slug and film length histograms are shown in Fig. 4.

2.3. Pressure variations

The pressure gradient in steady slug flow is a function of time and distance. The surface integral of the pressure part in Eq. (4) is:

\[
\int_{CS} \rho dA = A \begin{pmatrix} \rho_{in} \\ \rho_{out} \end{pmatrix} .
\]

(13)

The pressures \(\rho_{in}\) and \(\rho_{out}\) at the bend inlet and outlet are calculated on the basis of a constant outflow pressure \(\rho_{out}\) at a distance \(l_o\) downstream
calculating the slug and film length fractions of the bend. This assumption reflects the outflow condition in most of the experimental setups used to validate the model. Because the pressure gradient in the slug zone differs from that in the film zone, the pressure at an arbitrary location A along the pipe depends on the sum of the lengths and the sum of the film lengths in-between location A and the outflow. These lengths are changing in time, which causes a fluctuating pressure at location A, see Fig. 5. When the pressure gradients for the slug and the film zones are known, the pressure at location A can be estimated by calculating the length fractions, with superscript A replaced by in, differ from the ones used in Eq. (14). The pressure \( p_{\text{in}} \) is:

\[
p_{\text{in}}(t) = p_0 + \left( l_{\text{ds}} + \frac{\pi R}{2} \right) \left[ \lambda_{s}^A(t) \left( \frac{dp}{dx}_s \right)_s + \lambda_{f}^A(t) \left( \frac{dp}{dx}_f \right)_f \right] + 30D \left[ \lambda_{s}^A(t) \left( \frac{dp}{dx}_s \right)_s + \lambda_{f}^A(t) \left( \frac{dp}{dx}_f \right)_f \right].
\]

where the superscript \( \text{out} \) replaces \( A \) and the superscript \( \text{b} \) stands for bend. When the bend inlet is chosen as location \( A \) and the bend’s radius of curvature is \( R \), the downstream piping has a length of \( \frac{\pi R}{2} + l_{\text{ds}} \) and the length fractions, with superscript \( A \) replaced by \( \text{in} \), differ from the ones used in Eq. (14). The pressure \( p_{\text{in}} \) is:

\[
p_{\text{in}}(t) = p_0 + \left( l_{\text{ds}} + \frac{\pi R}{2} \right) \left[ \lambda_{s}^\text{in}(t) \left( \frac{dp}{dx}_s \right)_s + \lambda_{f}^\text{in}(t) \left( \frac{dp}{dx}_f \right)_f \right] + 30D \left[ \lambda_{s}^\text{in}(t) \left( \frac{dp}{dx}_s \right)_s + \lambda_{f}^\text{in}(t) \left( \frac{dp}{dx}_f \right)_f \right].
\]

### 2.4. Momentum terms

The second surface integral in Eq. (4) describes the momentum flowing in and out of the control volume shown in Fig. 1:

\[
\int_{CS} \rho (\mathbf{v} \cdot \mathbf{n}) \, dA = - \left( \frac{\rho u^2}{\rho v^2} \right)_s.
\]

where \( v \) is specified later. When the slug front passes location \( A \) in Fig. 5, the instantaneous liquid and gas mass flow is:

\[
\begin{align*}
\dot{m}_l &= v_T A H_{l_s} \rho_l, \\
\dot{m}_g &= v_T A (1 - H_{l_s}) \rho_g.
\end{align*}
\]

Due to the gradual inflow of liquid from the film, the mass flow decreases towards the tail of the slug. Following the model concept of constant quantities per zone, the slug zone mass flows according to Eq. (17) are assumed. For the liquid and gas mass flow in the film zone, the slug liquid holdup \( H_{l_s} \) in Eq. (17) is replaced with the film liquid holdup \( H_{l_f} \). The gas and liquid velocities as shown in Fig. 3 are used to calculate the momentum surface integral in Eq. (4):

\[
\begin{align*}
\int_{CS} \rho \mathbf{v} (\mathbf{v} \cdot \mathbf{n}) \, dA &= \left( \dot{v}_l v_T A H_{l_s} \rho_l + \dot{v}_g v_T A (1 - H_{l_s}) \rho_g \right) \left( \frac{1}{1} \right) \quad (18a) \\
\int_{CS} \rho \mathbf{v} (\mathbf{v} \cdot \mathbf{n}) \, dA &= \left( \dot{v}_l v_T A H_{l_f} \rho_l + \dot{v}_g v_T A (1 - H_{l_f}) \rho_g \right) \left( \frac{1}{1} \right). \quad (18b)
\end{align*}
\]

where the first (slug) or second (film) equation is used, depending on which zone flows through the control volume boundary.

The volume integral in Eq. (4) describes the change in time of momentum \( M \) inside the control volume shown in Fig. 1, which is only
non-zero when the slug front or the slug tail is inside the bend:

$$-\frac{d}{dt} \int_{CV} \rho dV = \left( \frac{M_s}{M_f} \right).$$

(19)

$M_s$ and $M_f$ are derived below. When the bend is completely filled with either a slug or a film zone, the momentum within the bend is constant and the time derivative is zero. This integral is calculated for the (unlikely) situation where both slug front and slug tail are inside the control volume. For situations where only the slug front or tail is inside the bend, the momentum change can be obtained by removing the upstream or the downstream film term out of Eqs. (20) and (21).

$$M_s(t) = \frac{Av_T}{u_s} \left[ (u_f \rho_f H_{lf} + u_f \rho_f (1 - H_{lf})) \times \left( \cos \left( \frac{\nu_T}{R} \right) - \cos \left( \frac{\nu_T - l_i}{R} \right) \right) + (u_s \rho_s H_{ls} + u_s \rho_s (1 - H_{ls})) \left( \cos \left( \frac{\nu_T - l_i}{R} \right) - \cos \left( \frac{\nu_T}{R} \right) \right) \right]$$

(20)

2.5. Solution method

The gas and the liquid velocities, the liquid holdup, the pressure gradient and the slug length fraction $l_s/l_f$ are calculated for both slug and film zone. A liquid holdup time-signal with the two discrete holdup levels $H_s$ and $H_f$ is defined (Fig. 2), where the length $l_s$ is randomly selected according the log-normal distribution defined by Eq. (9). The length $l_f = l_s - l_i$ is calculated using the slug length fraction $l_s/l_f$. A Lagrangian tracking method, calculating the location of all the slug–film interfaces, is used to calculate the force on the bend from algebraic Eqs. (14), (15), (18a), (18b), (20) and (21).

3. Results

In Fig. 6, average slug and film length predictions are compared with measured values published by Tay and Thorpe (2004) and Perez (2008). Shorts slugs are over-predicted and this error will propagate in the force predictions. Bubble lengths are well predicted.

Slug-length probability results are compared with slug lengths measured by Al-Safran et al. (2013) in Fig. 7.

The proposed solution method is used to solve Eq. (4) for a water–air slug flow through a horizontal pipe bend ($u_i = 0.5 \text{ m/s}, u_f = 2 \text{ m/s}, D = 70 \text{ mm} \text{ and } R = 1.5D$). The pipe length downstream of the bend is $65D$ and the first two slugs are $40D$ and $22D$ long. The length of $F_{bend}$ and the contribution of pressure and momentum to this force, are shown in Fig. 8.

Initially, the bend and its downstream leg is filled with a film zone. The momentum flowing in and out of the control volume (Eq. (18b)) is close to zero and the pressure in the bend is approximately atmospheric. At $t = 0 \text{ s}$, the slug front arrives at the bend and the momentum change increases rapidly (Eq. (18a)). As a result of liquid flowing into the downstream piping and its friction, the pressure in the bend increases. At $t = 0.8 \text{ s}$, the slug leaves the bend, the momentum change decreases rapidly and the maximum bend pressure is reached since the complete slug is downstream of the bend. The small pressure decrease in between $t = 0.8 \text{ s}$ and $t = 1.4 \text{ s}$ is caused by the slug flowing out of the $30D$ zone where the bend minor losses are dissipated. At
$t = 1.4$ s, the slug front has reached the outflow and the bend pressure decreases up to the instant that the complete slug is out of the pipe. At $t = 4.3$ s, a second slug arrives at the bend. This slug is shorter (because of the stochastics) which results in a lower bend pressure when the complete slug is in the downstream piping. The amplitude of momentum change is independent of slug length.

The calculated forces, using the stochastic distribution of Eq. (9) with predicted $\ln(l_s/D)$ mean and standard deviation (Eqs. (11) and (12)) as closure in the slug model, are compared with published measurements. Details of the laboratory setups and the tests are shown in Table 1. Belfroid et al. (2010, 2016) and Remands et al. (2012) reported the Root Mean Square (RMS) value and the Power Spectral Density (PSD) of the force, measured on a pipe bend. The supports used for the 25 mm and 98 mm diameter piping did allow for undesired pipe movements introducing some error. The supports of the 150 mm diameter laboratory setup (Belfroid et al., 2018) were stiff and the pipe did not vibrate at frequencies below 40 Hz. The length of the piping downstream of the bend is estimated from the laboratory setup figures shown in the papers. Air and water were used in Belfroid’s and Remans experiments. Tay and Thorpe (2004) published the measured peak value of the force on a pipe bend with stiff supports. Bellows were used to uncouple the bend from pipe movements. Tay and Thorpe (2004) used air and water, IPA (5 wt%), or glycerol (35 wt%) solutions in their experiments.

<table>
<thead>
<tr>
<th>Source</th>
<th>D [mm]</th>
<th>R/D [-]</th>
<th>Superficial velocities [m/s]</th>
<th>Gas</th>
<th>Liquid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belfroid et al. (2010)</td>
<td>25</td>
<td>0.5</td>
<td>0.2-9.1</td>
<td>0.2-1.0</td>
<td></td>
</tr>
<tr>
<td>Tay and Thorpe (2004)</td>
<td>70</td>
<td>0.5</td>
<td>0.4-2.9</td>
<td>0.2-0.7</td>
<td></td>
</tr>
<tr>
<td>Remands et al. (2012)</td>
<td>98</td>
<td>1.5</td>
<td>0.4-8.0</td>
<td>0.1-2.9</td>
<td></td>
</tr>
<tr>
<td>Belfroid et al. (2018)</td>
<td>150</td>
<td>1.5</td>
<td>0.9-10.4</td>
<td>0.5-2.0</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 12. Peak value of the force on a bend.

Fig. 13. Relative error of the RMS force for 25 mm pipe (Belfroid et al., 2010) shown in the flow regime map of Gomez et al. (2000a).

In Fig. 9, the RMS values of the modelled bend force are compared with the measured values. An absolute pressure of 1 atmosphere is assumed at the pipe outflow.

The correlation Eq (3) proposed by Belfroid et al. (2018) is developed from the same data as used in Fig. 9. A comparison of the correlation with measurements can be found in Belfroid et al. (2018). In some cases, where a slug was observed in the measurements, the governing equations predicted a negative film or slug zone length, indicating the boundaries of our model; usually a transition to another flow regime takes place. Zhang et al. (2003) used this slug model feature to predict flow regime borders, bubbly flow for zero or negative film-zone lengths, and a separated regime (stratified or annular) for zero or negative slug length. The modelled and measured force spectra of two cases are shown in Figs. 10 and 11.

In Fig. 12, the model results of the peak force are compared with the measurements published by Tay and Thorpe (2004, 2017).

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon_{r1}$ [%]</th>
<th>$\varepsilon_{r2}$ [%]</th>
<th>$\sigma_{r2}$ [N]</th>
<th>$\varepsilon_{a1}$ [%]</th>
<th>$\varepsilon_{a2}$ [%]</th>
<th>$\sigma_{a2}$ [N]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS</td>
<td>28</td>
<td>62</td>
<td>92</td>
<td>5</td>
<td>27</td>
<td>61</td>
</tr>
<tr>
<td>Peak</td>
<td>1.4</td>
<td>17</td>
<td>22</td>
<td>-1.4</td>
<td>8.2</td>
<td>11</td>
</tr>
</tbody>
</table>

Statistical parameters are used to quantify the difference between modelled and measured RMS forces. The definitions can be found in the Appendix. The measurement error itself could not be estimated from the publications. Results of the statical evaluation of the RMS and peak force predictions are shown in Table 2. As illustrated in Fig. 13, the larger errors were found for slug flow cases close to the annular flow regime. For those cases, the flow could have been in a mixed slug-annular transition regime where the assumption of two discrete (film and slug) states is not valid.

4. Conclusions

An existing slug-force-on-bend model, where a fixed slug propagation velocity was assumed as model input together with the measured average slug length, has been improved. In the new model, the slug and film zone velocities are obtained from a mechanistic unit-slug model. The predicted force fluctuations are caused by density, pressure, and velocity variations. A log-normal slug length distribution is used to introduce the stochasticity in the fluctuation when alternating slug and film zones pass the bend.

The proposed stochastic mechanistic model is able to predict the force of hydrodynamic slug flow through a pipe bend. The prediction trend is good for all tested pipe diameters and fluid properties, except for flow cases in the slug-annular transition region. In contrast to the discrete power spectrum obtained for mean slug-length-based models, which have periodic excitation of the bend, the power spectra of the stochastic mechanistic model are continuous and in line with the observations.

The model encompasses the conservation of mass and momentum and can be used outside of the measurement range used for the validation herein. The calculation time on a single 3 GHz processor is less than 20 seconds, which means a speed-up factor of 10$^5$ compared to CFD calculations.
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Appendix. Error definitions

The statistical parameters are calculated from the relative and actual errors $e_r$ and $e_a$:

$$e_r = \frac{F_{cal} - F_{exp}}{F_{exp}} \times 100\%,$$  \hspace{1cm} (A.1)

and

$$e_a = F_{cal} - F_{exp},$$  \hspace{1cm} (A.2)

where $F$ is the RMS or amplitude peak value of the bend force and the subscripts $cal$ and $exp$ are the calculated and experimental values, respectively. The average relative and actual error $e_{r,av}$ and $e_{a,av}$ are:

$$e_{r,av} = \frac{1}{N} \sum_{i=1}^{N} e_{r,i},$$  \hspace{1cm} (A.3)

and

$$e_{a,av} = \frac{1}{N} \sum_{i=1}^{N} e_{a,i},$$  \hspace{1cm} (A.4)

where $N$ is the number of unique (i.e. no repetition) measurements used in the statistical evaluation. To prevent average error distortion due to cancellation of positive and negative error values, the errors based on the absolute values are calculated:

$$e_{r,av} = \frac{1}{N} \sum_{i=1}^{N} |e_{r,i}|,$$  \hspace{1cm} (A.5)

and

$$e_{a,av} = \frac{1}{N} \sum_{i=1}^{N} |e_{a,i}|.$$  \hspace{1cm} (A.6)

The scattering of the errors is quantified by the standard deviation of the actual average errors:

$$\sigma_{r,av} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (e_{r,i} - e_{r,av})^2}.$$  \hspace{1cm} (A.7)

and

$$\sigma_{a,av} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (e_{a,i} - e_{a,av})^2}.$$  \hspace{1cm} (A.8)
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